
Received July 9, 2019, accepted July 22, 2019, date of publication August 5, 2019, date of current version September 5, 2019.

Digital Object Identifier 10.1109/ACCESS.2019.2933147

Improve Reputation Evaluation of Crowdsourcing
Participants Using Multidimensional Index and
Machine Learning Techniques
YANRONG HUANG AND MIN CHEN
State Key Laboratory of Software Engineering, School of Computer Science, Wuhan University, Wuhan 430072, China

Corresponding author: Min Chen (chenmin@whu.edu.cn)

This work was supported by the National Natural Science Foundation of China under Grant 91118003 and Grant 61373039.

ABSTRACT Building a scientific and reasonable reputation evaluation mechanism for crowdsourcing
participants is an effective way to solve the problem of transaction fraud, to establish the trust of traders
and ensure the quality of task completion. Under the big data environment, machine learning methods
have been applied in the domain of e-commerce of physical goods to improve the traditional reputation
evaluationmethods, and achieved good results. However, few studies have appliedmachine learningmethods
to crowdsourcing, a form of service e-commerce, to evaluate the reputation of participants. This paper
proposes a reputation evaluation model (i.e. LDA-RF) for crowdsourcing participants of Random Forest
based on Linear Discriminant Analysis. The model consists of five steps: firstly, building a multidimensional
reputation evaluation index system for crowdsourcing participants, collecting real data sets, and prepro-
cessing data; secondly, data dimensionality reduction methods, including Linear Discriminant Analysis,
Principal Component Analysis, Mean Impact Value method and ReliefF feature selection method, are used
to eliminate redundant variables; thirdly, data normalization; fourthly, with selected feature subset, five
machine learning techniques, Random Forest, Decision Tree, Back propagation Neural Network, Radial
Basis Function Neural Network and Support Vector Machine are used to train the model; Fifthly, the validity
of the model is tested by four evaluation measures: 10 fold cross validation, confusion matrix, Kruskal-wallis
test and dispersion degree. The results show that the LDA-RFmodel on accuracy, F1-measure, generalization
ability and robustness are better than those of other models, and it has better performance and effectiveness.
This study represents a new contribution to establish reputation evaluation of crowdsourcing participants
under big data environment.

INDEX TERMS Crowdsourcing participants, reputation evaluation, machine learning, random forest, data
dimension reduction.

I. INTRODUCTION
With the increasing of Internet and the rapid development
of Web 2.0 technology, crowdsourcing, a form of ser-
vice e-commerce, has emerged. In 2006, Howe, an Ameri-
can wired magazine reporter, first proposed crowdsourcing,
referring to activities previously performed by specialized
agents (usually employees) that were publicly solicited to
an unspecified crowd as crowdsourcing [1]. Crowdsourcing
provides a new way for crowd to participate in value cre-
ation full-time or part-time and solve problems in a long
distance [2]. Crowd (also known as task participants) provide
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knowledge, wisdom, experience and skills through crowd-
sourcing platforms, participate in tasks and get remunera-
tion; task publishers call for the crowd to participate in the
completion of tasks through crowdsourcing platforms and
pay remuneration; crowdsourcing platform is the interme-
diary and bridge between task publishers and task partic-
ipants. In recent years, enterprises have actively explored
the use of crowdsourcing to improve their Research and
Development capabilities. Procter & Gamble integrates the
wisdom of tens of thousands of technical experts around the
world and seeks solutions through crowdsourcing platform,
which improves its Research and Development capability by
60%, increases the proportion of external innovation by 35%,
and reduces Research and Development cost by 20% [3].

VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ 118055

https://orcid.org/0000-0002-1738-6806


Y. Huang, M. Chen: Improve Reputation Evaluation of Crowdsourcing Participants

Huawei publishes icons and desktop wallpaper design
tasks through crowdsourcing platforms, gaining more than
2,000 creative works etc. Crowdsourcing platforms such as
zbj.com, epwk.com, freelancer.com and so on have emerged
at home and abroad. Take zbj.com platform in China for
example, more than 16 million users registered on this plat-
form, and the turnover exceeded 7.5 billion RMB in 2015.
Crowdsourcing can gather crowd wisdom, effectively help
enterprises to solve the problems, improve innovation effi-
ciency and shorten innovation path. Crowdsourcing through
the Internet calls for idle human resources to participate in
value creation [4], changes the traditional mode of value
creation, achieves the multiplier effect of gathering people’s
wisdom, realizes the effective integration of social resources,
and improves the efficiency of social operation.

Although crowdsourcing activities can bring together
experts in relevant domains to provide valuable results [5],
[6], there are still quite a few task publishers who are con-
cerned about the potential risks of crowdsourcing activities,
being the non-physical commodities traded in crowdsourcing
are facing the problems of difficult to quality inspection,
return and exchange of commodities. Meanwhile, the inher-
ent virtuality of the Internet, the information asymmetry
between the two transactions side, the speculative incentive
of the traders, and the irregularities of crowdsourcing partic-
ipants disturb the trading order of crowdsourcing platforms
and increase transaction risks. For examples, there are some
fraudulent crowdsourcing participants submit plagiarized
results, participate in multiple tasks with the same result,
maliciously reduce prices, fail to fulfill tasks as required,
unable to complete tasks, threaten task publishers to evaluate,
fail to provide follow-up maintenance services, false transac-
tions, guiding off-line transactions and so on. If task publish-
ers choose fraudulent crowdsourcing participants, they will
face time and currency losses. If there are a large number
of fraudulent traders in crowdsourcing platform to obtain
tasks at low prices, excellent crowdsourcing participants will
leave the market one after another, resulting in the ‘‘lemon
effect’’ and shrinking crowdsourcing market. At present,
some crowdsourcing platforms adopt post-mortem punish-
ment measures such as restricting transactions and closing
accounts to deal fraudsters, but the effect is not significant.
How to build traders trust and solve the problem of transac-
tion fraud has become a key link in the healthy operation of
crowdsourcing.

Building a scientific and reasonable reputation evaluation
mechanism for crowdsourcing participants is an effective
way to solve the problem of transaction fraud, establish
transaction trust between the two parties, and ensure the
quality of task completion. The basic idea of crowdsourcing
participants’ reputation evaluation mechanism is to let the
two parties involved in the transaction evaluate the other
party after the transaction is completed [7]. Task publishers
can judge the credibility status of task participants based on
the results of reputation evaluation and decide whether to
trade with them or not. At the same time, it encourages task

participants to actively participate in the task and ensures
the quality of the task in order to obtain better reputation
status. Establishing an effective reputation evaluation system
for crowdsourcing participants will help to solve the problem
of information asymmetry, reduce adverse selection behavior,
assist transaction decision-making, prevent transaction risks,
reduce transaction costs, ensure the quality of tasks, and
ensure the healthy operation of crowdsourcing model.

At present, reputation evaluation of crowdsourcing partici-
pants mostly uses simple cumulative model, such as zbj.com,
ypwk.com platform etc. The simple cumulative model only
considers two factors: transaction amount and transaction
evaluation, to calculate the reputation score of crowdsourc-
ing participants. Where Ru denotes the reputation score of
crowdsourcing participant u, ri denotes the transaction eval-
uation coefficient in ith transaction, i∈(1, 2, . . . , n). When
crowdsourcing participants receive good, medium and bad
reviews; transaction evaluation coefficient ri is 1, 0.5, and
0 respectively. Pi (v, u) is the transaction amount of the ith
transaction between the task publisher v and participant u,
Ru can be denoted as follows.

Ru =
∑n

i=1
ri · Pi (v, u) (1)

The simple cumulative model has a single evaluation
dimension and poor discrimination ability, which cannot fully
reflect the true reputation of crowdsourcing participants, and
increases the uncertainty of trading. The arrival of the era of
big data provides new data resources for reputation evaluation
of crowdsourcing participants, and also provides conditions
for innovative reputation evaluation methods. Under the open
and real-time participation environment of the Internet, how
to introduce multidimensional of evaluation index data to
build a more objective and comprehensive crowdsourcing
reputation evaluation index system? How to use machine
learning method to construct the reputation evaluation model
of crowdsourcing participants, real-time and dynamic eval-
uation of crowdsourcing participants’ reputation, and more
accurately feedback the reputation level of crowdsourcing
participants? There are the key to improve the reputation
evaluation mechanism of crowdsourcing participants.

II. RESEARCH MOTIVATION AND OBJECTIVES
Reputation mechanism is developed in the context of
e-commerce [8], which has been widely used in practice.
At present, it also attracted great attention of scholars. In lit-
erature, scholars mostly focus on the domain of e-commerce
transactions in physical goods. Because of the late rise of
service e-commerce, there are relatively few studies on repu-
tation evaluation of crowdsourcing participants.

In the domain of physical commodity e-commerce, there
are abundant research results on participants’ reputation eval-
uation. For examples, Li and Liang [9] establish a multidi-
mensional reputation evaluation model of C2C seller based
on transaction dimension and intermediary dimension, and
use TaoBao data for empirical analysis; Liao and Zhang [10]
analyzed the implicit reputation factors of C2C sellers, and
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used the analytic hierarchy process to evaluate sellers’ rep-
utation; Wang and Wu [11] constructed the index system
according to the characteristics of B2C enterprises, and used
the improved TOPSIS method to evaluate the reputation of
enterprises; Fu and Zhu [12] used stepwise regressionmethod
to establish the evaluation index system of network suppliers,
and built the evaluation model based on RBF Neural Net-
work; Rong and Guo [13] used BP Neural Network algorithm
to evaluate the reputation of cross-border e-commerce plat-
form suppliers etc. The studies show that most of the early
participants’ reputation evaluation researches are from the
perspective of causality, using questionnaire survey, Delphi
method, and expert scoring method to establish index system,
and then using statistical methods, such as factor analysis
to establish linear evaluation model. In recent years, from
the perspective of interrelationship, the research results con-
sider the relationship between evaluation index and reputa-
tion, construct the participants’ reputation evaluation model
by machine learning algorithm, eliminate the interference
of subjective factors, enhance the credibility of evaluation
results, and provide a new idea for reputation research.

The researches on reputation evaluation of crowdsourcing
participants are mainly carried out from the following two
aspects:

One is to design incentive mechanism [14]. Encouraging
crowd to participate in crowdsourcing and improve the qual-
ity of task completion. Ma et al. [15] proposed game-based
incentive mechanism RTRC to encourage the crowd to pro-
vide authentic and credible information in mobile crowd-
sourcing. Based on the repeated game theory, Xie et al. [16]
designed the reputation model of crowdsourcing participants
to improve the tasks quality by balancing system efficiency
and transaction cost. Katmada et al. [17] proposed to offer
implicit and explicit mixed rewards to crowdsourcing par-
ticipants, in order to attract participants with different moti-
vations to participate in crowdsourcing actively and submit
high-quality results. Gaikwad et al. [18] designed boomerang
reputation evaluation system based on game theory, to incen-
tive task publishers reporting private information more accu-
rately, and to make fair and true evaluation of crowdsourcing
participants. By considering the activity factor and historical
factor, Yan et al. [19] proposed a reputation model based on
participants activity to improve the simple cumulative model,
and encouraged crowdsourcing participants to increase the
proportion of recent tasks.

The other is to identify fraudulent participants
and punish fraudulent crowdsourcing participants.
Bhattacharjee et al. [20] put forwarded QnQ reputation
model, and used regression method to identify honest, selfish
and fraudulent crowdsourcing participants. Liu et al. [21]
proposed evaluation model that combines objective measure-
ment and subjective evaluation. Ruan et al. [22] proposed an
improved evidence theory to calculate the direct and indirect
reputation of crowdsourcing participants in order to distin-
guish malicious crowdsourcing participants. Rui et al. [23]
designed a punishment and feedback reputation model of

crowdsourcing participants based on the repeated game the-
ory, and demonstrated the results through simulation experi-
ments. Wang et al. [24] combined game theory and biological
model to establish reputation method to prevent participants
hitchhiking and reporting false data, and so on.

The academic achievements provide a good research basis
for the reputation research of crowdsourcing participants.
Reputation incentive mechanism for crowdsourcing partici-
pants focuses on ex ante incentive; fraud punishment mech-
anism for crowdsourcing participants focuses on ex post
prevention. To date, several studies put forward reputation
evaluation indexes of crowdsourcing participants, such as
transaction activity, task completion time, task completion
quantity and task completion quality. However, the limited
indexes data lead to inaccurate evaluation results of the model
and make it difficult to fully feedback the crowdsourcing
participants’ reputation status. Meanwhile, recent studies use
different methods to study the reputation of crowdsourc-
ing participants, such as game theory, statistical methods,
etc. It is difficult to give a comprehensive, dynamic and
real-time feedback on the reputation status of crowdsourcing
participants.

So far, however, there has been little discussion about
the reputation evaluation index of crowdsourcing partici-
pants, and constructed multidimensional reputation evalua-
tion index system to comprehensively reflect the reputation
status of crowdsourcing participants. And no research has
been done to explore the reputation evaluation of crowdsourc-
ing participants by machine learning method. Under big data
environment, this paper intends to construct a multidimen-
sional reputation evaluation index system of crowdsourcing
participants by collecting the reputation evaluation index
extensively. Considering the index data selection and pro-
cessing method, this paper uses machine learning algorithm
to construct reputation evaluation model of crowdsourcing
participants, evaluates the reputation status of crowdsourcing
participants, and improves the accuracy and robustness of
crowdsourcing participants’ reputation evaluation.

III. METHODOLOGY
A. INDEXES SYSTEM
Following the principles of objective, availability, complete-
ness and dynamics of construction evaluation index system,
referring to the existing research results, considering the char-
acteristics of service e-commercial transaction; this paper
constructs a multidimensional reputation evaluation index
system for crowdsourcing participants from four dimensions:
initial reputation dimension, transaction dimension, evalua-
tion dimension and punishment dimension.

1) INITIAL REPUTATION DIMENSION
The initial reputation is an important part of constructing
the evaluation index system of crowdsourcing participants’
reputation. At present, most crowdsourcing platforms do
not pay enough attention to the initial reputation, which is
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not included in the reputation evaluation system. Lacking
of preliminary judgment on the integrity of crowdsourcing
participants makes difficult to estimate the credibility of new
entrants. The initial reputation dimension indexes includes
city, shop type and margin deposit.

2) TRANSACTION DIMENSION
In transaction, the transaction amount is positively corre-
lated with transaction risk of task publisher. Crowdsourc-
ing participants who take honest behavior in high-amount
transaction consider as higher degree of trust. The activity of
crowdsourcing participants varies in different periods; recent
reputation can better reflect the behavior of crowdsourcing
participants. Transaction dimension indexes including years
of opening, transaction amount of three month, transaction
times of three month, number of task publishers served, trans-
action activity, number of refunds this month, refund rate this
month, number of refunds in three months and refund rate in
three month.

3) EVALUATION DIMENSION
After the transaction completion, the two sides evaluate each
other and feedback the satisfaction of the trader. Customer
satisfaction theory holds that once customers form trust, com-
mitment and emotional dependence on the traders, customers
will buy their products or services repeatedly for a long
time, and then disseminate positive information to others and
recommend them to others. Considering the characteristics of
crowdsourcing transaction, the indexes of evaluation dimen-
sion include: comprehensive scoring, completion speed, com-
pletion quality, work attitude, task publishers repurchase rate,
good review rate, number of good review, number of medium
review, number of bad review, number of recommendation,
number of non-selection, number of non-recommendation
and growth scoring.

4) PUNISHMENT DIMENSION
Crowdsourcing participants will be punished by crowd-
sourcing platforms when they take fraud behavior. The
more times crowdsourcing participants punished, the worse
reputation they will be. The punishment dimensions of
crowdsourcing participants include number of punish-
ments, number of punishments in three months, and
credibility frozen after reporting. Multidimensional reputa-
tion index system of crowdsourcing participants is shown
in Table 1.

B. LINEAR DISCRIMINANT ANALYSIS
Linear Discriminant Analysis (LDA) is a supervised learning
dimensionality reduction technology. LDA projects data sets
to lower dimensional space, removes irrelevant information
from data and improves the quality of feature extraction,
so as to avoid over-fitting, reduce the cost of data storage
and operation, and reduce the ‘‘dimension disaster’’. LDA
methods is to gather data samples of the same group as far
as possible, and keep samples of different groups as far away

TABLE 1. Multidimensional reputation evaluation index system for
crowdsourcing participants.

as possible, that is, small variance within groups and large
variance between groups. S(w) denotes the intra-group disper-
sion matrix, S(b) denotes the inter-group dispersion matrix.

118058 VOLUME 7, 2019



Y. Huang, M. Chen: Improve Reputation Evaluation of Crowdsourcing Participants

The formula can be expressed as:

S(w) =
∑c

y=1

∑
i:yi=y

(xi − µy)(xi − µy)T ∈ Rd×d (2)

S(b) =
∑c

y=1
nyµyµTy ∈ R

d×d (3)

Among,
∑

i:yi=y (xi − µy)(xi − µy)
T is the sum of all sat-

isfactions yi = y, µy is the average of all input samples
belonging to category y:

µy =
1
ny

∑
i:yi=y

xi (4)

In the formula, ny is the total number of training sam-
ples belonging to category y. The optimization problem of
linear discriminant analysis can be defined by the following
formula:

max tr((TS(w)T T )
−1
TS(b)T T ) (5)

Among, T ∈ Rm×d . The transformation matrix T is
determined by enlarging the inter-group dispersion matrix
TS(b)T T , and decreasing intra-group dispersion matrix
TS(w)T T .
Set α1 ≥ . . . ≥ αd ≥ 0 and β1, . . . , βd as generalized

eigenvalues and generalized eigenvectors of S(b), S(w) respec-
tively:

S(b)β = αS(w)β (6)

Find the solution of LDA:

T̂ = (β1, . . . , βm)T (7)

C. RANDOM FOREST
Random Forest (RF) is an ensemble machine learning
algorithm based on decision tree classifier proposed by
Breiman‘[25]. Random forests first establish several unre-
lated trees and average the results of each tree. When con-
structing a single tree, the random forest algorithm randomly
chooses m of all p random variables (m ≤ p) to reduce the
correlation coefficient between the tree and the tree, while
controls the average variance as much as possible.

The steps of the algorithm as follows:
For each tree b = 1, . . . , B
1) Using Bootstrap method, n samples of crowdsourcing

participants are extracted from all training sets to form data
set Z∗.

2) A tree Hb is constructed based on data set Z∗, and the
following process is repeated for each node on the tree.

i m random variables (m ≤ p) were selected from all
prandom variables;
ii Choosing the best branching variables from m random

variables;
iii Splitting into two sub-nodes on this node;
When the sample number of nodes reached nmin, the com-

bined B tree is output. In the classification problem,
m =
√
p random variables are used to construct each tree in

random forest.

In the prediction, the random forest algorithm first uses
each tree to predict the category of the new sample x. The
result of predicting crowdsourcing participant sample x by b
tree is Ĉb(x), and the final result of predicting crowdsourcing
participant sample x by random forest algorithm is:

ĈB
rf (x) = majority vote

{
Ĉb(x)

}B
1

(8)

IV. EXPERIMENTAL SETUP
In this paper, a reputation evaluation model (i.e. LDA-RF)
for crowdsourcing participants of Random Forest based on
Linear Discriminant Analysis is proposed.

The process of reputation evaluation for crowdsourcing
participants has the following steps: firstly, building the mul-
tidimensional reputation evaluation index system of crowd-
sourcing participants, collecting the reputation relevant data
of crowdsourcing participants, and preprocessing the data;
secondly, using a variety of data dimensionality reduction
methods to eliminate redundant variables; thirdly, standardize
the index data after dimensionality reduction; fourthly, mul-
tidimensional reputation evaluation model for crowdsourcing
participants are constructed by random forest, decision tree,
BP neural network, radial basis function neural network and
support vector machine classifiers; finally, the performances
of several reputation evaluation models compared through
evaluation criteria, such as 10 fold cross-validation, confusion
matrix, Kruskal-wallis test and dispersion degree, and the
effectiveness of LDA-RF model is verified.

A. DATA SOURCE AND PROCESSING
The data in this paper comes from the zbj.com platform.
Zbj.com platform is the most active crowdsourcing platform
of service e-commerce transactions in China. It is a demon-
stration platform to carry outmass entrepreneurship and inno-
vation policy in China. By collecting the user reputation data
of zbj.com platform, a total of 2044 samples of crowdsourc-
ing participants were obtained, rejecting repeated samples,
incomplete data and information distortion samples. Finally,
1569 valid samples were obtained. Each sample data contains
28 indexes variables. According to the expert scoringmethod,
the reputation rank of crowdsourcing participants is divided
into three labels: good, medium and bad, corresponding the
default probability of crowdsourcing participants is small,
medium and large. The bad reputation label indicates that
the crowdsourcing participants are more likely to default
in transaction, and the good reputation label indicates that
the crowdsourcing participants are less likely to default in
transaction.

B. DATA DIMENSION REDUCTION
Under the big data environment, the reputation-related data
of crowdsourcing participants are collected extensively to
grasp the reputation status of crowdsourcing participants
more comprehensively; however, high-dimensional variables
and massive data will lead to ‘‘dimension disaster’’, and too
high dimension variables will increase the complexity and
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FIGURE 1. Flowchart of reputation evaluation of crowdsourcing
participants.

operation cost of reputation evaluationmodel [26]. Therefore,
data dimension reduction methods are used to reduce the
dimension of index variables, eliminate index variables that
have no significant impact on reputation prediction, and form
a new reputation evaluation index system of crowdsourc-
ing participants, so as to improve the reputation evaluation
effect of crowdsourcing participants. In order to verify the
validity of linear discriminant analysis method, this paper
makes comparative analysis of data dimension reduction
methods through linear discriminant analysis, principal com-
ponent analysis, MIV algorithm and ReliefF feature selection
method.

1) PRINCIPAL COMPONENT ANALYSIS (PCA)
PCA is a statistical method of dimensionality reduction.
It combines the original correlative indexes into a new set
of independent comprehensive indexes to replace the orig-
inal indexes. The core of PCA is to reduce the dimension
of variables by linear combination of original variables and
solution of each principal component. The calculation steps
of the principal component mathematical model are as fol-
lows: first, the simple correlation coefficient matrix R of
variables is calculated, and then the eigenvalue γ1 ≥ γ2 ≥

γ3 ≥ . . . γp ≥ 0 of the correlation coefficient matrix
R and corresponding unit eigenvector µ1, µ2, µ3, . . . , µp
are calculated. Finally, the factor number is determined
according to the eigenvalue and the cumulative variance
contribution rate.

2) MEAN IMPACT VALUE (MIV)
MIV is considered to be an effective method for evaluating
the correlation of variables in neural networks. The calcu-
lation steps of MIV method are as follows: first, train a BP
neural network, then increase or decrease the independent
variables of training data by 10%. Then two new independent
variables of training data are obtained. Using this data to pre-
dict the results of two groups, assumingA1 andA2, the differ-
ence between A1 and A2 can be calculated. This difference
is called IV (Impact value), and then take the average, that
is, mean-IV (MIV value). By calculating the MIV values of
each independent variable in turn, the influence degree of the
independent variable on the dependent variable is determined.

3) ReliefF
In 1992, Kira et al. [27] proposed Relief algorithm, which
is suitable for classification of two types of data. Relief
algorithm is a feature weighting algorithm, which assigns
different weights to features according to the correlation of
each feature and category, and features whose weights are
less than a certain threshold will be removed. Because of
its simplicity and high efficiency, Relief algorithm is widely
used. Kononenko [28] extended it in 1994, and got ReliefF
algorithm to deal with multi-class problems.

C. DATA STANDARDIZATION
Through data normalization, the data results are mapped to
[0,1], which eliminates the dimension influence among vari-
ables, so as to compare and evaluate the index variables and
improve the accuracy of the model. The conversion function
is as follows:

x∗ =
x − xmin

xmax − xmin
(9)

x∗ is the normalized data of x, xmin is the minimum value of
x and xmax is the maximum value of x.

D. MODELS TRAINING
In order to test the classification effect of models, it is
necessary to set the classifier hyper-parameters and train the
models. By setting hyper-parameters of the models man-
ually, the reputation evaluation models of crowdsourcing
participants based on feature subset and hyper-parameters
are established, which can be used to predict and classify the
reputation of crowdsourcing participants and calculate evalu-
ation criteria, such as accuracy, precision, recall, F-measure,
etc. Several classifiers are used to compare with Random
Forest as follows.

Decision Tree (DT): DT is a common machine learning
method for decision-making based on tree structure, which
performs well in classification problems. The decision tree
includes a root node, several internal nodes and several leaf
nodes. The process of decision tree is to start from the root
node and compare the measured data with the feature nodes
in the decision tree from top to bottom. The next branch is
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selected according to the comparison results until the leaf
node is the final decision result.

Back Propagation Neural Network (BPNN): BPNN is a
multi-layer feed forward neural network. It was first proposed
by Rumelhart and McCelland in 1986. BPNN usually has
three or more layers, including input layer, middle layer
(hidden layer) and output layer [29]. There are full connection
between upper and lower layers and no connection between
neurons in each layer [30]. After providing learning samples,
the activation values of neurons propagate from the input
layer through the middle layer to the output layer. Then,
according to the direction of reducing the target output and
actual error, from the output layer, the connection weights are
modified layer by layer through the middle layer, then to the
input layer.

Radial Basis FunctionNeural Network (RBFNN): RBFNN
is a neural network structure proposed by Broomhead and
Lowe in 1988. It is a three-layer feed forward network with a
single hidden layer. RBFNN reduces the weight updating link
of error feedback, applying radial basis function as excitation
function to fit the nonlinearity of data set only in hidden layer.
It has the characteristics of concise training and fast learning
convergence.

Support Vector Machine (SVM): SVM is a sparse kernel
decision-making method based on statistics and machine
learning theory. It was first proposed by Cortes and Vapnik
in 1995. SVM transforms data into high-dimensional space
through kernel function, and realizes data linearly separable
in high dimensional space [31]. SVM has advantages in
solving small samples, non-linearity and high-dimensional
pattern recognition.

E. EVALUATION MEASURES
Select appropriate evaluation criteria to compare the classifi-
cation effect of the models. The commonly factors of accu-
racy, precision, recall and F-measure are used to evaluate the
models in this paper. Statistical test method, such as Friedman
test, Kruskal-wallis test, and dispersion degree also adopted
to further compare the performance of the models and verify
the results. For there are some crowdsourcing participants’
reputation is neither good nor bad, three categories can better
feedback authentic reputation of crowdsourcing participants’
reputation. So, crowdsourcing participants’ reputation sta-
tuses have been divided into three categories.

In three classification problems, the accuracy is the ratio
of the number of samples correctly classified by models to
the total number of samples (formula 10). The type I preci-
sion is the proportion of crowdsourcing participants correctly
classified as good reputation to crowdsourcing participants
predicted as good reputation (formula 11); the type I recall is
the proportion of crowdsourcing participants correctly clas-
sified as good reputation to observed as good reputation
(formula 14); and so on, type II precision, type III preci-
sion, type II recall and type III recall can be calculated.
F-measure is a comprehensive evaluation criteria commonly
used in classification model. It comprehensively reflects two

FIGURE 2. Confusion matrix.

indicators: accuracy and recall. In this paper, the harmonic
parameter α is setting to 1. Where CC (Correct classification)
represents the correct number of classifications for crowd-
sourcing participants; FC (False classification) denotes the
number of false classifications of crowdsourcing participants;
i denotes the observed reputation of crowdsourcing partic-
ipants, and i=1, 2, 3 denotes that the observed reputation
of crowdsourcing participants are good, medium and poor
respectively; j denotes the predicted reputation of crowd-
sourcing participants, and j = 1, 2, 3 denotes that the pre-
dicted reputation of crowdsourcing participants are good,
medium and poor respectively. FCij denotes crowdsourcing
participants observed reputation is i, whose reputation error
predicted as j. The confusion matrix is shown in Figure 2
(10–17), as shown at the bottom of the next page.

V. EXPERIMENTAL RESULTS
Taking the data set of crowdsourcing participants from
zbj.com platform as a case, LDA, PCA, MIV and ReliefF
methods are used to reduce the dimensions of dataset; con-
sidering five classifiers including RF, DT, BPNN, RBFNN
and SVM, twenty different models of reputation evaluation
for crowdsourcing participants are constructed. The data set
is divided into training set and test set, 90% of the samples
are used as training set and 10% samples are used as test
set. The 10 folds cross-validation is carried out to calcu-
late the accuracy of the model in order to enhance robust-
ness. This paper uses the software of MATLAB and SPSS
to calculate.

A. PARAMETER SETTING OF DIMENSION
REDUCTION METHOD
LDA: The features number extracted by LDA data dimension
method is set as 20.
PCA: Examining whether there is a linear relation-

ship between variables in crowdsourcing participant dataset
firstly. Through Bartlett’s sphericity test and KMO test to
analyses whether the original variables are suitable for the
use of principal component analysis. Using SPSS software,
the observed value of Bartlett’s sphericity test statistics is
36872.376, and the corresponding probability P-value is close
to 0. If the saliency level is 0.05, the probability P-value is
less than the saliency level, it demonstrates that the original
hypothesis should be rejected and the correlation coefficient
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TABLE 2. FactoR explains the total variance of original variables.

matrix, and the unit matrix have significant differences. KMO
value is 0.77, according toKaiser’s KMOmetrics; the original
variables are suitable for principal component analysis.
As shown in Table 2, the first column is the component num-
ber, and the last three columns form a group. The first group
of data items is the initial eigenvalues. The eigenvalue of the
first component is 5.953, which explains 21.262% of the total
variance of the original 28 variables. The second group of
data items describes the extraction sums of squared loadings.
The third group of data items describes the rotation sums
of squared loadings. When 10 components are extracted,
77.347% of the total variance of the original variables is
explained. Generally, the information loss of the original vari-
ables is less, and the extraction component is finally set to 10.

TABLE 3. 10-Fold cross-validation accuracy of reputation evaluation
model For crowdsourcing participants.

MIV: The MIV parameters are set as follows: the learning
rate is 0.05, the maximum number of training is 2000; the
additional momentum factor is 0.9, and the training results
are displayed 50 times at intervals
ReliefF: The feature number of ReliefF feature selection

method is set as 10.

B. EVALUATION RESULTS
To verify the validity of machine learning methods, the accu-
racy of the RF is compared with other models, including DT,
BPNN, RBFNN and SVM. The results of the accuracy are
summarized in Table 3.
RF: For Random Forest model, it is necessary to determine

the appropriate number of trees. Too few trees will lead to
inadequate fitting, and toomany treesmay lead to over- fitting
and increasing the variance of the model. The number of trees
is set to 300. After dimension reduction by LDA, PCA, MIV
and ReliefF, the classification accuracy of models are 0.928,
0.862, 0.896 and 0.912, respectively. LDA-RF model has the
highest classification accuracy among all evaluation models,
and ReliefF-RF model also has good performance. When
using PCA to reduce dimension, the accuracy of PCA-RF is
higher than that of other four models. When using MIV to
reduce dimension, the accuracy ofMIV-RF is also higher than
that of other four models.
DT: Decision tree has ID3, C4.5, C5.0, CART and other

commonly used algorithms. This paper chooses CART,

Accuracy =
CC11+CC22+CC33

CC11+CC22+CC33+FC12+FC13+FC21+FC23+FC31+FC32
(10)

Precision I =
CC11

CC11 + FC21 + FC31
(11)

Precision II =
CC22

CC22 + FC12 + FC32
(12)

Precision III =
CC33

CC33 + FC13 + FC33
(13)

Recall I =
CC11

CC11 + FC12 + FC13
(14)

Recall II =
CC22

CC22 + FC21 + FC23
(15)

Recall III =
CC33

CC33 + FC31 + FC32
(16)

F-measure =
(α2 + 1)accuracy× recall
α2accuracy+ recall

(17)
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a widely used classification regression algorithm, to build a
model and classify the samples. The accuracy of LDA-DT
and ReliefF-DT models are 0.895 and 0.91 respectively after
using LDA and ReliefF methods dimension reduction, and
the results are similar. The lowest classification accuracy of
PCA-DT model is 0.796.
BPNN: The input variables in the input layer are the num-

ber of features selected by dimension reduction methods, set
hidden layer neurons as 20 and output neurons as 3. The
learning rate is 0.1, the training precision is 0.00001, and the
maximum number of training is 100. When using ReliefF to
reduce the data dimension, the accuracy of ReliefF-BPNN
is 0.902, which is close to that of LDA-BPNN. Meanwhile,
the accuracy of PCA-BPNN and MIV-BPNN are very close,
0.812 and 0.821 respectively, but far lower than that of
ReliefF-BPNN and LDA-BPNN models.
RBFNN:RBFNN consists of radial basis function neurons.
In this paper, a radial basis function neural network is

constructed with newrbe function. RBFNN classifier has
the worst performance in building crowdsourcing participant
reputation evaluation model. The classification accuracy of
LDA-RBFNN is 0.766, which is the lowest in all models; the
accuracy of ReliefF-RBFNNmodel is 0.904when using Reli-
efF to reduce dimension of data; the difference of classifica-
tion accuracy between ReliefF-RBFNN and LDA-RBFNN is
0.138. The results show that the dimension reduction method
has an impact on the classification accuracy of the model,
and the effective dimension reduction method can optimize
the classification effect of the model.
SVM: For SVM classifier, the form of kernel function

must be determined. Considering that linear kernel function
is mainly used in linear separable cases, Polynomial Kernel
function is suitable for orthogonal normalized data. There-
fore, the Gauss Kernel function k (x, y) = exp(− ‖x− y‖

2α2
),

which is widely used and flexible, is finally chosen in this
paper. The accuracy of LDA-SVM model is 0.914, which
is the second highest accuracy of all models. ReliefF-SVM
model has classification accuracy of 0.906.

Friedman test is used to verify the effectiveness of different
dimension reduction methods. The average ranks of LDA,
PCA, MIV and ReliefF are 3.0, 1.4, 2.0 and 3.6 respectively.
The observed values of Friedman test statistics are 8.76 and
the corresponding probability P-value is 0.033. If the signif-
icance level α is 0.05, the probability P-value is less than
the significance level, it is considered that there are signifi-
cant differences in the accuracy of the model under the four
dimension reductionmethods. ReliefF has the best dimension
reduction effect, LDA can also achieve good classification
effect; and thenMIV, PCA has the worst dimension reduction
effect. Five classifiers including RF, DT, BPNN, RBFNN and
SVM, all have the worst performance when using PCA for
data dimension reduction. PCA is a classical data dimension
reduction method, but in this case, the operation efficiency
is not high. PCA method is from the perspective of covari-
ance, choosing the direction of large data variance for data
dimensionality reduction, which is suitable for unsupervised

learning. In this paper, supervised learning method, such as
LDA method, is more suitable for data dimensionality reduc-
tion. When PCA carries out feature extraction, the extraction
factor explains 77.347% of the total variance of the original
variables, which also affects the accuracy of the evaluation.

For training time, firstly, the training speed of decision tree
classifier is the fastest, and the training speed of RF classifier
is slower than that of DT classifier. Secondly,MIV-BPNNand
MIV-RBFNN models with average training time of 6.81 sec-
onds and 5.28 seconds respectively, are the two models with
the longest training time in all models, indicating that these
two methods are not suitable for large crowdsourcing par-
ticipant data sets. When dimension reduction is carried out
by LDA method, the average training speed of LDA-BPNN
and LDA-RBFNN models with significant improvement are
1.31 and 0.69 respectively. Thirdly, among the four dimen-
sion reductionmethods, PCA training time is the shortest, and
MIV training time is the longest. The average training time
of PCA and MIV are 0.854 and 3.91 seconds when training
five classifiers. The MIV method needs to construct a neural
network for learning, which increases the computational cost.
The average training time of LDA and ReliefF is 0.86 seconds
and 1.32 seconds respectively. LDA method is faster than
ReliefF method.

In summary, LDA-RF model has the highest classification
accuracy among all models. When using four data dimension
reduction methods, there are significant differences in the
accuracy of the crowdsourcing participants’ reputation eval-
uation models. And the data dimension reduction methods
ReliefF and LDA are better than PAC and MIV. For training
time, average training speed of PCA is the fastest, LDA
method training speed is better than ReliefF method.

1) 10-FOLD CROSS-VALIDATION
The accuracy of 10 fold cross validation of crowdsourcing
participants’ reputation models were compared to verify the
effectiveness of models. The accuracy of 10 fold cross val-
idation of crowdsourcing participant model based on Reli-
efF and LDA data dimension reduction methods are shown
in Figure 3. The accuracy of 10 fold cross validation of
crowdsourcing participant model based on PCA and MIV
data dimension reduction methods are shown in Figure 4.

Except LDA-RBFNN model, classification accuracy of
crowdsourcing participants’ reputation evaluation models
using LDA and ReliefF dimension reduction are concentrate
on narrow fluctuations in the range of 0.8-0.95. The highest
classification accuracy of LDA-RF is 0.96, which is also the
best level in all models. In Figure 4, except MIV-RF model,
the classification accuracy of reputation evaluation models of
crowdsourcing participants using PCA and MIV dimension
reduction methods fluctuates greatly in the range of 0.7-0.94,
and the accuracy of PCA-SVM is the lowest of 0.7, which is
also the worst level of all models. Overall, it is easy to find
that LDA and ReliefF data dimension reduction methods can
achieve good classification results, and LDA-RF model have
the high accuracy and generalization ability.
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TABLE 4. Performance measure results for reputation evaluation model of crowdsourcing participants.

FIGURE 3. Accuracy of 10 fold cross validation of crowdsourcing
participants’ reputation evaluation models based on ReliefF and LDA data
dimension reduction methods.

2) CONFUSION MATRIX
The performances of the models are validated by cal-
culating the evaluation measures of precision, recall and
F1-measure through confusion matrix. Performance measure
results for reputation evaluation model of crowdsourcing
participants are show in table 4. The precision describes
the degree of trust when the models predict crowdsourc-
ing participant’ reputation as good, medium and poor.
Type I precision of PCA-SVM model is up to 0.998,
and that of LDA-RF, LDA-SVM and MIV-SVM models
are over 0.99. ReliefF-RF model has the highest type II
precision of 0.534. The type II precision of PCA-BPNN,
PCA-RBFNN and PCA-SVM is the lowest as 0, which notes
models can’t distinguish crowdsourcing participants with

FIGURE 4. Accuracy of 10 fold cross validation of crowdsourcing
participants’ reputation evaluation models based on PCA and MIV data
dimension reduction methods.

medium reputation. LDA-RF model has the highest type III
precision of 0.943, and PCA-SVM is the lowest 0.225. The
difference between them is 0.718.

The recall describes the proportion of correctly predicts
samples to actual samples in this category. In reputation
evaluation of crowdsourcing participants, the recall is more
important criteria than the precision. The higher the recall,
the smaller proportion of crowdsourcing participants mis-
classified. Different classification errors will lead to different
loss cost. To divide bad reputation crowdsourcing participants
into good or medium reputation crowdsourcing participants
will cause greater economic losses than other misclassifi-
cation occurred. Therefore, type III recall is an important
factor to measure the stability of the reputation evaluation
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FIGURE 5. Kruskal-wallis test results of accuracy for reputation evaluation models of crowdsourcing participants.

TABLE 5. Descriptive statistics of accuracy dispersion degree of
reputation evaluation model.

model of crowdsourcing participants. In the evaluation mod-
els, ReliefF-RF model has the highest type I recall of 0.973,
followed by LDA-RF of 0.969; MIV-RF model has the high-
est type II recall of 0.78, followed by LDA-RF as 0.767;
PCA-SVM model has the highest type III recall of 0.871,
followed by LDA-SVM, LDA-DT, ReliefF-RBFNNof 0.859,
0.858 and 0.851, respectively.

In practical application, F1-measure combines accuracy
and recall to evaluate the model comprehensively. LDA-RF
model has the largest score of type I and II F1 measure
of 0.948 and 0.834. LDA-SVM has the maximum score
of 0.884 in type III F1 measure, followed by LDA-DT,
LDA-RF model of 0.875 and 0.867, respectively. Taken
together, LDA-RF model has good performance in precision
and recall, and its performance is the best of all models.

C. STATISTICAL SIGNIFICANCE TEST
1) KRUSKAL-WALLIS TEST
Kruskal-wallis test was used to compare the performance of
reputation evaluation models of crowdsourcing participants.

The test results show that the K-W statistic is 35.01, and
the probability P-value is close to 0. If the significance level
is 0.01, the original hypothesis should be rejected because
the probability P-value is less than the significance level.
It is considered that the average rank difference of reputation
evaluation models of crowdsourcing participants is signifi-
cant, and the overall distribution has significant difference.
In Figure 5, the highest average rank of LDA-RF model
accuracy is 172.35, followed by LDA-SVM and ReliefF-RF,
with an average rank of 154.65 and 150.95, respectively. The
lowest average rank of LDA-RBFNN is 24. LDA-RT model
has the best classification performance and generalization
ability.

2) DISPERSION DEGREE
The robustness of the model is verified by analyzing the dis-
persion degree of the model. The accuracy of the model test
set is obtained by 10 folds cross validation, and themaximum,
minimum, standard deviation, skewness and kurtosis are
calculated. Standard deviation characterizes the dispersion
degree of the data to the average. The smaller the standard
deviation is, the smaller the dispersion degree of accuracy
is, and the better the representativeness of average to data
is. Kurtosis reflects the steep degree of accuracy distribution.
The kurtosis is greater than 0, which indicates that the dis-
tribution of accuracy is steeper than that of standard normal
distribution. The skewness reflects the skewness degree of
accuracy distribution. The greater the absolute value of skew-
ness, the greater the skewness degree of data distribution.
In the table 5, LDA-RF has the minimum standard deviation
of 0.182. The discrete trend of accuracy from the average is
small, and the average is better representativeness the data.
The kurtosis and skewness of the accuracy of LDA-RFmodel
are −0.063 and 0.223, which are symmetrical and close to
normal distribution. In the practical application of the model,
the probability that the accuracy of LDA-RF model falls into
a narrow range is greater, and it has stronger robustness and
generalization value.

VI. CONCLUSION AND FUTURE WORK
The reputation evaluation of crowdsourcing participants
has become a key issue for the healthy development
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of crowdsourcing. Crowdsourcing platform urgently needs to
improve the reputation evaluation method of crowdsourcing
participants, in order to effectively prevent transaction fraud,
establish trader trust, ensure the quality of task comple-
tion, and guarantee the normal operation of crowdsourcing
activities. Different from designing the reputation evalu-
ation mechanism of crowdsourcing participants from the
perspective of incentive and punishment, this paper discusses
improvement of simple cumulative reputation evaluation
model of crowdsourcing participants under the big data envi-
ronment, constructs the reputation evaluation model using
multidimensional index and machine learning techniques,
and proposes a reputation evaluation model of crowdsourcing
participants based on linear discriminant analysis and random
forest (LDA-RF).

The improvement of the reputation evaluation model of
crowdsourcing participants in this paper includes two aspects:
one is to construct a multidimensional reputation evalua-
tion indexes system of crowdsourcing participants. Following
the construction principle of evaluation index system, refer-
ring to the research literature and the crowdsourcing plat-
form reputation evaluationmodel, considering the transaction
characteristics of crowdsourcing non-physical commodity,
the multidimensional reputation evaluation index system of
crowdsourcing participants is constructed from four dimen-
sions: initial reputation dimension, transaction dimension,
evaluation dimension and punishment dimension. It solves
the problems of simple cumulative reputation model includ-
ing single evaluation dimension, ignoring the time factor,
neglecting the characteristics of crowdsourcing transaction,
and unable to comprehensively reflect the reputation of
crowdsourcing participants. The other is build LDA-RF rep-
utation evaluation model of crowdsourcing participant using
machine learning techniques. It solves the problem of task
publishers difficult to estimate the reputation of crowdsourc-
ing participants by themselves subjective judgment based
on the reputation score of simple cumulative model. Taking
the data set of crowdsourcing participants on the zbj.com
platform as case, data dimensionality reduction is processed
by means of LDA, PCA, MIV, ReliefF. Reputation evaluation
models are constructed based on RF, DT, BPNN, RBFNN and
SVM classifier. The evaluation abilities of these models were
tested by four evaluation indicators: 10 fold cross-validation,
confusion matrix, Kruskal-wallis test and dispersion degree.
The results show that the LDA-RF model has the best perfor-
mance. The new method of reputation evaluation of crowd-
sourcing participant based on machine learning techniques is
proposed.

Future research on reputation evaluation of crowdsourcing
participants can be carried out from the following aspects:

1. The applicability of the model is further validated by
more data sets. Different reputation data sets contain dif-
ferent market environments and characteristics, more data
sets, including domestic and foreign crowdsourcing platform
data, are sought to further verify the applicability of the
model.

2. Improve the evaluation index. Evaluate the reputation
of task publishers; using data to describe the credibility of
task publishers, applying text mining technology to analyze
evaluation content of task publisher, etc. Establish a more
comprehensive reputation evaluation index system of crowd-
sourcing participants, and more truly feedback the reputation
status of crowdsourcing participants.

3. Further optimization model. To seek the way to improve
the performance of reputation evaluation model, such as
hyper-parameter optimization, establishment of ensemble
model etc. The ensemble model has been studied by scholars
in the field of credit evaluation for bank users and achieved
good prediction results [32], [33]. In the future, the accuracy
and robustness of reputation evaluation model for crowd-
sourcing participants can be further improved through opti-
mization algorithm.

4. Expanding the application scenario of the evaluation
model. Relying on crowdsourcing transaction data, and
multi-channel access to real world data, such as public
security, industry and commerce, taxation, communications,
courts and other external agency data, crowdsourcing par-
ticipants self-provided data, etc., to build crowdsourcing
participants credit evaluation system. At present, the credit
evaluation system based on Alibaba Group ecosystem has
been widely used in finance, accommodation, visa and other
life scenarios. It can be predicted that the future credit evalu-
ation system of crowdsourcing participants based on crowd-
sourcing platform will be applied to life scenarios such as
job hunting, employment andmaking friends. Crowdsourcing
credit will be complementary and integrated as private credit
with bank financial credit.
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