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ABSTRACT We present a simple model to calculate the system entropy of interacting particles where the
interaction is modeled by unusual collisions concerning initial and final states. This model is based on the
concept of dissipators to describe dissipative interactions between particles. Starting from the entropy of
Clausius, we obtain expressions for the entropy of Boltzmann, Shannon and Tsallis. For this, we use a few
simple rules related to the dissipaters in a kinetic model (e.g., average energy and the concept of statistical
temperature in molecular theory). This work shows a possible explanation about the physical interpretation
of parameter q in the Tsallis theory and the connection between the entropy of Tsallis and the entropy of
Boltzmann-Shannon; under the concept of the dissipaters this theory does not exclude them since the way
in which the energy is dissipated is in a certain way shared, these entropies belong to the same family of
dissipators, to the powers of energy. The usual form of entropy is recovered according to the probability of
phase-space, in terms of the energy density of the system.

INDEX TERMS Interacting systems, generalized entropies, thermo-statistical model, tsallis entropy.

I. INTRODUCTION
Boltzmann’s entropy is one of the most important pillars of
statistical physics. Some decades ago, Shannon [1] proposed
an alternative way of understanding classical entropy. Based
on probability ideas, he defined the revolutionary concept of
information and it redefined the entropy through information
theory. This broadened the picture and, above all, allowed
the concept of entropy to permeate other areas. Subsequently,
Rényi [2] proposed an alternative method of defining the
information that generated an unbridled explosion by propos-
ing different ways of defining entropy, such as the trigono-
metric entropies proposed by Aczél and Daróczy [3] and the
weighted entropies proposed by Belis andGuiasu [4]. Rényi’s
entropy (Hr ) belongs to a group called parametric entropies;
they are characterized by some parameters such as s, r or t .
Rényi’s entropy is defined as,

Hr =

[
1

1− r
ln

N∑
i=1

pri

]
, r > 1, (1)

where pi is the probability concerning the outcome of an
experiment i and r is the parameter. Sharma and Taneja [5]
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define the entropy in terms of two parameters, expressed as

Hr,s =
1

21−r − 21−s

N∑
i=1

(
pri − p

s
i
)
, r 6= s; r, s > 1, (2)

where r and s are parameters. Sant’anna and Taneja [6] pro-
posed several trigonometric entropies, such as the following,

Hs =
N∑
i=1

sin(spi)
2 sin( s2 )

, 0 < s < π. (3)

These entropies are only some of them; there are about
30 similar proposals, among them the entropy proposed by
Tsallis [7] is the one that stands out. Although it is difficult
to ensure that some entropy is better than another, the latter
has had a recent boom, this has recently been used in different
applications. Tsallis’ entropy is defined as

HT =
1

q− 1

[
1−

N∑
i=1

(pi)q
]
, q ∈ R, q 6= 1. (4)

All these proposals are known as generalized entropies; from
these entropies we obtain Shannon’s as a particular case or
as a limit. Shannon’s entropy satisfies a large number of
mathematical properties, as Taneja [8] pointed out. Almost all
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alternative entropies comply with the same mathematical
properties as Shannon’s. There are several ways to obtain
generalized entropies; one is by using a functional equation
where the solution is the sought entropy, another is by an
axiomatic procedure, that is, we give a set of axioms that
must be satisfied. There is also an interesting proposal in the
field of relativistic statistics, offered by Kaniadakis [9]. This
is deduced by using exponential and logarithmic deformed
functions in a similar way as those used by Tsallis. We
can also use combinatorial arguments to obtain generalized
combinatorial entropies, for example [10], or by using coding
theorems such as [11], etc.

Tsallis’ entropy [7] is the most widely accepted today,
since it describes phenomena where experimental evidence
shows that the principle of extensivity of classical entropy
is not satisfied, but their application goes beyond the infor-
mation or statistics. It has been used to solve non-linear
differential equations [12], [13] and Tsallis himself proved
that his statistics are reduced to the canonical ensemble
when its parameter approach to one [7] and the analysis has
been extended, by Parvan [14], [15], Tsallis has an excellent
review about the evolution and applications of nonadditive
entropy Sq [16]. The applications are copious and every day
more appear in technical journals. For example, in social
science and economy [17], in fluids [18], in time series [19],
in pattern recognition [20], in image segmentation [21] and
many more [22]–[25]. Something similar happens with the
q-generalized functions which are products of such a the-
ory [20], [26]–[28]. Many articles about Tsallis entropy
are only concerned with the mathematical topics; after this,
immediately the authors turn to applications. That research
is leaving apart physics and statistic questions and we think
they are also relevant to understanding Tsallis’s theory. For
this reason, the present work seeks to explore a little with
highly correlated interacting particle systems where the use
of such an entropy is justified. We try to explain a possible
direct physical connection between Tsallis’ entropy and the
interactions by a simple mechanism of dissipation.

II. SIMPLIFIED INTERACTION MODEL
At this time we request to open our mind a little and move
away from the traditional way of handling interaction and
energy dissipation and try to locate the following model
(although this model is also more an thought experiment
than a well-defined physicist model, it explores and tries
to give a physical meaning to the Tsallis parameter, as will
be seen in the later development). Let us take N particles
inside a container, these particles move with a velocity vi,
with i = 1, 2, 3, . . . ,N . It is exactly the same model as
in the kinetic theory of gases; the collisions with the walls
are elastic and between them there are elastic collisions too,
except for what we will describe below. This is a totally out of
equilibrium system; we have forced this system to this initial
state, then we let it relax through the equilibrium. Obviously
the initial state and all subsequently intermediate states are a
non-equilibrium thermodynamic system and then, we cannot

assign a thermodynamic temperature, but it is possible to
associate an initial statistical temperature. These particles
can interact with each other; we will simplify that interaction
by assuming that they only do it by collisions. In general
in this system the particles lose and gain energy just by the
collisions. In this example, the forced state to the equilibrium
state, these particles will collide a very large number of times
in such a way that they can lose energy. Then, those particles
dissipate energy to the surroundings due to the shocks, but
we will assume that the interaction is made in a peculiar
way; when they collide with different energies there is no
loss of energy, this is when the difference exceeds a certain
amount1Ei. Then, all collisions are elastic, except when two
particles collide with this difference in energy 1Ei. In this
case there is a loss of energy1Q which is proportional to the
difference between particle energies and some quantity g(E),

1Q = g(E)1Ei. (5)

The function g(E), which we will call the dissipator,
expresses the rate of energy dissipated in each shock by such
difference 1Ei. For the first example we will set g(E) = −c.
Where c 6= 0 is a positive number with unities [1/J ]. We will
set the window of dissipation too narrow, in differential form,
then the lost energy by the dissipator is

δQ = −cdEi, c > 0. (6)

With Boltzmann’s background we can easily see and
understand that the loss and gain energies has a packed-like
behavior. This is, in the discrete case we see that the loss of
energy depends on the difference between two consecutive
states of energy Ej − Ei.
If we concentrate on a particle i, with speed vi and energyEi

we are sure that at some point in time, this particle will hit
another with an energy inside the speed window dEi and at
that time the energy δQ will be transmitted to the surround-
ings. During its whole trajectory until reaching the diluted
state, this particle may collide elastically with another and its
speed will be modified without lost of energy, but at some
point another particle will collide with another; both with the
appropriate energies such that energy δQ will be dissipated.
Thus, this process will be repeated once again with another
particle with appropriate speed and so on, althoughwe have to
wait an infinite time, in this modeled world for this to happen.
The same thing will happen to a particle jwith initial speed vj,
and thus for all N particles. Until what moment? until the
system has diluted itself, so that dissipative shocks are no
longer possible. At that moment, the systemwill have reached
equilibrium, and in its final state the system will have again a
common temperature Tf . The same thingwill happenwith the
other particles once the equilibrium is reached. All processes
involved in our model can be related to the summary that
Ponmurugan [29] presents about the theorem of fluctuations
of Crooks [30] and Jarzynski’s Equality [31]. These theorems
are an alternative to the thermodynamics and the nonequilib-
rium statistical mechanics of Prigogine [32], [33]. Follow-
ing Ponmurugan ideas, if you take an irreversible process
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between two equilibrium states A and B at the same inverse
temperature 1/kT , obviously this process generated by some
external force, the probability of phase-space PF [γ F ] from
the forward path γ F and the probability of the phase-space
PF [γ R] of the return path γ R satisfies the relation

PF [γ F ]
PR[γ R]

= e(βW−1F), (7)

where W is the work done by the system and 1F is the
change in Helmholtz’s free energy between the two equilib-
rium states. We must be careful, because such a change in
the energy is based on the fact that heat does not contribute
because the temperature is the same in the two equilibrium
points. The change is only related to the work and the change
in chemistry energy due to the change in the number of parti-
cles remembering dF = −SdT+PdV+

∑
µidNi. In our case

there is no variation in the number of particles and we have
changes due to dissipation. Returning to Ponmurugan’s argu-
ments, the integrated version of this equation is Jarzynski’s
equality.

〈PF [γ F ]〉 = PR[γ R]. (8)

We can see the direct relationship between the average of
the statistical ensembles and the work dissipation. We arrive
at a similar conclusion at the end of the following analy-
sis. Ponmurugan’s q-generalization exactly ensures the same,
even though it is emphasized that the processes are at the
same temperature. Returning to our process, the objective
that we want to achieve is to try to write the entropy of an
interacting particles system as a function of Phase-Space in
some possible way; after this we will be able to write the
entropy in function of its probabilities. In this case we will
not use classic ensemble statistics. We are only interested in
the final outcome of the process and in its initial conditions
because the model allows it. We are not interested in the
details of how the final state was achieved, nor the time taken
by the system to obtain it. Thus, the change in entropy is
thermodynamically calculated by the Clausius entropy. Now,
Returning to our example, by using (6),

1S = −
l∑
i=1

[∫ Ei,f

Ei,o

c
Ti
dEi

]
. (9)

where l is the number of possible particles that could collide
in the initial state. The question now is what temperature will
we use?We will use a local temperature-like quantity. During
the process of the system between the extreme equilibrium
states we have many elastic collisions and also many dissi-
pative collisions that are responsible for lost energy. We can
think up a virtual space formed by Nm/2 disjointed sets of
pairs of particles with the same speed vm, then there will be
m different virtual sets; note that

∑
i Ni = l. In a virtual

space the pairs of dissipative colliding particles are so many
such that we can calculate an average kinetic energy, which
will be that speed vm and therefore we can associate them
with a temperature-like quantity. We can take several of these

virtual sets where their speed is between vm ± v. In this way,
we ensure a greater number of particles involved. At this
point we will calculate the average of their kinetic energy
and then assign them a temperature. After this, return to the
original pair because we have already calculated the intensive
property required, a kind of temperature is associated to vm
by means of a kinetic energy, this is Ti = λξi instead of
Ti = 2

3k ξi as usual, where k is the Boltzmann constant. In this
case constant λ has unities [K/J ]. Note that we can use the
Clausius entropy because there is a local equilibrium in each
virtual set. Then, (9) is

1S = −
l∑
i=1

[
c
λ

∫ ξi,f

ξi,o

1
ξi
dξi

]
.

Now, integrating and evaluating for all particles, we have

1S = −
c
λ

[
ln
(
ξ1,f

ξ1,o

)2

+ ln
(
ξ2,f

ξ2,o

)2

+ . . .+ ln
(
ξl,f

ξl,o

)2
]
.

Remembering there are Nm/2 pairs of particles which have
the same energy ξm,

1S = −
c
λ

[
N1

2
ln
(
ξ1,f

ξ1,o

)2

+
N2

2
ln
(
ξ2,f

ξ2,o

)2

+ . . .

+
Nm
2

ln
(
ξm,f

ξm,o

)2
]
.

In an equivalent way in terms of probabilities,

1S = −
cN
2λ

[
P1 ln

(
ξ1,f

ξ1,o

)2

+ P2 ln
(
ξ2,f

ξ2,o

)2

+ . . .

+Pm ln
(
ξm,f

ξm,o

)2
]
. (10)

This entropy is associated to dissipation, loss of energy
depends only on the initial and final states of the system
which are written in terms of the energy by corresponding
speeds. We can even declare as Jarzynski [31] ensures that
the change only depends on the final and initial Hamiltonians.
It does not depend on the switching process time, and then
Jarzynski’s equality is satisfied when time tends to infinity,
exactly as we propose.

Immersed in this last part of the section there is an inter-
mediate step as a link bridge in the processes, which will
be described in the following lines.

Although we know it is impossible to obtain the form of the
entropy using the Clausius definition, we want to show that
under certain assumptions it is really possible, because the
initial and final entropies are contained in the last equation.
We will calculate the entropy of the final state of the system
in our example, that is, the entropy of the diluted state of the
system by rewriting the initial energies using the arithmetic
mean energy. We know that it does not represent the best
scenario, that it is perhaps more convenient to use the most
probable energy ξ∗o which satisfies d f (ξo)

dξo
|ξ∗o = 0, or the

average energy 〈ξo〉 =
∫
∞

0 ξof (ξo)dξo but unfortunately
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we do not know the system’s distribution function in the
initial state f (ξo); for this reason we will simply take this
approach, we will use mean energy. Let us assume the next
aproximation. The total energies can be written as ξo = ξ1,o+
ξ2,o+ξ3,o+ . . .+ξN ,o and ξf = ξ1,f +ξ2,f +ξ3,f + . . .+ξN ,f .
We will take the fact that the total final and initial energies are
proportional, this is aξf = ξo. Where a ≥ 1, because in our
example the initial total energy is greater than the final total
energy.

Then each ξi,o will be taken as ξ̄o where ξ̄o =
ξo
N . The

initial total kinetic energy is ξo =
N∑
i=1

ξio.We can consider the

previous assertion because we will assume that the process of
relaxation from the totally out of equilibrium system to the
equilibrium system is carried out through processes that we
will call prope chaotic processes; a process of moving from
a chaotic system state to a very close chaotic one, where a
small amount of energy was dissipated. Since they are very
close systems, although we do not know their function of
energy distribution, the two distributions are very close and
similar. When a couple of particles dissipate energy, and
then collide elastically with others, their energy will change.
Obviously this particle’s energy will never coincide with the
final proposed energy. But since the distributions are very
similar, we assure that there will be a pair of particles with the
corresponding energies to continue carrying out the process
until reaching equilibrium. These prope chaotic processes are
equivalent to quasi statistic processes, prope is synonymous
with quasi, this means near, close or very close. Those pro-
cesses are the way to connect highly dissipative processes
step by step until reaching equilibrium.

We insist, nothing assures that the initial particle i-th is
exactly the final particle i-th; it can fall anywhere in the final
energy distribution but there will actually be a particle with
that characteristic, so for simplicity we will take this fact.
The following simplified diagram shown in figure 1 sketches
the process from a totally out of equilibrium system to the
equilibrium system in graph form by means of what happens
to the distribution of particles with certain energy. Thus, for
this case (10) can be written,

1S = −
cN
2λm

[
P1 ln

(
Nξ1,f
ξo

)
+ P2 ln

(
Nξ2,f
ξo

)
+ . . .

+Pm ln
(
Nξm,f
ξo

)]
.

1S = −
cN
2λm

[
P1 ln

(
ξ1,f

a ξ1,f

)
+ P2 ln

(
ξ2,f

a ξ2,f

)
+ . . .

+Pm ln
(
ξm,f

a ξm,f

)]
,

Note that we can write the relation between the total and
initial energy thanks to the properties of the logarithm; if we
separate the integral into a very large number of integrals
whichmodel the prope chaotic processes, the small variations
are simplified giving rise only to the relation between the final
and initial energies. If we define κ = cN

2λ , we obtain in the

FIGURE 1. Outline of the process through which the system goes through
a state out of equilibrium system to a state of equilibrium represented in
terms of the distribution of particles with certain energy.
Graph A) represents the distribution of particles according to their energy.
The irregular shape states that it is an unknown function, in turn it
presents irregularities because there are hotter and colder regions due to
the interaction itself. This graph describes the state of the initial system,
a system with a very high kinetic temperature TM , the green dots
represent a pair of particles that will help to understand the process.
Graph B) represents the distribution of a system in a state very close to
that represented by A), but once a dissipation has been carried out due to
the colosion of these particles by means of the disipator. Graph C) is a
more real representation of the process described by B). That is, once the
particles interact, an amount of energy that is due to the disipator is lost.
The remaining energy adheres to the principle of energy conservation and
therefore the particles can have different energies, velocities and
directions as usual. For this reason, said red particles are separated and
in different places in the distribution. But reality, with a system very close
to A) there must be some particles within this distribution that are
located at the points shown in B), obviously they are different particles,
but that conception helps us to carry out the process. This is our
statistical version (in terms of distribution) of the ergodic hypothesis. For
this reason we will use the conception of B) instead of C). Graphs D) and
E) represent intermediate dissipation processes but at lower
temperatures. Processes exactly the same as described above. Each time
a process is carried out, the distribution of the system changes in a very
small way, step by step. while this happens, the distribution becomes
smoother, until finally it reaches equilibrium, state described by the
distribution F) at temperature T0.

last equation,

1S = κ [(P1 + P2 + . . .+ Pm) ln a] .

Obviously this depends on the marginal probabilities pm, but
nothing prohibits that there is an initial continuous energy dis-
tribution such thatm→ N and (N1+N2+. . .+Nm) = l → N ,
and (P1+P2+. . .+Pm)→ (P1+P2+. . .+PN ) = 1 because
eventally all particles will take part in the process. Therefore
we ensure

1S = κ
N∑
i=1

Pi ln a = k ln a, a ≥ 1. (11)

This quantity represents the change entropy for the system
and only depends on a;1S = h(a), this equation is equivalent
to (10).When the final and initial states have the same energy,
they have the same distribution, and then this quantity will be
equal to zero; h(1) = 0.

Now, we will return to (10) and change again the equation,
taking the fact aξf = ξo, then we can write1Salt (the entropy
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of a very simplified alternative system) as,

1Salt = −
cN
2λ

[
P1 ln

(
Nξ1,f
aξf

)
+ P2 ln

(
Nξ2,f
aξf

)
+ . . .

+Pm ln
(
Nξm,f
aξf

)]
.

In another way,

1Salt

= −
cN
2λ

{[
P1 ln

(
ξ1,f

ξf

)
+ P2 ln

(
ξ2,f

ξf

)
+ . . .

+Pm ln
(
ξm,f

ξf

)]
+ . . .

+

[
P1 ln

(
N
a

)
+ P2 ln

(
N
a

)
+ . . .+ Pm ln

(
N
a

)]}
.

But nothing prohibits that there is an initial continuous energy
distribution such that m → N and (N1 + N2 + . . . + Nm) =
l → N , and (P1+P2+. . .+Pm)→ (P1+P2+. . .+PN ) = 1
because eventually all particles will take part in the process.
Let us write,

1Salt = −
cN
2λ

[
N∑
i=1

Pi ln
(
pi,f
)
+

N∑
i=1

Pi ln
(
N
a

)]
. (12)

which is equivalent to,

1Salt = −
cN
2λ

[
N∑
i=1

Pi ln
(
N
a
pi,f

)]
. (13)

The next step is to obtain the instant entropy in the final
state, the greatest entropy for the system, the diluted case in
equilibrium through that alternative system by using1Salt =
Sf − So(alt) and (12), we are going to associate

Sf = −
cN
2λ

N∑
i=1

Pi ln
(
pi,f
)
,

and

So(alt) =
cN
2λ

N∑
i=1

Pi ln
(
N
a

)
.

This means that if we move the initial state as much as
possible only through the growth of a close to N , keeping
the final state fixed, we guarantee So(alt) will be zero. Then,
we can obtain the final state entropy if we require the same
condition, such that a grows so much as N in (13). We should
note that Pi is common in both points of the system. Now,
we can ensure in an equivalent way,

Sf = lim
a→N

1Salt

(
N
a
pi,f

)
. (14)

If we define α = N
a , then we obtain,

Sf = lim
α→1

1Salt (αpi,f ). (15)

Now, for the final entropy, with κ = cN
2λ ,

Sf = −κ
N∑
i=1

Pi ln pi,f . (16)

This equation is just the Boltzmann-Gibbs entropy or Shan-
non entropy, at least in the form, κ is not the Boltzmann
constant, although we can always argue the value of the
constants to obtain that numerical value. We must also note
that the probabilities are different, that is, one represents the
probability of particles per micelle with energy ξi and the
other represents the probability of the energies ξi. Which
coincide in the case of systems with a large number of par-
ticles, when the energy is discretized exactly the same way,
this is Nξi = ξ , then we can write Pi = pi,f . This equation
represents the entropy of a diluted state system. Note that
we could use the Boltzmann-Gibbs entropy directly because
fortunately this example has the Boltzmann-Gibbs entropy-
form; but in another case the last development will be very
useful.

Now we are able to calculate the initial entropy of the
interacting particle system, using (16) and first line in (11),
this is,

So = −κ
N∑
i=1

Pi,f ln pi,f − κ
N∑
i=1

Pi ln a,

So = −κ
N∑
i=1

Pi,f ln(a pi,f ).

Or simply,

So = −κ
N∑
i=1

pi ln(a pi), (17)

In the case Pi = pi or Pi,f = pi,f . Where a ≥ 1.We can see
that the entropy equation of the system of interacting particles
is similar to the Boltzmann entropy of the diluted case, except
the constant a, which relates the final and initial total energies.
The last equation is Shannon’s entropy and is related with

the Boltzmann-Gibbs entropy through S = 〈−k ln ρ〉 =
k lnW , where ρ is the phase-space density, remembering
that the Boltzmann-Gibbs entropy represents the maximum
entropy, the diluted case. Equation (17) shows that the
entropy of a system of particles highly correlated is also
compatible with the Boltzmann entropy.We have inverted the
roles of the orthodox process, that is, we should generally pro-
pose a statistical model that reproduces the thermodynamic
system properties. In this case, based on the thermodynamic
entropy we have not obtained the statistical model, but we
have obtained the probabilistic behavior of the Phase-Space
and its direct relationship with entropy.

Through the process developed to obtain the last equa-
tion we can appreciate Jarzynski equality; the average of
the probabilities of the system is directly associated with
dissipated work, heat or change in entropy in our case. And
Crooks’ work fluctuation theorem; that is, the probabilities of
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non-equilibrium forward and reversed trajectories are related
by taking the initial conditions from the Boltzmann-Gibbs
equilibrium distribution.

Note that nothing has really been mentioned about the
mass, because the energy governs the model. Therefore the
system accepts equal masses, different masses, average mass
or reduced mass, and again the model works. But even then
we can ensure that the behavior of the entropy remains pro-
portional and compatible with the Boltzmann-Gibbs entropy.
It was not clarified during the previous discussion because
finally such an argument may be contained in the constant k
and the goal was to show that the entropy of the interacting
particles obey the Boltmann-Gibbs statistics for this dissipa-
tor.We should note that this exact value of entropy is different
depending on the dissipator type used; this issue will be better
understood in the next section. Again, what we are looking for
in this moment is to show that the entropy of a dissipative case
is compatible with the general entropy or entropy of Shannon
if we are talking about information theory. One could say
that the final temperature is proportional to the initial one.
Also, one could say that the final average speed and the initial
average speed are proportional, but this cannot be said about
entropy; it is not evident to anticipate, much less to assimilate
that the initial entropy has an identical behavior to a diluted
system, which is the case in the final state.

In any book on statistical mechanics we can find that the
Boltzmann’s and Shannon’s entropy are equivalent when we
deal with equiprobable systems. However, in the context of
information, we can say that (17) defines the system infor-
mation entropy; the average of the entropy by energy levels
is known as Shannon’s entropy,

Hs ≡ 〈−So〉 = 〈Io〉 = −κ
N∑
i=1

pi ln(api).

Thus, we can identify the system information for each differ-
ent level of interacting particles as

Ii,o = −κ ln(api).

In information theory, we always choose κ = 1. we have
to mention that in the analysis, this is a system that is highly
out of balance, it is relaxed, then a > 1 is restricted, but in
reality it accepts values less than 1, that is, if a system is in
equilibrium and gains energy,< 1, and also satisfies the laws
of thermodynamics.

III. OTHER POSSIBLE SCENARIOS FOR THE DISSIPATOR
With the motivation of the previous example, we want to
extend the process to another type of ‘‘dissipators’’. We note
that to be able to imitate the previous development the dissi-
pator must have a particular way; once the integral factor 1/T
is taken into account, it must allow us to write the change in
the entropy in terms of quotients; let us abuse the notation,

this is 1s =
N∑
i=1

[
h(xi,f )− h(xi,o)

]
=

l∑
i=1

h(
xf
xo
). We can do

this because even though the sum total of the variable also

appears, that sum is measured at the end point associated with
a constant at the end of the development. Obviously, it must
also meet h(xi,f ) ≥ h(xi,o) to satisfy the Clausius entropy.
Now we generalize the previous dissipator by means of the
following proposition, we assume that,

g(ξ ) = −cξa, (18)

then we get,

δQ = −cEai dEi, (19)

where c is a positive constant with unities [J1−a]. Thus,
the change in the entropy is determined by,

1S = −
l∑
i=1

[
c
λ

∫ ξf

ξo

ξa−1i dξi

]
,

where we have used as in the previous example Ti = λξi with
[λ] = K/J . Integrating the above equation, we obtain,

1S = −
l∑
i=1

[ c
λa

(
ξai,f − ξ

a
i,o

)]
.

If we expand it, we get,

1S = −
c
λa

[(
ξa1,f − ξ

a
1,o

)
+

(
ξa2,f − ξ

a
2,o

)
+ . . .

+

(
ξal,f − ξ

a
l,o

)]
,

remembering that there are Nm/2 pairs of particles with the
same energy ξk in each virtual set, then,

1S = −
Nc
λ2a

[
N1

N

(
ξa1,f − ξ

a
1,o

)
+
N2

N

(
ξa2,f − ξ

a
2,o

)
+

. . . +
Nm
N

(
ξam,f − ξ

a
m,o

)]
,

which can be written in terms of the probability as,

1S = −
Nc
λ2a

[
P1
(
ξa1,f − ξ

a
1,o

)
+

+P2
(
ξa2,f − ξ

a
2,o

)
+ . . .+ +Pm

(
ξam,f − ξ

a
m,o

)]
.

(20)

Now we arrive to intermediate step, as in the first example,
then we have to procedure in a similar way to that of the
previous section; the initial energies ξi,o will be changed
by final energies because there is a corresponding energy
associated to the initial energy, this is ξi,o = bξi,f , with b ≥ 1,
then we have,

1S = −
Nc
λ2a

[
P1ξa1,f

(
1− ba

)
+ P2ξa2,f

(
1− ba

)
+ . . .

+Pmξam,f
(
1− ba

)]
,

1S = −
Ncξaf
λ2a

[
P1pa1

(
1− ba

)
+ P2pa2

(
1− ba

)
+

. . .+ Pmpam
(
1− ba

)]
,

where ξf is the total final kinetic energy. Obviously this
depends on the marginal probabilities pm, but nothing pro-
hibits that there is an initial continuous energy distribution
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such that m→ N and (N1 + N2 + . . .+ Nm) = l → N , and
(p1 + p2 + . . . + pm)→ (p1 + p2 + . . . + pN ) = 1 because
eventually all particles will take part in the process. Therefore
we ensure,

1S = −
κ

a

N∑
i=1

[
Pip

a+1
i,f

(
1− ba

)]
,

or in equivalent way,

1S = −
κ

α − 1

N∑
i=1

[
Pip

α−1
i,f

(
1− bα−1

)]
, (21)

with κ =
Ncξaf
2λ and α = a + 1. This equation represents the

change in entropy for a system of interacting particles with a
particular dissipator described at the beginning of this section.

For the entropy of the final state of the system, that is,
the entropy of the quasi diluted state, the entropy of the
equilibrium state system, we will return again to (20) and
concentrate on ξi,o (i = 1, . . . ,m), exactly as in the previous
section. Thus, we will use the mean initial kinetic energy

ξ̄o =
ξo
N for each ξi,o, where ξo =

N∑
i=1

ξio. Then equation

(20) for an alternative system can be written as,

1Salt = −
Nc
2λa

[
P1

(
ξa1,f −

ξao

N a

)
+ P2

(
ξa2,f −

ξao

N a

)
+

. . .+ Pm

(
ξam,f −

ξao

N a

)]
,

taking the fact ξo = bξf , with b ≥ 1, we can write,

1Salt = −
Nc
2λa

[
P1

(
ξa1,f −

baξaf
N a

)
+

+P2

(
ξa2,f −

baξaf
N a

)
+ . . .+ Pm

(
ξam,f −

baξaf
N a

)]
,

in an equivalent way,

1Salt

= −
Ncξaf
2λa

{
P1

[(
ξ1,f

ξf

)a
−

ba

N a

]
+

+P2

[(
ξ2,f

ξf

)a
−

ba

N a

]
+ . . .+ Pm

[(
ξm,f

ξf

)a
−

ba

N a

]}
,

writing the last equation in terms of probabilities and defining
γ = N

b ,

1Salt = −
Ncξaf
2λa

[
P1

(
pa1 −

1
γ a

)
+ P2

(
pa2 −

1
γ a

)
+ . . .

+Pm

(
pam −

1
γ a

)]
.

Finally, we write

1Salt =
κ

a
[(P1 + P2 + . . .+ Pm)

1
γ a
−

m∑
i=1

Pipai ], (22)

where κ =
Ncξaf
2λ . This equation represents the change of

entropy in terms of the probability of the different m final
energy levels. As in the previous section, we can assume
that there is an initial continuous energy distribution such
that m → N and (N1 + N2 + . . . + Nm) = l → N ,
(p1 + p2 + . . . + pm)→ 1 and (P1 + P2 + . . . + Pm)→ 1,
because eventually all particles will take part in the process.
Therefore we ensure,

1Salt =
κ

a

[
1
γ a
−

N∑
i=1

Pipai

]
.

If we rename the exponents α = a+ 1 then we have,

1Salt =
κ

α − 1

[
1

γ α−1
−

N∑
i=1

Pi (pi)α−1
]
. (23)

Exactly as in the first example, the equation above involves
the final and initial entropy, although we are tempted to make
an immediate separation, this will undoubtedly be erroneous,
because it is obvious that they must be similar functions.
Therefore, before proceeding we will make a brief summary
of the procedure in a simple way.

A. SUMMARY AND GENERALIZATION OF THE
ALTERNATIVE PROCEDURE
When we have a thermodynamic system with an initial state
totally out of equilibrium composed of N particles, if said
system relaxes even a state of equilibrium, the change in
entropy through prope chaotic processes by using Clausius’
entropy only depends on the ratio of the final and initial
energies that characterizies the process (we must remember
that Pi is common in both points of the system). If we denote
as h the function that characterizes 1S can be written as
h(ξi,f )− h(ξi,o) = h( ξi,f

ξi,o
), then as ξi,o = aξi,f with ξi,o ≥ ξi,f

we acquire,

1S = −h(a), a ≥ 1. (24)

We also get,

h(1) = 0, (25)

because change in entropy is zero for ξi,o = ξi,f .

For an alternative system from 1s =
N∑
i=1

h
(
ξi,f

ξi,o

)
, if we

characterize each ξi,o by the mean ξ̄o, with ξ̄o = 1
N

N∑
i=1

ξi,o,

we get,

1salt =
N∑
i=1

h
(
ξi,f

ξ̄o

)
. (26)

In terms of ξ̄f we obtain 1Salt =

N∑
i=1

h

(
ξi,f

aξ̄f

)
,

1Salt =

N∑
i=1

h
(
Nξi,f
aξf

)
or in terms of probabilities
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1Salt =
N∑
i=1

h
(
N
a
pi,f

)
, using 1Salt = Sf − So(alt) with

So(alt) = 0 by a substantially large as N , this is So(alt) as far
from Sf as it will be possible. Before applying some limit,
we are going to analyze the behavior of this change entropy.
Now, by using only one property of h function, we can expand
again this variation as h

(N
a pif

)
= h(pif )+h

(N
a

)
, from which

we can see that this quantity is measured from final state
fixed at pif , and it is clear that the variation will be really
given only by N/a. Using h(Na pif ) = Sf − So(alt) we obtain
Sf = −h(pi) and So(alt) = −h(Na ) (We want to highlight that
this equation can also depend on pif but as we have fixed
the final state, we can assume that it only depends on the
quotient). Comparing So(alt) with (25) we see that N

a = 1
ensures So(alt) = 0 besides, the argument in 24 cannot be
less than one which is the term associated to the variation.
We have to underline that h(pi) is fixed and common for all
variations and h(ξ ) with ξ ∈ [0, 1] is expressed in h(pi).
Then, we can get a ≤ N . From this analysis, we have to note
that a will be bounded, a ∈ [1,N ]; if we define α = N

a
we see that this quantity cannot be less than one, because
it has the same propose as ‘‘a’’ in 24, a ≥ 1, therefore
α ∈ [1,N ] too but in inverse form. Then, the frontier a→ N
or α → 1 gives the maximum initial entropy, at the same
time, ensures So(alt) = 0 and this frontier guarantees that
the maximum entropy will be just a function of one variable.
We must clarify that in this development the concept of
maximum entropy has been used differently, but it has been
contemplated. It has been demanded that theremust be a point
of reference where entropy is zero by So(alt) = 0. This taking
into account the widely known results from Boltzmann on
maximum entropy but not in the way that Bolztmann did.
Finally, we propose in general Sf = limα→11Salt . In explicit

form Sf = limα→11Salt (α
ξi,f
ξf
) =

N∑
i=1

h
(
ξi,f

ξf

)
or in terms

of probabilities

Sf = lim
α→1

1Salt (αpi,f ) =
N∑
i=1

h(pif ). (27)

We conclude this summary with the following equation,

So =
N∑
i=1

[
h(pi,f )+ h(a)

]
, a ≥ 1. (28)

The last equation represents the entropy of the initial state
totally out of equilibrium in that system.

Now, for the final entropy in our example, we know that
there is an extreme in b→ N or γ → 1 as has been explained
in the summary. Then, the maximum entropy for the system,
the quasi-diluted case will be,

Sf = lim
γ→1

1S. (29)

Then we write,

Sf =
κ

α − 1

[
1−

N∑
i=1

Pi
(
pi,f
)α−1]

. (30)

This equation represents the entropy for a quasi-diluted final
state of the system.We note that this entropy is only generated
by the dissipator described in this section; this final state of
the system may not be characterized by the Maxwell distri-
bution, in this case really allowed collisions by particles but
their conditions do not dissipate energy.

Now we are able to calculate the real entropy for an inter-
acting and dissipative state of the system using (21) and (33),
with pi,f = pi for simplicity we get,

So =
κ

α − 1

[
1− bα−1

N∑
i=1

Pi (pi)α−1
]
. (31)

Or simply,

So =
κ

α − 1

[
1− β

N∑
i=1

Pi (pi)α−1
]
. (32)

where β = bα−1 is taken just as a parameter and β ≥ 1.
Again, when the energy is discretized in usual way, this is

Nξi = ξ , then we can write Pi = pi,f = pi, then we get,

Sf =
κ

α − 1

[
1−

N∑
i=1

(pi)α
]
. (33)

This equation is known as the Tsallis’ entropy. the maximum
entropy for this system, exactly as Tsallis pointed when he
calculated the extreme entropy [7].

On the other hand,

So =
κ

α − 1

[
1− β

N∑
i=1

(pi)α
]
. (34)

This equation represents the entropy for an interacting
system. We see that its similar to Tsallis entropy except by β.
In the field of information, the last equation represents

the system information entropy. If we interprete the number

one as 1 =
N∑
i=1

pi, or we use (21) and (33) with marginal

probabilities and Pi = pi,f = pi, we get,

So =
κ

a

[
(p1 + p2 + . . .+ pm)− ba

m∑
i=1

(pi)a+1
]
,

or in an equivalent way,

So =
κ

α − 1

[
p1(1− βp

α−1
1 )+ p2(1− βp

α−1
2 )+

. . . +pm(1− βpα−1m )
]
, (35)

If we take (33), for the case α = β = 1, and force it
to have the Boltzmann form, k lnW , we will arrive to the
interpretation of Tsallis [7]. But using equation (35), we can
perfectly reinterprete the entropy additivity of interacting
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particles, because there is a partial contribution by each subset
of interacting virtual sets as

Si,o = κ
1

α − 1
pi(1− βp

α−1
i ). (36)

In this case, we can identify information of each energy
level as,

Ii,o = −κ
1

α − 1
(1− βpα−1i ). (37)

If we take again (33), we recover the interpretation of Tsallis
if we force Boltzmann-like form S = k lnqW for the case of
equiprobable energy levels and we can obtain the q-deformed
functions, obtained by (35) written for total N particles;
that is,

So = κ
1

α − 1

N∑
i=1

pi(1− βp
α−1
i ). (38)

Exactly as it appears in the formulation of Tsallis [7], with
κ = 1, β = 1 and q = α.

We must note that the dissipation of energy and therefore
the change in entropy, is not equal for different dissipation
cases. This and the previous example have different expres-
sions of entropy. In addition, these expressions are affected by
the number of particles N , the used exponent a and ξ in the
last case. We are incorporating this fact within the constant k ,
but strictly speaking it could have different values. We are
enclosing them in the constant k because the objective of this
article is to deduce the entropy of Tsallis and to show the
direct relation between that entropy, the statistical entropy
and Shannon’s entropy, because they are particular cases of
the dissipator expressed in powers of the energy.

We have chosen to use the initial energy to make the
average energy more meaningful, but in fact we can use any
intermediate step; that is, any state pertaining to that process.
But not only that, we can also assume that the system is com-
posed of other small subsystemswhich obey certain particular
rules of dissipation, and then, the entropy will involve more
than one particular power, including a mixture of the different
powers. Thus, we can even get an entropy as an expansion of
various entropies of Tsallis (34). Even so, we could have a
good approach to the total entropy, for example, using (35) or
(38) with marginal probabilities. We have mentioned in this
section that at the beginning of the development the probabil-
ity distribution function for the power dissipator is unknown.
Now let’s analyze the closed form of distribution function for
the non-interacting case. First we take limit cases, in (38) if
β → 1 we recover the entropy of Tsallis, therefore in the
case of a system with non-interacting particles (a system in
equilibrium where the interactions do not reach to dissipate
energy) we can affirm that the probability distribution func-
tion is a q-deformedMaxwell distribution [34]. Besides when
a → 0 (in Tsallis’ theory it is equivalent to q → 1) we
return to Boltzmann’s entropy and for this case we know that
Maxewll’s distribution describes the system and this behavior
confirms the third law of thermodynamics. For the whole

interactive case, now a new variable b comes into play but the
analysis requires an additional work that possibly involves a
particular example that illustrates the use of this theory, work
that will be analyzed in later paper since it exceeds the objec-
tive of the present work. That future work must be in a similar
way for example as Khordad did [35], [36] taking a concrete
example, and then calculating the distribution function for the
non-interactive case by maximizing entropy, verifying that
the system really satisfies the third law of thermodynamics in
the limit q → 1 and finally determining its thermodynamic
properties.

One of the immediate applications of (38), easy to note,
is that this generalization of entropy can be applied in non-
equilibrium systems that are not too far from it. Another
possible immediate and simple use is; in those widely known
examples where the value of q in Tsallis entropy is calculated
that best models the system. In this case we also have a new
β parameter in (38) that can be manipulated to better adjust
the entropy that best models the system.

B. NOTATION AND SYMBOLS
We want to finish this section with a summary of the sym-
bols and the notation used in the main part of this work,
the remainder simbols are conventional symbology. In case
of aforementioned symbology, there is a better description in
its corresponding reference.
• N - Number of particles inside the container.
• i - i-th particle inside the container.
• vi - Speed of i-th particle inside the container.
• 1Ei = Ej − Ei - Change in energy referred to the i-th
particle.

• 1Q - Heat, energy lost.
• g(E) - Dissipator, a function of E .
• δQ - Energy lost in differential form.
• ξi - Kinetic energy of i-th particle.
• ξi,o - Kinetic energy of i-th particle at initial state.
• ξi,f - Kinetic energy of i-th particle at final state.
• Pi - Probability of particles per micelle with energy ξi.
• pi - Probability of phase-space, probability of the ener-
gies ξi.

• 1Salt - Entropy of a very simplified alternative system.
• 1So(alt) - Entropy of a very simplified alternative system
at initial state (1Salt = Sf −1So(alt)).

• pi,f - Probability of the energies ξi at final state.
• Ii,o - Information of each i-th level of energy for inter-
acting particles.

IV. CONCLUDING REMARKS
In summary, we have proposed a model to obtain the
entropies of Shannon and Tsallis, with a simple kinetic
approach rather than a statistical one. With this we do not
mean that our model reflects the actual physical mechanism
of the interaction between particles, but it is capable of gen-
erating generalized entropies through the concept of dissipa-
tors. As we have illustrated, this concept can be managed
in a kind of virtual space where it is possible to define a
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temperature-like quantity that permits using the entropy of
Clausius as a starting point towards generalized entropies; in
particular it permits arriving at Shannon and Tsallis entropies.
We should note a simple interpretation for the dissipator;
that is the gain and loss of energy in the form of packages
and the discretization of energy. The first example is directly
associated with the one already known, that the loss or gain
of energy in the discrete case only depends by difference
between two consecutive energy states 1Ei = Ej − Ei. But
the second suggests energy packages in the form of pow-
ers Eai 1Ei. Exactly as Boltzmann did at the time, the most
we can say about it is that they are physically unaccept-
able; it is only a mathematical resource that allows us to
obtain a different form of entropy, that of Tsallis. Additional
experiments are needed to verify or disprove this proposal
of dissipator. It will be necessary to explore another form of
dissipators g(ξ ) to get other entropies and verify their possible
connection with acceptable examples. We must emphasize
that this approach does not replace the use of molecular
statistical physics, since we are only interested in the initial
and final equilibrium states of the system and the simple rules
of the dissipator, unlike the conventional approach of molecu-
lar statistical physics involving a sophisticated mathematical
formalism.

We must also say that using the proposed procedure, the
dissipators will always generate an entropy in terms of the
probabilities or the quantity (1 − pi) then it will be pos-
sible to rewrite any form of ‘‘entropy’’ in terms of these
probabilities as a simple Taylor expansion or in terms of
powers of (1 − pi), because these are also smaller than one.
But the simplest explanation for this development is that the
Boltzmann entropy is associated with the simple dissipator
E0
i (equation (6)), therefore any expansion in entropy in the

linear case when the Taylor series is cut to the first order,
the Shannon’s entropy is recovered. Perhaps this is the reason
why there was a great variety of proposals for the entropy
taking the Shannons’ entropy as a limit. This can be seen
clearly in the second example; a dissipator of the form Eai
generates the entropy of Tsallis, and in the famous limit, when
q→ 1 or α→ 1, is equivalent to demand a→ 0 (remember
α = a + 1), which goes back to the most simple dissipator;
it is a particular case since they belong to the same family of
powers. The next simple schem shows the relation between
that entropies.

Disipator g(E)→

E
a
i →

{
SB−G, SSh if a = 0
ST if a 6= 0.

. . .

where SB−G is Boltzmann-Gibbs Entropy, SSh is Shannon’s
Entropy and ST is Tsallis’ Entropy.

As you can see, this work proposes future research, for
example using other functions in the dissipator, using it in
well-defined problems, analyzing the interaction in triplets
or in greater order, investigating if other proposed entropies

can be obtained in this way, etc. But this will be developed in
later works.

This approach is a different path from the traditional
one, the maximization of the entropy of the system. The
advantage is that it starts with classical thermodynamic con-
cepts and uses the average of certain physical quantities to
obtain the same result in a simpler way. Unfortunately, as
in the Boltzman theory, it is very general, it only describes
the entropy of the system, it does not specifically contemplate
the form of the interaction, only in a certain particular way;
It tells us about dissipation. That is, it assures us that all the
systems that interact in a particular way obey Boltzman’s
entropy but if the interaction is another, it will obey Tsallis’
entropy, for example. This opens a new gap; Each form of
interaction generates a different form of entropy. Hopefully
another form in the disipator in last equation g(E) can gen-
erate some of the entropies already known, such as Renyis’
entropy. This is an improvement, which involves novel con-
cepts for this theory to work, needs the concept of disipator
which is directly linked to the way in which energy is lost or
gained, which in turn suggests that there are other possible
ways to quantify it.

Finally, we can emphasize that the entropy of Tsallis is the
most versatile because we can adjust the parameter q depend-
ing on the decribed system and this feature has motivated its
wide applicability.

ACKNOWLEDGMENT
Authors express their gratitude to Professor F. Angulo-
Brown by his valuable and enlightened comments and
the constructive discussions. Authors have benefited very
much from discussing aspects of irreversible thermodynamic
with Dr. Gonzalo Ares de Parga. Benjamín López-Carrera
would like to express his special thanks of gratitude to
COTEBAL-IPN program for the realization of this work as a
product of the research stay. Finally, Benjamín López-Carrera
wants to express his gratitude to his friend and colleague
Dr. Crispín Herrera Yañez for his talks about the proper-
ties of the functions involved in the development of work.
B. López-Carrera is in Research stay at CIC-IPN.

REFERENCES
[1] C. E. Shannon, ‘‘A mathematical theory of communication,’’ Bell Syst.

Tech. J., vol. 27, no. 3, pp. 379–423, Jul./Oct. 1948.
[2] A. Rényi, ‘‘Onmeasures of entropy and information,’’ inProc. 4th Berkeley

Symp. Math. Statist. Probab., vol. I, 1961, pp. 547–561.
[3] J. D. Aczél and Z. Daróczy, ‘‘Über verallgemeinerte quasilineare mittel-

werte die mit gewichtsfunktionnen gebildet sind.’’ Publicationes Math.-
Debrecen, vol. 10, pp. 171–190, 1963.

[4] M. Belis and S. Guiasu, ‘‘A quantitative-qualitative measure of information
in cybernetic systems (Corresp.),’’ IEEE Trans. Inf. Theory, vol. IT-14,
no. 4, pp. 593–594, Jul. 1968.

[5] B. D. Sharma and I. J. Taneja, ‘‘Three generalized-additive measures of
entropy,’’ Elektro Inform. Kybern., vols. 7–8, pp. 419–433, 1977.

[6] A. P. Sant’anna and I. J. Taneja, ‘‘Trigonometric entropies, Jensen
difference divergence measures, and error bounds,’’ Inf. Sci., vol. 35,
pp. 145–155, May 1985.

[7] C. Tsallis, ‘‘Possible generalization of Boltzmann–Gibbs statistics,’’
J. Stat. Phys., vol. 52, nos. 1–2, pp. 478–487, 1988.

108978 VOLUME 7, 2019



B. López-Carrera, C. Yáñez-Márquez: Simple Model for the Entropy of a System With Interacting Particles

[8] I. J. Taneja, Lectures in Applied Mathematics and Informatics,
L. M. Ricciardi, Ed. Manchester, U.K.: Manchester Univ. Press, 1990,
pp. 107–169.

[9] G. Kaniadakis, M. Lissia, and A. M. Scarfone, ‘‘Two-parameter defor-
mations of logarithm, exponential, and entropy: A consistent framework
for generalized statistical mechanics,’’ Phys. Rev. E, Stat. Phys. Plasmas
Fluids Relat. Interdiscip. Top., vol. 71, Apr. 2005, Art. no. 046128.

[10] R. K. Niven, ‘‘Combinatorial entropies and statistics,’’ Eur. Phys. J. B,
vol. 70, no. 1, pp. 49–63, 2009.

[11] L. L. Campbell, ‘‘A coding theorem and Rényi’s entropy,’’ Inf. Control,
vol. 8, no. 4, pp. 423–429, Aug. 1965.

[12] R. S. Mendes and I. T. Pedron, ‘‘Nonlinear differential equations based
on nonextensive tsallis entropy and physical applications,’’ Apr. 1999,
arXiv:cond-mat/9904023. [Online]. Available: https://arxiv.org/abs/cond-
mat/9904023

[13] J. Ruseckas and B. Kaulakys, ‘‘Tsallis distributions and 1/f noise from non-
linear stochastic differential equations,’’ Phys. Rev. E, Stat. Phys. Plasmas
Fluids Relat. Interdiscip. Top., vol. 84, Nov. 2011, Art. no. 051125.

[14] A. S. Parvan, ‘‘Microcanonical ensemble extensive thermodynamics of
tsallis statistics,’’ Phys. Lett. A, vol. 350, nos. 5–6, pp. 331–338, 2006.

[15] A. S. Parvan, ‘‘Self-consistent thermodynamics for the tsallis statistics in
the grand canonical ensemble: Nonrelativistic hadron gas,’’ Eur. Phys. J. A,
vol. 51, no. 9, p. 108, 2015.

[16] C. Tsallis, ‘‘The nonadditive entropy Sq and its applications in physics and
elsewhere: Some remarks,’’ Entropy, vol. 13, no. 10, pp. 1765–1804, 2011.

[17] T. Takahashi, ‘‘A social discounting model based on Tsallis’ statistics,’’
Phys. A, Stat. Mech. Appl., vol. 389, no. 17, pp. 3600–3603, 2010.

[18] T. Arimitsu and N. Arimitsu, ‘‘Tsallis statistics and fully developed turbu-
lence,’’ J. Phys. A, Math. Gen., vol. 33, no. 27, p. L235, 2000.

[19] F. M. Lopes, E. A. de Oliveira, and R. M. Cesar, Jr., ‘‘Inference of gene
regulatory networks from time series by tsallis entropy,’’ BMC Syst. Biol.,
vol. 5, no. 1, p. 61, 2011.

[20] Y. Zhang and L. Wu, ‘‘Pattern recognition via PCNN and Tsallis entropy,’’
Sensors, vol. 8, pp. 7518–7529, Nov. 2008.

[21] K. Manikantan, B. V. Arun, and D. K. S. Yaradoni, ‘‘Optimal multilevel
thresholds based on tsallis entropy method using golden ratio particle
swarm optimization for improved image segmentation,’’ Procedia Eng.,
vol. 30, pp. 364–371, Apr. 2012.

[22] J. Cleymans, M. D. Azmi, A. S. Parvan, and O. V. Teryaev, ‘‘The param-
eters of the Tsallis distribution at the LHC,’’ in Proc. EPJ Web Conf.,
vol. 137, 2017, p. 11004.

[23] M. Rybczyński and Z. Włodarczyk, ‘‘Tsallis statistics approach to the
transverse momentum distributions in p–p collisions,’’ Eur. Phys. J. C,
vol. 74, p. 2785, Feb. 2014.

[24] F. D. Nobre and A. R. Plastino, ‘‘Generalized nonlinear proca equation and
its free-particle solutions,’’ Eur. Phys. J. C, vol. 76, no. 6, p. 343, 2016.

[25] C. Ou and J. Chen, ‘‘Nonextensive thermostatistic properties of a
q-generalized Fermi system,’’ Eur. Phys. J. B-Condens. Matter Complex
Syst., vol. 43, no. 2, pp. 271–277, 2005.

[26] E. P. Borges, ‘‘On a q-generalization of circular and hyperbolic functions,’’
J. Phys. A, Math. General, vol. 31, no. 23, p. 5281, 1998.

[27] O. Herscovici and T.Mansour, ‘‘Tsallis p, q-deformed Touchard polynomi-
als and Stirling numbers,’’Russian J.Math. Phys., vol. 24, no. 1, pp. 37–50,
2017.

[28] C. Tsallis, ‘‘Generalization of the possible algebraic basis of q-triplets,’’
Eur. Phys. J. Special Topics, vol. 226, no. 3, pp. 455–466, 2017.

[29] M. Ponmurugan, ‘‘Tsallis statistics generalization of nonequilibrium work
relations,’’Phys. Rev. E, Stat. Phys. Plasmas Fluids Relat. Interdiscip. Top.,
vol. 93, Mar. 2016, Art. no. 032107.

[30] G. E. Crooks, ‘‘Entropy production fluctuation theorem and the nonequi-
libriumwork relation for free energy differences,’’ Phys. Rev. E, Stat. Phys.
Plasmas Fluids Relat. Interdiscip. Top., vol. 60, pp. 2721–2726, Sep. 1999.

[31] C. Jarzynski, ‘‘Nonequilibrium equality for free energy differences,’’ Phys.
Rev. Lett., vol. 78, pp. 2690–2693, Apr. 1997.

[32] P. Glansdorff and I. Prigogine, ‘‘Sur les propriétés différentielles de la
production d’entropie,’’ Physica, vol. 20, nos. 7–12, pp. 773–780, 1954.

[33] P. Glansdorff and I. Prigogine, Thermodynamic Theory of Structure, Sta-
bility and Fluctuations. London, U.K.: Wiley, 1971.

[34] E. M. F. Curado and C. Tsallis, ‘‘Generalized statistical mechanics: Con-
nection with thermodynamics,’’ J. Phys. A, Math. Gen., vol. 25, p. 1019,
Feb. 1992.

[35] R. Khordad, ‘‘Thermodynamical properties of triangular quantum wires:
Entropy, specific heat, and internal energy,’’ Continuum Mech. Thermo-
dyn., vol. 28, pp. 947–956, Jul. 2016.

[36] R. Khordad and H. R. R. Sedehi, ‘‘Magnetic susceptibility of graphene in
non-commutative phase-space: Extensive and non-extensive entropy,’’Eur.
Phys. J. Plus, vol. 134, no. 4, p. 133, 2019.

BENJAMÍN LÓPEZ-CARRERA received the
bachelor’s degree in mechanical engineering from
the Technological Institute of Orizaba (ITO),
in 2000, and the M.Sc. and Ph.D. degrees from
the National Polytechnic Institute (IPN), Physics
and Mathematics Superior School (ESFM),
in 2005 and 2008, respectively. He is currently a
Research Professor, Titular C, with the IPNHigher
School of Computation (ESCOM). He is amember
of the National Researchers System (SNI). His

research interests include statisticalmechanics, relativity, theoretical physics,
and associative memories.

CORNELIO YÁÑEZ-MÁRQUEZ received the
bachelor’s degree in physics and mathematics
from the National Polytechnic Institute (IPN),
Physics and Mathematics Superior School
(ESFM), in 1989, and the M.Sc. and Ph.D.
degrees from the IPN Center for Computing
Research (CIC), in 1995 and 2002, respectively.
He is currently a Research Professor, Titular C,
with IPN CIC. His research interests include asso-
ciative memories, neural networks, mathematical

morphology, and software engineering. He is a member of the National
Researchers System (SNI).

VOLUME 7, 2019 108979


	INTRODUCTION
	SIMPLIFIED INTERACTION MODEL
	OTHER POSSIBLE SCENARIOS FOR THE DISSIPATOR
	SUMMARY AND GENERALIZATION OF THE ALTERNATIVE PROCEDURE
	NOTATION AND SYMBOLS

	CONCLUDING REMARKS
	REFERENCES
	Biographies
	BENJAMÍN LÓPEZ-CARRERA
	CORNELIO YÁÑEZ-MÁRQUEZ


