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ABSTRACT Alzheimer’s Disease (AD) is the most common form of dementia. It gradually increases
from mild stage to severe, affecting the ability to perform common daily tasks without assistance. It is a
neurodegenerative illness, presently having no specified cure. Computer-Aided Diagnostic Systems have
played an important role to help physicians to identify AD. However, the diagnosis of AD into its four stages;
No Dementia, Very Mild Dementia, Mild Dementia, and Moderate Dementia remains an open research area.
Deep learning assisted computer-aided solutions are proved to be more useful because of their high accuracy.
However, the most common problem with deep learning architecture is that large training data is required.
Furthermore, the samples should be evenly distributed among the classes to avoid the class imbalance
problem. The publicly available dataset (OASIS) has serious class imbalance problem. In this research,
we employed a transfer learning-based technique using data augmentation for 3D Magnetic Resonance
Imaging (MRI) views from OASIS dataset. The accuracy of the proposed model utilizing a single view of
the brain MRI is 98.41% while using 3D-views is 95.11%. The proposed system outperformed the existing
techniques for Alzheimer disease stages.

INDEX TERMS Transfer learning, AlexNet, convolutional neural network, Alzheimer’s disease,
augmentation.

I. INTRODUCTION
AD is a cerebral degeneration mental disease. Which is
destructive for brain cells causing reminiscence loss affecting
the ability of a human being to perform the routine tasks in
a normal way. The reason for AD is not easily identified [1]
due to which no proper cure has been specified. However,
through early identification of this disease, the life quality of
AD patients can thus be improved. Symptoms of AD usually
develop slowly till they become serious enough to affect
with daily errands and self-care. However, cases showing a
loss in motor and linguistic skills may lead to a need for
permanent support. Yearly, millions of people suffer from
this disease. As per an estimate, around 5.3 Million people
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suffered AD in 2015. In 2050, the number is expected to
grow up to 16 Million [2]. Today in medical diagnosis, MRI
is widely utilized in hospitals for AD identification because
of its extraordinary resolution, good contrast and high avail-
ability [3], [4]. Regardless of the enhancement in the initial
identification of AD, structural MRI remains a challenging
task for prediction of progression of ailment and needs further
exploration.

The Structural Magnetic Resonance Imaging (sMRI) is
mostly utilized for the analysis of gradual neural aggrava-
tion. It captures the basic alteration in the brain, capturing
the unavoidable damage caused due to neurodegeneration
characteristic of AD alkalosis [5]. Most of the research
discovered the degradation process, affecting regions in the
brain such as hippocampus by utilizing the sMRI modality.
The new MRI modality is centered on the movement of the
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water molecules in cerebral gray and white matter known as
diffusion tensor imaging modality (DTI).

AD diagnosis involves a diversity of medical tests which
leads to a huge amount of multivariate heterogeneous data.
It is, therefore, an exhausting activity to manually com-
pare, visualize, and analyze this data. Although the terms
of machine learning and deep learning have been coined
not so long ago, for decades their ideas have been applied
to medicinal imaging. Particularly in the area of Com-
puter Assisted Diagnosis (CAD) i.e. computer-aided diag-
nosis, systems performance is improved by utilizing a wide
range of machine learning algorithms. To classify the char-
acterized extracted features of AD, various conventional
machine learning approaches have been proposed for the
CAD. These features have been extracted from the volume
of interests (VoI) and the regions of interest (ROI) [6]–[8].
In the same way, features were extricated from the varying
gray matter (GM) voxels [9] and regions of the hippocam-
pus [10]–[12]. Though leaving scope for more research and
studies, these approaches provided better early diagnosis of
Alzheimer. For adequate training in deep learning specifi-
cally convolutional neural network (CNN), a huge amount
of data samples are required [13]. If the training dataset is
not adequately extensive then overfitting issue occurs [14].
Which means minimizing training iterations to improve the
cost function. A ‘Dropout’ approach which is basically aug-
mentation of data and regularization approach, can prevent
and resolve inadequacy of the data samples issues [14], [15].
Yet they remained limited in the case of AD studies because
of small data samples. OASIS dataset though is publicly
available, offers only a few data samples belonging to the
demented subjects. This small dataset along with imbalanced
class samples leads to unpredicted errors and even severe
consequences in classification.

In this research, to diagnose the stages of AD, we uti-
lized the pre-trained CNN model AlexNet for automatic
classification of cerebral MRI. We assessed the importance
of using natural image’s features to classify the medical
images addressing the shortcoming of inadequate data sam-
ples. The brain MRI scans attained from the OASIS source
were augmented balancing the number of samples belonging
to each class. The images were then tested under our pro-
posed method encompassing the main MRI view as well as
3-D MRI views of the human brain. The proposed frame-
work for AD stages detection has the following main key
contributions:

1) We designed a transfer learning-based approach by
utilizing a pre-trained model for accurate diagnosis of
Alzheimer stages from MRI.

2) Overcoming the imbalanced data sample distribution
using data augmentation techniques with different
parameters.

3) Utilizing both the main view of MRI scans and 3-D
view of MRI scans of the human brain for the classi-
fication of dementia stages.

II. LITERATURE REVIEW
Over the past few years, various AD diagnosis techniques
have been proposed. These techniques can be generalized
into categories based on machine learning, deep learning,
and transfer learning-based models. Each of which is briefly
discussed below in this section.

A. MACHINE LEARNING BASED TECHNIQUES
Machine learning-based approaches are widely utilized in
medical applications [16] and have gained significant atten-
tion in the past few decades [17].

Amulti-stagedmodel was proposed by I. Beheshti et al. [18]
including the pre-processing, segmentation of the image,
feature extraction and selection, and classification. In the
pre-processing stage, the approach segmented the input MRI
images into segments of GM, White Matter (WM), and
Cerebral Spinal Fluid (CSF). To construct the similarity
matrices vector, the method utilized GM as ROI and through
GM the statistical features were extracted. Wang et al. [19]
proposed another technique utilizing feature selection tech-
niques. The selected features were then classified using SVM
giving an overall accuracy of 93.05%. Altaf et al. in [4]
proposed a state-of-the-art technique for the AD diagnosis
utilizing the bag of words model attaining 79.8% accuracy
for multi-class classification and 98.4% for binary class
classification. The respective accuracies were achieved over
theADNI dataset. Rupali et al in [20] proposed amodel using
KNN and tested over the OASIS dataset for the detection
of AD. Luiz K. Ferreira et al. in [21] employed SVM to
build a comparison in between the FDG-PERT and MRI.
The respective images of the whole brain were obtained
from the same individual followed by an SVM centered
diagnosis. The results showed an overall accuracy of 68-71%
for PERT and SPECT while a higher accuracy of 68-74% for
MRI [22]. Beheshti et al in [23] considered sections showing
remarkable GMvariations for the AD identification. TheVoIs
and GM volume was used for the AD and healthy subjects’
classification and achieved 92.4% accuracy by using SVM.

B. CONVOLUTIONAL NEURAL NETWORK BASED
In recent times, neural network-based methods have been
extensively utilized in image classification and computer-
vision. Cui et al. [24] presented a classification model based
on the combination of Multi-layer Perceptron (MLP) and
Recurrent Neural Network (RNN) for the longitudinal analy-
sis of MRI images for the diagnosis of AD.

Firstly, they utilized MLPs to understand the spatial char-
acteristics of MR images. Later they used the RNN with
two levels of recurrent bidirectional cascade units formed
on the MLP outputs for longitudinal extraction of the
characteristics. They tested their proposed technique over
ADNI datasets achieving an overall accuracy of 89.7%.
Wang Yan et al. in [25] proposed a multi-class AD identifi-
cation method over a balanced number of data samples. They
proposed multimode-based, magnetic resonance-based and
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FIGURE 1. Transfer Learning-Based Model for the Main view of Brain.

CNN-based methods of analysis that are also suitable for the
analysis of single-type MRI data. To extrapolate the human
brain’s network connectivity, a new CNN approach was pro-
posed to classify AD, MCI, and NC. They achieved greater
precision and accuracy of 92.06% by combining multimode
magnetic resonance with the CNN core. Gunawardena et al.
in [26] utilized 1615 complete brain MRI scans for the
diagnosis of AD. At first, they employed the existing vector
carrier method for detecting AD with an accuracy of 84.4%.
Later, they proposed the CNN method for diagnosing AD in
different data sets and obtained the highest accuracy of 96%.

C. TRANSFER LEARNING BASED TECHNIQUES
Due to an inadequate number of data samples, numer-
ous research studies have proposed techniques to increase
the publicly available datasets. In [27] researchers pro-
posed transfer learning approach for prediction of the
binary class Alzheimer’s Disease by utilizing ADNI dataset.
They attained 99.4% accuracy for AD vs NC. In [28]
M. Maqsood et al. proposed a transfer learning approach by
utilizing pre-trained AlexNet for multi-class classification
of AD. They attained 92.85% accuracy for their findings on
un-segmented images. In [29] researchers proposed a cross-
modal transfer learning from sMRI to DTI. They trained
the model on sMRI with augmentation and then transferred
the information to DTI dataset. In [30] the researchers
established the efficacy of utilizing pre-trained models as a
starting point of other networks. They utilized GoogleNet
and inception-ResNet instead of training the network from
scratch. These networks are trained over dataset which is not
medical related however the last layers are fine-tuned over
the samples from the respective problem. Another study [31]
utilized transfer learning approaches and data augmentation
techniques to resolve the inadequate data samples issue, for
the identification of MCI in MR images. Here they utilized
OASIS2 and LIDC3 for the pre-training phase and attained a
90.6% accuracy for MCI vs NC.

For the diagnosis of AD, the DTI image maps are often
considered as a good modality, thus the researchers in [32]
classified samples into Normal Control, Alzheimer’s Disease,

and MC utilizing MD and FAmaps. The results of these find-
ings showed that the FA is not a good indicator as compared
to MD. In [33] they used multi-auxiliary domain by utilizing
MCI vs sMCI as an auxiliary domain for classification of
AD vs NC. They attained 94.7% accuracy for AD vs NC
whereas a relatively low accuracy of 82.1% for MCI vs NC.
A different work in [34] used the ImageNet as the source
domain. All the layers were initialized with the pre-trained
model except the last fully connected ones. The methodol-
ogy utilized resulted in an overall accuracy of 83.5% for
AD vs NC. In [13] researcher utilized transfer learning to
extract joint spatial features. In [35], researchers proposed a
method using FA and MD with the Support Vector Machine
classifier and utilized Plant’s technique and IG measure for
AD vs NC classification. They attained 80% accuracy for
classification centered on FA and for MD they attained 83%.

Looking through the literature, numerous techniques exist
for the classification of AD. However, having certain limita-
tions of not handling the class imbalance issue in multi-class
Alzheimer’s classification, which needs to be considered for
effective results in AD classification. Furthermore, inade-
quate samples of data are also a key challenge for researchers
to achieve optimal results. To address these certain limita-
tions, we proposed a framework based on transfer learning
with augmentation of data to achieve effective results for
multi-class AD classification.

III. PROPOSED METHODOLOGY
Deep Learning has seen immense work recently in numerous
studies especially in computer-vision [36]–[38], image pro-
cessing [39], [40], authentication system [41] and speech
recognition [42], [43]. In our proposed methodology we
used CNN for efficient and effective Alzheimer’s classi-
fication. For AD classification we proposed two models,
one with the utilization of a single main MRI view of the
brain. Whereas, the second method incorporates 3D views.
Figure 1 and figure 2 show the two proposed models. Both
models comprise of three main steps as data pre-processing,
data augmentation and classification using transfer learning.
Each step of the proposed models is discussed in detail below.

115530 VOLUME 7, 2019



S. Afzal et al.: Data Augmentation-Based Framework to Handle Class Imbalance Problem for Alzheimer’s Stage Detection

FIGURE 2. Transfer Learning Based Model for 3D- view of Brain.

A. IMAGE PRE-PROCESSING
To fulfill the basic requirements of a CNN model, image pre-
processing is a fundamental part. To achieve ideal results,
it serves an important purpose performing significant analysis
of the information. In our proposed model, the data pre-
processing step involves setting the dimensions of an input
MRI scan to 227x227. Images acquired from the OASIS
dataset are of size 256x256, where AlexNet requires input
images of size 227x227. Image scaling is thus done over the
input images of OASIS dataset.

B. IMAGE AUGMENTATION
A large number of data samples leads to effective deployment
of numerous CNN models [44].

Overfitting is a common issue that may occur in training
of the network due to insufficient data for training. This
causes difficulty for the model to predict the unseen instances
because the network tunes the cases along with the training
data.

Along with the insufficient number of samples, the uneven
distribution of samples belonging to different classes also
poses a problem in effective classification. Minority samples
offer the least contribution to the overall accuracy of the sys-
tem thus leading to ambiguous results. To enhance accuracy
and confidence and to stop the overfitting issue, more data
is needed to be made part of the training set. In this research,
the classification issue tackled also lacks an adequate number
of data samples to be fed into the CNN model.

Looking at the insufficient and imbalanced number of
samples we extend the current dataset by using distinct image
augmentation approaches in both models. Table 1 shows the
parameters utilized for the augmentation. Figure 3 shows the
samples attained by the data augmentation, in which each
sample is extended to 28 new samples. Samples belonging
to class labels 0.5, 1 and 2 are extended using the data
augmentation techniques.

C. ALZHEIMER’S DISEASE DETECTION USING A
TRANSFER LEARNING MODEL
After pre-processing and augmentation of images, we apply
the pre-trained CNN model. To deal with complex classi-
fication tasks AlexNet, a pre-trained CNN over ImageNet

TABLE 1. Data augmentation parameters.

dataset is utilized. AlexNet consists of total of eight lay-
ers in which 5 are Convolutional layers and the last 3 are
the fully connected layers. The 2 max-pooling layers lie in
between the first and second convolutional layers. Due to the
rectified linear unit (ReLU), nonlinearity layer and dropout
regularization system the AlexNet framework is highly effec-
tive. The ReLU layer is basically a half-wave rectifier and
fundamentally accelerate the training procedure and stop the
overfitting problem. The dropout approach can be observed
as a regularizationmechanism randomly ignoring some of the
neurons during training.

In the AlexNet architecture, this is characteristically uti-
lized in completely linked layers. Figure 4 shows the detailed
flow of steps for Alzheimer detection by utilizing the
pre-trained transfer learning model. The stepwise description
is explained in the section below.

1) LOAD PRE-TRAINED CNN MODEL
Once the input MRI scans are scaled and augmented to the
equal amount of data samples for each class of the dataset,
the pre-trained model AlexNet is loaded. The detail of the
AlexNet framework is described in the following subsection.

2) INPUT LAYER
It is the first layer of the AlexNet model where scaled and
augmented MRI scans are given as an input.
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FIGURE 3. Augmented Image samples.

FIGURE 4. Proposed Methodology.

3) CONVOLUTIONAL LAYERS
In CNN architecture, Convolutional layers are the core build-
ing layers and these layers are accountable for the maximum
computational task. Convolutional layers as indicated by the
name performed the convolution operation over input and for-
wards the response to the next layers of the CNN architecture.

4) POOLING LAYERS
Pooling layers are in between the convolutional layers. These
layers are utilized to decrease the spatial representation as
well as computational space. It performs the pooling oper-
ations on each input reducing the computational cost for next
convolutional layers.
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5) FULLY CONNECTED LAYERS
The convolutional and pooling layer’s applications result
in the feature extraction and feature reduction from input
images. The last output equal to the number of classes is
generated by applying the fully connected layers.

According to the AlexNet framework, the very initial
convolutional layer performs filtration over the input image
of 224 x 224 x 3 in size with 96 number of kernels of
size 11x11x3. The convolutional output is received through
pooling layer where it is normalized and sent into the second
convolutional layer as input and filtered with 256 kernels of
5x5x48. Similarly, the convolutional output from the second
layer is reduced through the pooling layer and is connected
to the 384 kernels of size 3x3x256 in the third convolutional
layer. The next three layers are inter-connected to each other
deprived of any intervention of the pooling layers. The fourth
convolutional layer comprises of 384 number of kernels
of 3x3x192 whereas, the fifth layer is having 256 number of
kernels of 3x3x192 in size. Each of the fully connected layers
has a total of 4096 neurons.

6) REPLACE LAST LAYERS
Initial layers of this pre-trained model comprise of features
of low-level whereas the class-specific features are in the
last layers. Thus, our focus is training the network on our
Alzheimer’s data, so we substitute the class-specific layers
with new layers. We transferred the first five layers of this
model and replaced the class-specific layers. The parame-
ters utilized to generate the fully connected layer includes
the weight-learn, bias-learn factor, and the output size. The
output size of the fully connected layer is set to the number
of output classes. For the weights in the layers, weight-learn
factor controls the learning rate. For the bias in the layers the
learning rate controlled by a bias-learns parameter.

7) NETWORK TRAINING
The network contains a total of 8 layers, 5 transferred layers
from the pre-trained AlexNet and 3 new adaptation layers
i.e. Fully Connected, softmax, and a classification layer. For
correct classification, only new adaptation layers are trained
in Alzheimer’s data. We pass 77% of whole MRI scans to
the network with some training options for training the net-
work for Alzheimer’s. These training options mainly contain
epochs, batch-size, validation frequency, and learning rate.
We utilize a max of 10 epochs for training. The algorithm
apprises the weights and bias parameters through minimizing
the loss function, by applying training parameters on the train
data, the last replaced adaptation layers learn Alzheimer’s
classes features.

8) NETWORK TESTING
To assess the training procedure’s performance, we pass the
rest of the data as testing data to this trained network. Based
on the accuracy measure, we assess the performance of the
trained network. On test data, we can learn howfine a network
is trained to classify AD.

TABLE 2. Statistics summary.

IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. DETAILED DATASET
TheAlzheimer’s dataset is taken fromOASIS repository [10]
which is publicly available having MRI scans of normal,
very mild AD, mild AD, and severe Alzheimer patients.
The present OASIS dataset comprises of individuals over the
teen life expectancy. It incorporates 218 samples from age
18-59 years and 198 samples from age 60-96 yrs. Each group
incorporates an around equivalent samples of both genders of
the more established subjects, 98 having Clinical Dementia
Rating score of ‘0’, showing no AD, and other 100 hav-
ing Clinical Dementia Rating score more prominent than 0
(70 having Clinical Dementia Rating score = 0.5, 28 having
Clinical Dementia Rating score = 1,) Only 2 having Clin-
ical Dementia Rating score = 2. This dataset is comprised
of cross-sectional MRI scans including 3D-views of brain
namely Sagittal, Coronal, and Axial which is also the main
view of the brain. The images taken from the OASIS dataset
are split into 2 parts i.e. train and test. The ratio of this splitting
is 77% and 23%. Both the divisions are guaranteed to have
all the four stages of AD and are ensured to be balanced
in terms of a number using data augmentation techniques.
Table 2 shows the demographic summary of Alzheimer’s
dataset taken from the OASIS repository.

B. PERFORMANCE EVALUATION
To assess the performance, we utilized the overall accuracy to
assess the efficiency of our proposed models [45]–[49]. This
accuracy can be defined as

Accuracy =
Ac
At
∗ 100 (1)

where Ac denotes the correctly classified results and At
denotes the total classified results. The comparison is drawn
between the accuracies achieved by the conventional machine
learning algorithms.

C. RESULTS OF TRANSFER LEARNING MODEL
FOR THE MAIN VIEW
The CNN parameters are set utilizing the ImageNet clas-
sification, mentioned as pre-trained over the dataset. The
AlexNet model is pre-trained over 1.2 billion labeled images.
These 1.2 billion images cover about 1 thousand different
categories gathered over the network and human domain
experts labeled these images. The procedure of familiarizing
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FIGURE 5. Training process of Main view of brain with augmentation.

FIGURE 6. Loss in accuracy process of Main view with augmentation.

to the pre-trained CNN to train over the AD dataset is referred
to fine-tuning. In this transfer learning model, the procedure
of extraction of features and then classification is completely
automated. This model provides us with the required output
by automatically learning from the given input. By changing
the learning rate, learn rate factor and bias-learn factor train-
ing parameters, we fine-tuned this transfer learning process.
To obtain the optimal results, we vary the training options.
The learning rate is varied from 1e-1 to 1e-10, similarly,
theWeight-Learn and Bias-Learn factor are varied from 10 to
100 and 1e-4 respectively to achieve optimal results. We per-
formed the multi-class Alzheimer detection using the transfer
learning (TL) approach on 6 epoch, 8 epoch, and 10 epochs
to find the optimal number of epochs.

Figure 5 shows the training procedure using the main view
for epoch size 10 with the data augmentation. The blue lines
in figure 5 show the training data performance whereas the
black points in figure 5 show the performance accuracy for
validation data.We achieved 98.41% accuracy using the main
view of the brain on epoch size 10 with augmentation of data.

Figure 6 shows the process loss in training using the main
view of MRI on epoch size 10 with the data augmentation.
The red lines in figure 6 show the training data loss whereas
the black points in figure 6 show the loss of validation data.
The performance increase of 7.54% is achieved in compari-
son with the results from epoch size 6 with epoch size 10.

The comparison for different epochs shows that the accu-
racy decreases on epoch size 6 by 7.54% and decreases
by 3.57% for epoch size 8. For Alzheimer’s classification,
we compared the results achieved from a different number

FIGURE 7. Training process of Main view of brain w/o augmentation.

FIGURE 8. Loss in accuracy process of Main view of brain without
augmentation.

of epochs (6, 7, 8, 9 and 10) with the data augmentation and
found that epoch size 10 produced the most optimal results.
This pre-trained AlexNet model learns the training data and
attained 75.79% accuracy on first epoch, 73.02% on second,
70.24% on third, 85.32% on fourth 89.29% on fifth and
90.87% on sixth and 91.27% on seventh, 94.84% on eighth
and 97.22% on ninth epoch for multi-class Alzheimer’s clas-
sification. For Alzheimer’s dataset, we execute this transfer
learning algorithm without the data augmentation on epoch
size 6, 7, 8, 9 and 10. Figure 7 shows the procedure for the
main view of MRI training on epoch size 10 without the data
augmentation. The blue lines in the figure 7 show the training
data performance accuracy whereas the black points in the
figure 7 show the performance accuracy of validation data.

Figure 8 shows the process loss in training of themain view
of the brain on epoch size 10 without the data augmentation.
The red lines in the figure 8 show the training data loss
whereas the black points in the figure 8 show the loss of
validation data. We attained an accuracy of 85.11% for the
main view of the MRI without the data augmentation on
10 epochs.

D. RESULTS OF TRANSFER LEARNING
MODEL FOR THE 3D-VIEW
In our second experiment, we used the 3D-view transfer
learning model where the procedure of extraction of features
and classification is totally automated. We only give the 3D-
views of brain namely Coronal, Sagittal and Axial data as
input and obtained diagnosis results.

The 3D-view TL model provides us with the required
output by automatically learning from the input. By chang-
ing the training parameters i.e. learning rate, learn rate
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FIGURE 9. Training process of 3D-view of brain with augmentation.

FIGURE 10. Loss in accuracy process of 3D- view with augmentation.

factor and bias-learn factor, we fine-tuned this TL process.
To obtain the optimal results, the learn rate vary from 1e-
1 to 1e-10, similarly, the Weight-Learn and Bias-Learn factor
from 10-100 and 1e-4 learning rate. We take the multi-class
Alzheimer’s data set and to find the optimal number of
epochs, we executed the TL approach on 6 epoch, 8 epoch,
and 10 epochs.

Figure 9 shows the procedure of 3D-view of brain MRI
on epoch size 9 with the data augmentation. The blue lines
in the figure 9 show the training data performance accuracy
whereas the black points in the figure 9 show the performance
accuracy of validation data. We attained 94.98% accuracy for
the 3D- view of the brain on epoch size 9 with augmentation
of data.

Figure 10 shows the process loss in training of 3D-view of
the brain on epoch size 9 with the data augmentation. The red
lines in the figure 10 show the training data loss whereas the
black points in the figure 10 show the loss of validation data.
In comparison with the results get from epoch size 6 with
epoch size 9, we detected there is an increase in accuracy by
9.11% almost.

For multi-class Alzheimer’s classification, we compared
the results achieved from a different number of epochs (6, 7,
8, 9 and 10) with the augmentation of data and found that
epoch size 9 produced optimal results in 3D-view of brain
model. The pre-trained AlexNet model learns the training
data and attained 64.0% accuracy on first, 74.63% on sec-
ond, 77.13% on third, 80.71% on fourth, 77.15% on fifth
and 86.13% on sixth and 91.81% on seventh, 89.56% on

FIGURE 11. Training process of 3D-view of brain w/o augmentation.

FIGURE 12. Loss in accuracy process of 3D- view w/o augmentation.

FIGURE 13. Comparison between proposed models.

eighth and 94.98% on tenth epoch for 3D view multi-class
Alzheimer’s classification with the augmentation of data.

For Alzheimer’s classification, we execute this 3D-view
TL algorithm without the data augmentation on epoch size 6,
7, 8, 9 and 10. Figure 11 shows the procedure of 3D-view
of brain training on epoch size 9 without the data augmen-
tation. The blue lines in the figure 11 show the training
data performance accuracy whereas the black points in the
figure 11 show the performance accuracy of validation data.

Figure 12 shows the process loss in training of 3D-view of
the brain on epoch size 9 without the data augmentation. The
red lines in the figure 12 show the training data loss whereas
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TABLE 3. Comparison with state-of-the-art technique.

the black points in the figure 12 show the loss of validation
data.

V. DISCUSSION
We compare the results obtained from with and without data
augmentation for multi-class AD classification. We discov-
ered that the first proposed pre-trained CNN transfer learning
model of the main view with data augmentation performs
well and achieve an accuracy of 98% for multi-class AD
classification. The second proposed 3D-view model gives
highest 95.11% accuracy on epoch 9with the augmentation of
data. Our model with data augmentation gives better results
because augmentation improves the testing accuracy and to
prevent overfitting problems. We utilized multiple augmenta-
tion operations. Figure 13 shows the comparison of the model
with and without augmentation of the main view of the brain

and 3D-view of the brain in term of multi-class accuracy for
Alzheimer’s classification, where model 1 shows the main
view accuracy with augmentation, model 2 shows without
augmentation performance accuracy while 3 and 4 show
the 3D-view with and without augmentation. It is evident
from the below figure 13 that the main- view with the data
augmentation gives the highest result.

To evaluate the performance of our proposed models,
we compared the performance result of our TLmodel with the
state-of-art methods. Beheshti et al. [18], Wang et al. [19]
and Altaf et al. [4] utilize different approaches for classifi-
cation AD. In [27] N.M et al. proposed a transfer learning
approach for prediction of the binary class AD and Maq-
sood et al. [28] proposed a transfer learning approach by
utilizing pre-trained AlexNet for multi-class classification
of AD.
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Another researcher as shown in Table 3 utilizes the deep
learning approaches on the different data set, they mostly use

multi-domain transfer learning for classification of the
Alzheimer’s. Table 3 shows that our proposed model outper-
forms the other state-of-the-art methods.

VI. CONCLUSION AND FUTURE WORK
In this article, we proposed a TL based efficient technique to
correctly classify the multi-class AD by utilizing pre-trained
AlexNetmodel.We proposed twomethods, onewith themain
view of the brain and the secondwith the 3D-view of the brain
MRI with extensive image augmentation techniques to avoid
overfitting issue.

We transfer the initial layers of the pre-trained model and
trained on our AD dataset. We discovered that the main
view of the brain (Axial) with the extensive augmentation
of the data give higher performance accuracy i.e. 98.41% as
compared with the performance accuracy of the 3D-view of
the brain which is 95.11%. We also discovered that extensive
augmentation approaches can prevent overfitting issues in
class balance dataset, which is the major issue. Results show
that our proposed TL model also outer performs the state-of-
the-art-techniques.
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