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ABSTRACT In this paper, we propose a novel robust algorithm for image recovery via affine transformations
and the L2,1 norm. To be robust against miscellaneous adverse effects such as occlusions, outliers, and heavy
sparse noise, the new algorithm integrates affine transformations with low-rank plus sparse decomposition,
where the low-rank component lies in a union of disjoint subspaces, so the distorted or misaligned images can
be rectified to render more faithful image representation. In addition, the L2,1 norm is employed to remove
the correlated samples across the images, enabling the new approach to be more resilient to outliers and
large variations in the images. The determination of the variables involved and the affine transformations is
cast as a convex optimization problem. To alleviate the computational complexity, the Alternating Direction
Method of Multipliers (ADMM) method is utilized to derive a new set of recursive equations to update the
optimization variables and the affine transformations iteratively in a round-robin manner. The convergence
of the developed updating equations is addressed and experimentally validated as well. The conducted
simulations demonstrate that the new algorithm is superior to the state-of-the-art works in terms of accuracy
on some public databases.

INDEX TERMS Affine transformation, L2,1 norm, robust image recovery, low-rank plus sparse
representation.

I. INTRODUCTION
Image recovery has found applications in a variety of
areas such as medical imaging, wireless sensor networks,
surveillance, batch image denoising, computational imaging,
etc. [1]–[6]. Image recovery can also be used in background
extraction, where the low-rank component corresponds to
the background and the sparse component captures the fore-
ground [7]–[9]. However, this problem faces some severe
challenges such as illumination variation, occlusion, outliers
and heavy sparse noise. It is thus important to develop robust
image recovery algorithms to tackle the above adverse effects.

A number of robust algorithms have been addressed
for the image alignment or image recovery problems. For
instance, De la Torre et al. [10] proposed a parameterized
component analysis algorithm to find the low-rank com-
ponent, and used a robust fitting function to reduce the
impact of outliers. However, it is non-convex and thus
lacks a polynomial-time algorithm to solve the problem.
To tackle this dilemma, Ebadi and Izquierdo [11] considered
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an approximated robust principal component analysis for
the recovery of corrupted and linearly correlated images.
Chen et al. [12] addressed a Non-convex plus Quadratic
penalized a Low-rank and Sparse Decomposition (NQLSD)
algorithm to clean the outliers and sparse errors. However,
it was unable to recover and align images when the out-
liers and noise follow statistical distributions other than
the mixture of Gaussian distributions. Peng et al. [13]
considered a Robust Alignment for Sparse and Low-rank
decomposition (RASL) algorithm by affine transformations
to recover the low-rank component. However, it only consid-
ers the outliers from a single subspace. Oh et al. [14] proposed
a new method, Partial Singular Value Thresholding (PSVT),
which used the partial sum of the singular values to replace
the nuclear norm in the Robust Principal Component Analysis
(RPCA) algorithm [15] to find the low-rank component. It is,
however, not robust against outliers and sparse errors when
there are lots of data samples. He et al. [16] considered
a similar efficient convex relaxation algorithm. However,
it cannot deal with outliers lying outside the main subspaces.
To overcome this setback, [17] proposed an Image Alignment
Robust Principal Component Analysis via stochastic gradient
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descent (IA-RPCA) by combining geometric transformations
with the online RPCA. However, it fails in aligning images
when there are severe occlusions, distortions and outliers.
To resolve this drawback, Zheng et al. [18] considered an
optimization problem for batch image alignment via Image
Gradient Orientations for Online Robust Image Alignment
(IGO-RIA) to minimize the impact of sparse errors.

In this paper, we propose a novel robust algorithm for
image recovery via affine transformations and the L2,1 norm.
To be robust against miscellaneous adverse effects such as
occlusions, outliers and heavy sparse noise, the new algo-
rithm integrates affine transformations with low-rank plus
sparse decomposition, where the low-rank component lies
in a union of disjoint subspaces, so the distorted or mis-
aligned images can be rectified to render more faithful image
representation. In addition, the L2,1 norm, which enjoys the
advantages of the L1 and L2 norms, is employed to remove
the correlated samples across the images, enabling the new
approach to be more resilient to outliers and large variations
in the images. The determination of the variables involved
and the affine transformations is cast as a convex optimiza-
tion problem. To alleviate the computational complexity,
the Alternating Direction Method of Multipliers (ADMM)
method is utilized to derive a new set of recursive equations to
update the optimization variables and the affine transforma-
tions iteratively in a round-robin manner. The convergence
of the developed updating equations is addressed as well.
Conducted simulations demonstrate that the new algorithm
is superior to the state-of-the-art works in terms of accuracy
on some public databases.

The major contributions of this paper include:
1) The affine transformations are aggregated with the low-

rank plus sparse representation, where the low-rank com-
ponent lies in a union of subspaces instead of one single
subspace. These transformations can fix the distortion or mis-
alignment in a batch of corrupted images to render more faith-
ful image decomposition, thereby being more robust against
heavy sparse errors and outliers.

2) Since large errors in images may happen, which will
impact the accuracy of image recovery, the L2,1 norm is
utilized. This new norm, when combined with the affine
transformations, can further enhance the performance.

3) The ADMM method is employed to solve the new con-
vex optimization problem and a new set of updating equations
is derived to iteratively update the optimization variables and
the affine transformations.

4) The convergence of the developed iterative equations is
addressed and experimentally justified.

The remainder of this paper is organized as follows. Sec. II
gives an overview of the related works. Sec. III describes the
formulation of the problem. Secs. IV and V develop updating
equations to solve the proposed problem and analyze its
convergence characteristics, respectively. In Sec. VI, exper-
imental results are conducted to justify the proposed method.
Sec. VII provides some concluding remarks to summarize the
paper.

II. RELATED WORKS
There has been a considerable amount of research
in image alignment and image recovery. For instance,
Vedaldi et al. [27] proposed to minimize a log-determinant
cost function to tackle the potential impact of sparse errors
in image alignment. Lia and Fang [28] addressed an image
alignment algorithm by explicitly modeling the spatially
varying illumination multiplication and bias factors by low-
order polynomials. However, it does not work well when
there are severe outliers and sparse errors in the data.
To circumvent this setback, [29], [30] considered a RPCA
algorithms, which decomposed the corrupted data into a
summation of a low-rank component and sparse errors.
Podosinnikova et al. [31] developed a robust PCA to min-
imize the reconstruction error. Shahid et al. [32] incorpo-
rated the spectral graph regularization with the robust PCA.
Shaker et al. [33] proposed an online sequential framework
to recover the low-rank component by pruning the sparse
corruptions. Hu et al. [34] introduced an approximate of the
low-rank assumption for the matrix via a low-rank regulariza-
tion to solve the face image denoising problems. Zhang and
Lerman [35] proposed a robust subspace recovery method to
reduce the influence of outliers and sparse noise. However,
its complexity is high when the outliers and sparse noise are
heavy in the data.

Extensive approaches have also been investigated to
solve the low-rank subspace decomposition problems.
Zhang et al. [36] addressed a linear subspace learning
approach via the low-rank decomposition. Zhao et al. [37]
proposed a robust discriminant low-rank representation to
explore the multiple subspace structures. Ma et al. [38] pro-
posed a generalized Principal Component Analysis (GPCA),
which utilized an algebraic approach to model the data drawn
from a union of subspaces. Liu et al. [26] proposed a low-
rank representation to identify the subspace structures from
the corrupted data. Recently, Rao et al. [39] introduced
a compressed sensing technique to subspace segmentation.
Elhamifar and Vidal [40] considered a Sparse Subspace Clus-
tering (SSC) approach which used the sparsest representa-
tion produced by L1-minimization [41] to define the affinity
matrix of an undirected graph. The subspace segmentation
is performed by spectral clustering algorithms such as the
normalized cuts [42] and subspace clustering [42], [43].
These algorithms, however, are not robust against occlusions
and illuminations. To resolve this drawback, [44] proposed
a transformation invariant subspace clustering framework
by jointly aligning data samples and learning the subspace
representation. Shen et al. [45] addressed an online low-
rank subspace clustering by basis dictionary pursuit to reduce
complexity. Wu et al. [46] proposed an orthogonal subspace
decomposition algorithm to mitigate the impact of noise
in motion segmentation. Li et al. [21] arranged the input
images as a 3D tensor, and claimed that severe intensity
distortions and partial occlusions can be separated in the gra-
dient and frequency domains. The optimally aligned image
tensor is achieved by simultaneously specifying a frequency
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tensor and a gradient error tensor. It is, however, very
time-consuming. Ding and Fu [47] proposed a multi-view
subspace learning algorithm through dual low-rank decom-
position to seek a low-dimensional view invariant subspace
from multi-view data.

To deal with higher-dimensional data, RPCA has also been
extended from images to multi-way data [48]. A number of
robust tensor PCA methods have been proposed. For exam-
ple, Liu et al. [49] considered an Improved Robust Tensor
Principal Component Analysis (IRTPCA) method which fur-
ther exploited the low-rank structure and used an improved
tensor nuclear norm to provide better performance. Com-
pared with our work, apart from different input data type
we use different norms and incorporate the affine transfor-
mations in low-rank component recovery. Liu et al. [48]
addressed a low tensor tree rank and total variation minimiza-
tion method for image completion. However, total variation
mainly accounts for the piecewise smoothness, but our focus
is mainly on sparsity of the noise and outliers. Also, we use
the L2,1 norm instead of the L1 or the L2 norms in [48], [50].
Recently, non-convex optimization has also drawn lots

of research interests, as summarized in [51]–[53]. In some
cases, the non-convex regularizers such as L0, L1/2, SCAD,
MC, Lq, and log−q regularizers can indeed provide superior
performance over the convex regularizers. However, in some
scenarios when the signal is not strictly sparse or when the
signal-to-noise ratio is low, the use of the non-convex regular-
ization may not substantially improve the performance [51],
[55]. Also, the global solution is not ensured and the analy-
sis of the convergence characteristics algorithms using these
non-convex regularizers is not an easy task.

III. PROBLEM FORMULATION
Consider n images, {I0i } ∈ <

w×h, i = 1, · · · , n, where w and
h denote the weight and height of the images, respectively.
All of these images contain the same objects and are highly
correlated with each other. In many scenarios, these images
are corrupted by occlusions and outliers. We can stack these
images into a matrix: M = [vec(I01 ) | vec(I

0
2 ) | . . . |

vec(I0n )] ∈ <
m×n, where vec(·) denotes the vector stacking

operator. We can decompose M into a summation of a low-
rank component and a sparse error matrix [56], [57]: M =
AC + E, where we assumed that the subspaces may not be
independent from each other or the data are contaminated
by large noise, so the low-rank component lies in a union
of subspaces, in which A ∈ <m×n is a clean low-rank
dictionary and C ∈ <n×n is a coefficient matrix as the low-
rank representation by A, and E ∈ <m×n denotes a sparse
error matrix incurred by outliers or corruptions.

In practice, I0i are generally not well aligned, entailing the
above low-rank plus sparse decomposition to be imprecise.
To take account of this, inspired by [13] we apply affine
transformations τ i to the potentially misaligned input images
I0i to get a collection of transformed images I i = I0i oτ i,
where the operator o indicates the transformation. We can
then stack these aligned images into a matrix and obtain

Moτ = [vec(I1) | vec(I2) | . . . | vec(In)] ∈ <m×n. The
aligned images can be treated as samples taken from a union
of low-dimensional subspaces, which, if well aligned, should
exhibit a low-rank subspace structure as the rank of the trans-
formed images is as small as possible, up to some outliers and
heavy sparse errors. Solving for the variables corresponding
to the constraints Moτ = AC C E is intractable due to its
nonlinearity. To resolve this dilemma, we assume that the
change produced by these affine transformations τ i is small
and an initial of τ i is known. We can then linearize Moτ by
using the first-order Taylor approximation as Mo(τ+1τ ) ≈

Moτ +
∑n

i=1 J i1τviv
T
i , where Moτ ∈ <

m×n is the trans-
formed image, 1τ ∈ <p×n with p being the number of
variables, J i =

∂vec(I ioτ i)
∂τ i

∈ <
m×p denotes the Jacobian of the

ith image with respect to τ i, and vi is the standard basis for<n.
In this way, we obtain approximate transformations to recover
the low-rank component from the underlying subspaces.

To make the new approach more resilient to outliers and
heavy sparse noise, the L2,1 norm, which combines the advan-
tages of the L1 and L2 norm, is used here. The L2,1 regularizer
is considered as the rotational invariant of the L1 norm and
can effectively handle outliers [58]. Also, as observed in
[59], the L2,1 regularizer can also achieve better sparsity
promotion than the L1 norm. The L1 norm may yield a biased
estimation as it ignores the extreme values and cannot handle
the collinearity of features. In contrast, the L2,1 norm is
more stable and has the ability to better preserve the spatial
information than the L1 regularizer, as demonstrated in [58],
[59]. Additionally, the L2,1 norm is superior to the nonconvex
norms when the signals are not sparse or when the matrix is
not strictly low-rank [51], [55]. The overall problem can thus
be posted as an optimization problem given by

min
A,E,C,Q,1τ

‖A‖∗ + ‖C‖∗ + λ1 ‖Q‖2,1 + λ2 ‖E‖2,1

s.tMoτ +

n∑
i=1

J i1τvivTi = AC + E, C = Q,Q � 0

(1)

where ‖A‖∗ =
∑min(m,n)

i=1 σi(A) denotes the nuclear norm
of A, in which σi(A) indicates the singular values of A,
λ1 and λ2 are the regularization parameters, and ‖E‖2,1 =∑m

i=1(
∑n

j=1 E
2
ji)

1/2 denotes the L2,1 norm of E.
The first nuclear norm term in (1) enforces the dictionary

A to lie in low-dimensional subspaces. The second and the
third terms constrain the representation to be low-rank plus
sparse. The fourth term regularizes the error E to be sparse.
For easy reference, a comparison of the proposed approach

with other related methods is furnished in Table 1.

IV. PROPOSED METHOD
To solve the optimization problem in (1), we use the aug-
mented Lagrangian multiplier technique and re-write (1) as

L
(
A,C,E,Q,1τ

)
= ‖A‖∗ + ‖C‖∗ + λ1 ‖Q‖2,1
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TABLE 1. Comparison of the proposed approach with other related algorithms in terms of the objective function and constraints.

+ λ2 ‖E‖2,1 + 〈Z1,B− AC − E〉

+
µ1

2
‖B− AC − E‖2F + 〈Z2,C − Q〉

+
µ2

2
‖C − Q‖2F (2)

where Z1 ∈ <m×n and Z2 ∈ <n×n are the Lagrangian mul-
tipliers, µ1 and µ2 are the penalty parameters, 〈X,Y 〉 =
Trace(XTY ), || · ||F denotes the Frobenius norm, and
B = Moτ +

∑n
i=1 J i1τviv

T
i . By using augmented Lagrange

multiplier with adaptive penalty [60], Eq. (2) can be rewritten
as

L
(
A,C,E,Q,1τ

)
= ‖A‖∗ + ‖C‖∗ + λ2 ‖E‖2,1

+ λ1 ‖Q‖2,1 +
µ1

2

∥∥∥∥B− AC − E+ Z1
µ1

∥∥∥∥2
F

+
µ2

2

∥∥∥∥C − Q+ Z2
µ2

∥∥∥∥2
F

(3)

Solving (3) directly is computationally prohibitive, thereby
we consider to iteratively update the variables alternatively
via ADMM [60], which decomposes the original problem
into a set of subproblems. In each step, we update just
one variable while keeping the other variables unchanged.
So the above terms like ‖B− AC − E‖F are convex even if
it involves the matrix factorization term AC [61].

Firstly, to update A, we fix E, Q, C and 1τ , so A(k+1) can
be determined by

A(k+1)
= argmin

A
L
{
A,E(k),C(k),Q(k),1τ (k)

}
(4)

where k is the iteration index. By ignoring all irrelevant terms
of A, Eq. (4) can be simplified as

A(k+1)
=argmin

A

{
‖A‖∗+

µ
(k)
1

2

∣∣∣∣∣∣∣∣B(k)
−AC(k)

−E(k)
+
Z(k)1

µ
(k)
1

∣∣∣∣∣∣∣∣2
F

}
(5)

We can then use the linear augmented direction method
with the soft shrinkage operator in [57], [62], [63] and update
A(k+1) by

A(k+1)
= � 1

κ
(k)
A

{
A(k)
−

P(k)A
κ
(k)
A

}
(6)

where � is the singular value threshold, P(k)A =

(µ(k)
1 )(A(k))TC(k)

− µ
(k)
1 (B(k)

− E(k))− (Z(k)1 + Z
(k)
2 )(C(k))T ,

κ
(k)
A = (µ(k)

1 ) τA2 , τA > σ (CTC) is the proximal parameter,
in which σ (CTC) denotes the spectral radius of CTC.

Secondly, to update E, we keep A, Q, C and 1τ as con-
stants, so E(k+1) can be determined by

E(k+1)
= argmin

E
L
{
A(k+1),E,C(k),Q(k),1τ (k)

}
(7)

Again, by ignoring all irrelevant terms of E, Eq. (7) can be
simplified as

E(k+1)
= argmin

E

{
λ2 ‖E‖2,1 +

µ
(k)
1

2

∣∣∣∣∣∣∣∣B(k)

−A(k)C(k)
− E+

Z(k)1

µ
(k)
1

∣∣∣∣∣∣∣∣2
F

}
(8)

By using lemma [64], the update of the ith column of
E(k+1), E(k+1)

i , is given by

E(k+1)
i =


∥∥∥V (k)

i

∥∥∥
2
−

λ2

µ
(k)
1∥∥∥V (k)

i

∥∥∥
2

V (k)
i , if

∥∥∥V (k)
i

∥∥∥
2
≥

λ2

µ
(k)
1

0, otherwise

(9)

where ‖.‖2 denotes the Euclidean norm and V (k)
= (B(k)

−

A(k)C(k)
+

Z(k)1

µ
(k)
1

).

Thirdly, to find an update of C, we keep A, E, Q and 1τ
as constants, and thus C(k+1) can be determined by

C(k+1)
= argmin

C
L
{
A(k+1),E(k+1),C,Q(k),1τ (k)

}
(10)

By ignoring all irrelevant terms of C, Eq. (10) can be
simplified as

C(k+1)
= argmin

C

{
‖C‖∗ +

µ
(k)
1

2

∣∣∣∣∣∣∣∣B(k)

−A(k)C − E(k)
+
Z(k)1

µ
(k)
1

∣∣∣∣∣∣∣∣2
F

+
µ2

2

∥∥∥∥∥C − Q(k)
+
Z(k)2

µ
(k)
2

∥∥∥∥∥
2

F

}
(11)

To solve this sub-problem, we can employ a linearized
augmented Lagrangian multiplier with the singular value
threshold [57], [62], [63] Thereby, C(k+1) can be updated by

C(k+1)
= � 1

κ
(k)
C

{
C(k)
−

P(k)C
κ
(k)
C

}
(12)
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where κ (k)C = (µ(k)
1 + µ

(k)
2 ) τC2 , τC > σ (AAT ) and P(k)C =

A(k)(µ(k)
1 +µ

(k)
2 )A(k)

−µ
(k)
1 (B(k)

−E(k))−Z(k)1 +µ
(k)
2 (C(k)

−

Q(k))+ Z(k)2 .
Again, to update Q, we keep A, E, C and 1τ as constants

and Q(k+1) can then be determined by

Q(k+1)
= argmin

Q
L
{
A(k+1),E(k+1),C(k+1),Q,1τ (k)

}
(13)

By ignoring all of the irrelevant terms, Eq. (13) can be
simplified as

Q(k+1)
= argmin

Q


λ1 ‖Q‖2,1

+
µ
(k)
2
2

∥∥∥∥C(k)
− Q+ Z(k)2

µ
(k)
2

∥∥∥∥2
F

 (14)

Again, by using lemma in [64], the update of the ith column
of Q(k+1), Q(k+1)

i , is given by

Q(k+1)
i =


∥∥∥P(k)

i

∥∥∥
2
−

λ1

µ
(k)
2∥∥∥P(k)

i

∥∥∥
2

P(k)
i , if

∥∥∥P(k)
i

∥∥∥
2
≥

λ1

µ
(k)
2

0, otherwise

(15)

where P(k)
= (C(k+1)

+
Z(k)2

µ
(k)
2

).

Lastly, to get an update of 1τ , we keep A, E, C and Q as
constants and 1τ (k+1) can be determined by

1τ (k+1) = argmin
1τ

L
{
A(k+1),E(k+1),C(k+1),1τ ,Q(k+1)}

(16)

By ignoring all irrelevant terms of 1τ , we can obtain

1τ (kC1) = argmin
1τ

{
µ
(k)
1

2

∣∣∣∣∣∣∣∣B(k)
− A(k+1)C(k+1)

−E(k+1)
+
Z(k)1

µ
(k)
1

∣∣∣∣∣∣∣∣2
F

}
(17)

Solving (17) with the threshold operators [13] and [12], we
can get an update of 1τ (k+1) as

1τ (k+1)=

n∑
i=1

J+i

(
A(k+1)C(k+1)

+E(k+1)
−Moτ−

Z(k)1

µ
(k)
1

)
vivTi

(18)

where J+i denotes the Moores-Penroses Pseudoinverse of J i
[65].

Following the same steps as the above, the Lagrangian
multipliers Z1 and Z2 are updated by

Z(k+1)1 =Z(k)1 +µ
(k+1)
1

{
B(k)
−A(k+1)C(k+1)

− E(k+1)} (19)

and

Z(k+1)2 = Z(k)2 + µ
(k+1)
2

{
C(k+1)

− Q(k+1)} (20)

Likewise, the regularization parameters µ1 and µ2 are
updated respectively by

µ
(k+1)
1 = min

{
µmax , ρµ

(k)
1

}
(21)

and

µ
(k+1)
2 = min

{
µmax , ρµ

(k)
2

}
(22)

where ρ is a properly chosen constant and µmax is a tunable
parameter adjusting the convergence of the proposed method.

These updating equations proceed in a round-robin man-
ner until convergence. For easy reference, the updat-
ing equations of the proposed algorithm is summarized
in Algorithm 1.

Algorithm 1 ADMM for the Proposed Algorithm

Input: Data MatrixM ∈ <m×n, A0
∈ <

m×n, E0
∈ <

m×n,
1τ0 ∈ <p×n, C0

∈ <
n×n, Q0

∈ <
n×n, λ1, λ2, ρ

While not converged Do
1: Update: A(kC1) by (6)
2: Update: E(kC1) by (9)
3: Update: C(kC1) by (12)
4: Update: QkC1 by (15)
5: Update: 1τ (kC1) by (18)
6: Update: Z(k+1)1 by (19)
7: Update: Z(k+1)2 by (20)
8: Update: µ(k+1)

1 by (21)
9: Update: µ(k+1)

2 by (22)
End while
Outputs:A,E, C, Q, 1τ

V. CONVERGENCE ANALYSIS
This section considers the convergence characteristics of the
updating equations addressed in the previous section. Two
theorems are established to address this issue.
Theorem 1: If

{
µ
(k)
1

}
is non-decreasing and upper-

bounded by τA > σ (CCT ), then the sequences
{
A(k)}, {E(k)}

and
{
Z(k)1

}
by ADMM converge to a Karush-Kuhn-Tucker

(KKT) point of (6) and (9).
Theorem 2: If

{
µ
(k)
1

}
and

{
µ
(k)
2

}
are non-decreasing

and upper-bounded by τC > σ (AAT ), then the sequences{
C(k)},{Q(k)}, {

1τ (k)
}
,
{
Z1(k)

}
,
{
Z2(k)

}
generated by

ADMM converge to a KKT point of (12), (15) and (18).
The proofs of both theorems can be readily extended

from [54], [57], [62], [63].
Theorem 1 implies that the variablesA(k) andE(k) are guar-

anteed to converge to the global optimumwith an appropriate
choice of the Lagrange multipliers

{
Z(k)1

}
and

{
Z(k)2

}
, and

a sufficiently large penalty parameters
{
µ
(k)
1

}
. Meanwhile,

Theorem 2 shows that the variables C(k), Q(k) and 1τ (k)

are guaranteed to converge to the global optimum with an
appropriate choice of the Lagrange multipliers

{
Z(k)1

}
and{

Z(k)2

}
, and sufficiently large penalty parameters

{
µ
(k)
1

}
and

{
µ
(k)
2

}
.
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TABLE 2. Comparison of the proposed approach with the L1 or L2,1 norm of E and Q, and with and without the affine transformations on three databases.

VI. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, we first assess the convergence behavior of the
proposed algorithm. Afterward, we justify the effectiveness
of the new algorithm for image recovery on some public
databases. Our comparison is in terms of two widespread
metrics: Peak Signal to Noise Ratio (PSNR) and Structural
Similarly Index (SSIM). The PSNR is defined as

PSNR(f , f̂ ) = 10log

2552
1

m×n
∑m
i=1

∑n
i=1(fij−f̂ij)

2

10 (23)

where f and f̂ denote the original image and the recovered
image, the size of both of which is m× n. On the other hand,
the SSIM is a perceptual image quality assessment measure
and is defined as

SSIM(f , f̂ ) =
(2µf µf̂ + C1)(2σf ,f̂ + C2)

(µ2
f + µ

2
f̂
+ C1)(σ 2

f + σ
2
f̂
+ C2)

(24)

where σf ,f̂ is the correlation coefficient between f and f̂ , µf
and σ 2

f denote the mean and variance corresponding to f ,
respectively, and C1 and C2 are constants mostly taken as
one to stabilize the algorithm. The three databases considered
include theMINST database [66], theWild database [67], and
the Al Gore talking video [13].

A. EXPERIMENTAL CONVERGENCE PERFORMANCE
In this section, we provide some experimental analysis of the
proposed algorithm based on three sets of images. The first set
of image is the handwritten digits from the MINST database,
the second one is the Natural Face images from the Wild
database, and the third one is the video face images from the
Al Gore talking video. As [49], the convergence characteristic
is assessed by comparing the Relative Square Error (RSE) vs.
the iteration number, where RSE is defined as∥∥∥ ˆf − f ∥∥∥

F

‖f ‖F
(25)

in which f̂ is the recovered image and f is the original one.
The resulting convergence curves are as shown in Fig. 1 based
on three sets of images, from which we can see that the RSEs
of the proposed algorithm for all images decrease with the
iteration number and then reach at a constant after a few
iterations. This fact justifies the convergence of the proposed
algorithm.

B. ABLATION STUDIES
First, we investigate the performance of the proposed
approach using either the L1 or the L2,1 norms of E

FIGURE 1. Convergence curves of the proposed algorithm on (a)
Handwritten images; (b) Natural Face images;(c) Video Face images.

and Q, and with and without the affine transformations on
three databases, as shown in Table 2, from which we can
see that the PSNR performance can be boosted with the
incorporation of the affine transformations in the low-rank
plus sparse decomposition. This is because the L2,1 norm is
considered, which is better than the L1 norm in dealing with
outliers. Also, the performance can be further improved if we
consider the L2,1 norm instead of the L1 norm of Q and E in
the objective function in (1). The performance improvement
on the handwritten digits is more substantial. This is because
the L2,1 norm can remove the correlated samples across the
images, so it is more resilient to outliers and large variations
in the images, which are more pronounced in the handwritten
digits.

C. COMPARISON WITH THE STATE-OF-THE-ART
METHODS
In this subsection, we compare the proposed approach, which
adds in the affine transformations and uses the L2,1 norm,
with some recently reported works in terms of PSNR on
the aforementioned three databases. Five different state-
of-the-art methods, including RASL [13], IA-RPCA [17],
PSVT [14], NQLSD [12], IGO-RIA [18] and the proposed
algorithm are conducted for comparison. The results from
these baselines are to re-implement of the publicly available
codes.
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1) HANDWRITTEN DIGITS
In this experiment, 30 handwritten digits of the size
29 × 29 are taken from the MINST database [66].
We compare the PSNR performance of the proposed
method with the aforementioned five baselines, as shown
in Table 3 and Table 4, from which we can see that NQLSD
has better performance than IA-RPCA, as NQLSD employs
the local linear approximation with a quadratic penalty
approach to tackle the potential setback of outliers and sparse
noise in the images. We can notice that PSVT yields better
performance than RASL, NQLSD and IA-RPCA. This is
because PSVT employs the truncated nuclear norm rather
than the nuclear norm to better deal with outliers and sparse
noise. IGO-RIA is superior to the other four baselines, as it
considers an iterative linearization to minimize the L1 norm
of the sparse error and the optimization variables are adap-
tively updated based on the incremental thin singular value
decomposition. We can also observe from Tables 3 and 4 that
the proposed approach provides the best performance. This
is because it incorporates a set of affine transformations and
employs the L2,1 norm to simultaneously align and recover
the hand written digits, both of which enable the new algo-
rithm to be more robust against outliers, heavy sparse noise,
occlusions, and illuminations.

As an illustration, some visual images of the recov-
ered handwritten digits based on the aforementioned meth-
ods are shown in Fig. 2, from which we can see that
the proposed method is better aligned and recovers the
handwritten images better as compared with the other five
baselines. As shown in Fig. 2 (g), the recovered hand-
written images provide clearer visual quality by prop-
erly removing the adverse effects such as outliers and
heavy sparse noise. This is in agreement with the results
in Tables 3 and 4, and further justifies that the proposed
approach is more resilient to outliers and heavy sparse
noise.

2) NATURAL FACE IMAGES
Next, we conduct simulations on more challenging images
taken from the Labeled Natural Faces in the Wild
database [67]. In this experiment, 7 Natural Face images with
the size 80 × 60 are considered. We compare the proposed
method with the aforementioned five baselines in terms
of PSNR for image recovery. The comparison results are
given in Tables 3 and 4, from which we can see that PSVT
outperforms RASL, NQLSD and IA-RPCA, as it considers
the partial sum of the singular values instead of the nuclear
norm of the low-rank component to reduce the errors between
the original distorted Natural Face images and the recovered
one. IGO-RIA provides the second best performance, as it can
cope with outliers and heavy sparse noise via the L1 norm
and the subspace learning into a unified online framework.
We can also find that the proposed method provides the
largest PSNR compared with the other baselines. This is
because the new approach uses the affine transformations

FIGURE 2. Some recovered handwritten digits: (a) Original; (b) RASL;
(c) PSVT;(d) NLQSD; (e) IA-RPCA; (f) IGO-RIA; (g) Ours.

to fix the images in the low-rank plus sparse decomposition
and employs the L2,1 norm, so it is more robust to various
annoying effects.
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FIGURE 3. Some recovered Natural Face images:(a) Original; (b) RASL;
(c) PSVT;(d) NLQSD; (e) IA-RPCA; (f) IGO-RIA (g) Ours.

Again, as an illustration, some recovered Natural
Face images based on the proposed method and the
aforementioned baselines are given in Fig. 3, where the
Natural Face images with different corruptions are depicted
in Fig. 3 (a). The recovered images by the aforementioned
algorithms are shown in Fig. 3 (b)-(g), from which we can
see that the visual quality of the proposed method is better
than all of the baselines. This is consistent with the numerical
results in Tables 3 and 4.

3) VIDEO FACE IMAGES
Finally, we conduct an experiment on more complicated face
images in videos taken from the Al Gore talking [13]. In this

FIGURE 4. Some recovered face images from Al Gore talking:(a) Original;
(b) RASL; (c) PSVT;(d) NLQSD; (e) IA-RPCA; (f) IGO-RIA (g) Ours.

video, 7 different video face images with the size 232× 312
are considered. The comparison of PSNR using the proposed
method and the other five baselines is given in Tables 3 and 4,
from which we can see that IGO-RIA yields the second
best performance. This is because IGO-RIA combines the
subspace learning with iterative linearization to minimize
the L1-norm of the sparse error. We can also notice from
Tables 3 and 4 that the proposed method still outperforms all
baselines, as it includes affine transformations and utilizes the
L2,1 norm to render more robust subspace recovery.

As an illustration, some recovered face images based on
the above algorithms are provided in Fig. 4, from which we
can find that the proposed method again produces recovered
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TABLE 3. Performance comparisons on different databases in terms of PSNR.

TABLE 4. Performance comparisons on different databases in terms of SSIM.

images with better visual quality as compared with the five
baselines. These results are once again in agreement with the
numerical results in Tables 3and 4.

VII. CONCLUSIONS
In this paper, we have developed a new algorithm for robust
image recovery by combining the affine transformations with
low-rank plus sparse image representation and utilizing the
L2,1 norm. The search of the affine transformations and the
optimization variables is formulated as a constrained con-
vex optimization problem. The ADMM approach is then
employed and a new set of equations is established to iter-
atively update the optimization variables and the affine trans-
formations. Moreover, the convergence of these new updat-
ing equations is experimentally verified as well. Conducted
simulations show that the new algorithm outperforms the
state-of-the-art methods in terms of accuracy on three public
databases.
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