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ABSTRACT A management and orchestration framework (MANO) in network function virtualiza-
tion (NFV) enables the agile deployment and operation of virtual network functions over a geographically
distributed cloud infrastructure. This facilitates the deployment of redundancy models (i.e., high availability
clusters) over different cloud centers, to guarantee the high availability of network services. In particular,
in the telecommunications field, availability and resiliency are always required at a high level. Existing
placement algorithms only consider one type of redundancy model at a given time. However, in reality,
different redundancy configurations can be utilized to ensure the availability of virtual functions. In this
article, we present an optimization model and topology-aware resource-efficient placement algorithm
(TARE), which can be employed to optimally deploy high availability clusters with different redundancy
configurations over geo-distributed cloud infrastructures. This model takes into account the different
requirements of various high availability clusters in terms of bandwidth and computing resource demands.
By simulation, the TARE has better performance than other baseline solutions in terms of the bandwidth
usage, while maintaining an acceptable level of availability.

INDEX TERMS Network function virtualization, redundancy model, high availability clusters, distributed
cloud.

I. INTRODUCTION
Virtual network functions (VNF) [1], which are created by a
management and orchestration framework (MANO) [2] over
a network function virtualization infrastructure (NFVI) [3],
provide a high level of automation and cost reduction. The
network service that consists of chained VNFs is described
in a cloud orchestration template (e.g., TOSCA), and is
deployed by a central MANO. VNFs can be deployed on
different cloud centers across different geographical sites.
Deployment decisions are determined based on network oper-
ators’ preferences or placement strategies.

When deploying a network service, reliability is one of
the mandatory requirements [4]. A popular way to increase
reliability is to configure network functions using redundancy
models (a.k.a., high availability clusters). High availability
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cluster is a group of virtual network functions that act like a
single system and provide continuous uptime by employing
redundancy models. High availability clusters are often used
for load balancing, backup, and failover purposes. In general,
there are two types of redundancy models: Active-Standby
andActive-Active [5]. The types and configurations of redun-
dancy models depend on the reliability requirements of vari-
ous network services. In cloud environments, the deployment
of high availability clusters can be easily performed in the
case of a single cloud center. However, in a geo-distributed
cloud infrastructure withmultiple cloud centers [6], the VNFs
in one cluster can be deployed across different geographical
locations. Therefore, placement strategies need to consider
more constraints to optimally place these high availability
clusters over a geo-distributed cloud infrastructure. First,
these placement strategies are required to incorporate con-
straints related to resource capacities. These resources could
be computing resources of cloud centers used to host VNFs.
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These resources could be bandwidth resources of physical
links in a wide area network (WAN) used to transfer the
ongoing state from active to standby functions. Second, when
high availability clusters are deployed, minimum availability
level constraints must also be satisfied.

Previous studies have focused on placement problems
tackling either with availability aspects or resource aspects.
Some studies have focused on determining the optimal num-
ber of standby functions and their locations to ensure that
the availability value is not below a given threshold. These
studies have attempted to design high availability clusters
and place these clusters to satisfy a specific availability
level, without considering the network bandwidth and com-
puting resource demands for different redundancy models.
Some other studies have considered placement problems that
have taken into account the bandwidth consumption caused
by state transfers between active and standby VNFs. How-
ever, these are limited to only one redundancy model (i.e.,
the Active-Standby model). In this paper, our work differs
from related research by considering a placement model for
a set of high availability cluster requests that have differ-
ent redundancy configurations. Our work also considers two
aspects concurrently: resource demands for different cluster
requests and their availability level requirements. To solve
this model, we first propose some baseline solutions, called
greedy reliable placement, combined with shortest path rout-
ing. To solve the model more efficiently, we decompose and
group these cluster requests into two categories, correspond-
ing to two kinds of topologies. Then, we propose a topology-
aware resource-efficient (TARE) heuristic algorithm to place
these cluster requests across geo-distributed cloud centers.
Our algorithm exploits the differences in the topologies of dif-
ferent requests to place cluster requests over a geo-distributed
cloud infrastructure in a resource-efficient manner. From
simulation results, our proposal is observed to outperform
other greedy approaches in terms of the bandwidth usage
while maintaining the availability level of each request at an
acceptable level.

The remainder of this paper is organized as follows.
In Section II, we provide a survey of related works, focus-
ing on placement problems of VNFs with and without
redundancy. In Section III, we classify and calculate the
resource demands for different basic redundancy configu-
rations. In Section IV, we describe how to calculate the
availability of one availability request after deployment.
In Section V, we formulate our placement problem.
In Section VI, we present several common greedy solutions,
and our topology-aware approach. Then, Section VII presents
our simulation results. Finally, Section VIII concludes the
paper.

II. RELATED WORKS
In this section, we present a summary of related works and
background knowledge in the area of VNF placement over
geo-distributed cloud infrastructure.

A. VNF PLACEMENT WITHOUT REDUNDANCY
Different optimization models have been proposed to deal
with the placement problem of VNFs over geo-distributed
cloud infrastructures. In [7], the authors placed VNFs in
a hybrid environment that consists of dedicated hardware-
based services and virtual function-based services with the
objective of minimizing the utilized number of physical
nodes. A quick algorithm was proposed to solve this model.
In [8], the authors attempted to place VNFs to optimize the
distance cost between the clients and serving VNFs and the
setup costs of VNFs. A near-optimal approximation algo-
rithm was proposed to solve this problem. In [9], the authors
proposed a multi-objective optimization model to place the
virtual mobile functions with two key design objectives:
network load and data center resources. A Pareto optimal
solution was proposed to solve this model. In [10], a multi-
objective optimization model for placing state management
functions of service-based 5G networks was proposed. The
authors proposed an adaptive approach to obtain the balance
between two key design objectives. In terms of a chain of
VNFs, the authors in [11] considered an optimization model
that attempted to optimize the total cost including license
cost, energy consumption cost, and network cost. The authors
proposed a heuristic-based algorithm to obtain a close-to-
optimal solution. In [12], the authors proposed a custom
greedy algorithm to place and steer traffic for a chain of
VNFs. In [13], the authors studied a placement problem of
creating optimal service function chains. They attempted to
minimize inter-cloud traffic and response time in a multi-
cloud scenario, considering important constraints such as
total deployment costs and service level agreements (SLAs).
However, the above studies did not consider the placement of
standby VNFs, which are used to protect the active VNFs in
cases of network failure.

B. AVAILABILITY-UNAWARE VNF PLACEMENT
WITH REDUNDANCY
In [14], the authors attempted to place standby VMs over
a tree topology-based cloud center, and to minimize the
reserved network bandwidth in the case of active VM failure.
The authors decomposed into two subproblems that first
place the standby VMs and then find the most efficient
links between standby and active VMs. In [15], the authors
assumed that multiple active VMs can share the same standby
VMs if these active VMs do not concurrently fail. The authors
proposed a mixed integer linear programming (MILP) model
to maximize the number of active VMs and minimize the
number of standby VMs. However, these related works did
not provide any methods to estimate the availability of
system.

C. AVAILABILITY-AWARE VNF PLACEMENT
WITH REDUNDANCY
In [16], the authors considered mobile edge comput-
ing (MEC) environments, in which the hosts are not reliable
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and there are the probability of failures. The authors proposed
a model to optimize the CPU/memory cost while keeping
the probability of at least the required number of VMs being
available above a certain threshold. In [17], the authors char-
acterized the risk of violating the availability requirements
by capturing the impact of failure events. The authors also
proposed a model to minimize the energy consumption and
the risk of violating the availability requirements. However,
these related works only provided the estimation of available
VMs based on the failure probability, and did not estimate
the availability value of protection plan. In [18], the authors
considered a shared-risk node group failure model, and esti-
mated the availability of system based on the availability
of servers. The authors proposed an exact integer nonlinear
programing (INLP) and a heuristic to solve the problem.
In [19], the authors addressed a more generic problem in a
mobile environment by considering the availability of access
links in addition to the availability of servers and software
components. The authors proposed greedy heuristics and
variable neighborhood search algorithms to maximize the
total availability. In [20], the authors considered a placement
problem for standby functions in the service-based 5G net-
works, which takes the availability of different deployment
locations into account. A usage-aware heuristic was proposed
to efficiently solve the problem. In terms of a chain of VNFs,
the authors in [21] proposed a greedy shortest path solution
to place the primary functions and backup functions in a
chain. In [22], the author proposed to use a depth-first search
algorithm to place primary functions and the lowest avail-
ability greedy strategy to place backup functions. However,
these approaches did not consider various redundancymodels
that can have different requirements in terms of network
bandwidth and computing resource demands in conjunction
with the availability value estimation.

III. REDUNDANCY MODELS AND RESOURCE DEMAND
In general, there are two types of redundancy models: active-
standby and active-active. For the active-standby model,
standby VNFs must be deployed to protect active VNFs.
We assume that a general active-standby model includ-
ing multiple active VNFs and multiple standby VNFs can
be decomposed into two basic types: one active multiple
standby (oAmS) and multiple active one standby (mAoS),
as shown in Fig. 1a and Fig. 1b, respectively. As depicted
in Fig. 1a, one active VNF is protected by multiple standby
VNFs, which can be employed for highly reliable network
services. As depicted in Fig. 1b, multiple active VNFs are
protected by one standby VNF, which reduces the required
amount of resources for redundancy. The active-standby con-
figuration does not require a load distribution function to
balance the traffic load to active VNFs. The active-standby
model can be further divided into two modes including hot-
standby that consumes resources and cold-standby that does
not consume resources. For the active-active model (mA),
shown in Fig. 1c, there are no dedicated standby VNFs, and
all VNFs are at active status and processing the traffic load.

FIGURE 1. Redundancy models.

This configuration requires a load distribution function or a
load balancer to steer incoming traffic to active VNFs. This
model can be faster compared to the Active-Standby model,
because a load balancer can be reconfigured to direct traffic
out of the failed VNFs.

In terms of resource consumption, different redundancy
models demand different amounts of computing and band-
width resources. For example, assume that one active VNF
consumes the amount RC of computing resources, and the
virtual link used to replicate the ongoing state [23] of one
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active VNF to a standby VNF requires the amount RB of net-
work bandwidth. In the case of one active and three standby
shown in Fig. 1b, we need to allocate three standby VNFs
with RC of computing resources (hot-standby mode) and 0
of computing resources (cold-standby mode). Three virtual
links are required to allocate with bandwidth RB. In the case
of two active and one standby shown in Fig. 1a, we need to
allocate one standbyVNFwith the amount 2RC of computing
resources (hot-standby mode) which is proportional to the
number of active VNFs and 0 of computing resources (cold-
standby mode). Similarly, two virtual links are required the
bandwidth RB. In the case of multiple active no standby
shown in Fig. 1c, for the sake of simplicity we assume that the
active VNF replicates its state to all other active VNFs [24].
Therefore, the amount of computing resources required for
the active VNFs are 3RC and 4RC , respectively. Each virtual
link between two active VNFs must reserve the amount of
bandwidth 2RB for state replication.
In general, we assume that we have a cluster request r with

the configuration (ACTr , STBr ,RC,RB), where ACTr is a set
of active VNFs in the request r , and STBr is a set of standby
VNFs in the request r . The unit computing resource demand
of one active VNF isRC and unit bandwidth resource demand
for state replication from one active VNF is RB. We denote
by RCa and RCs the total computing resource demands for
the active VNF a and standby VNF s, respectively. We also
denote by RBl the bandwidth resource demand for a virtual
link l. The resource demands for each type of redundancy
model are calculated as follows.
One Active multiple Standby:

RCa = RC

RCs =

{
RC if hot-standby
0 if cold-standby

RBl = RB (1)

Multiple Active one Standby:

RCa = RC

RCs =

{∑a∈ACTr RC if hot-standby
0 if cold-standby

RBl = RB (2)

Multiple Active only:

RCa =
a∈ACTr∑

RC

RBl = 2RB (3)

IV. AVAILABILITY CALCULATION
When a high availability cluster request is deployed over a
geo-distributed cloud infrastructure, the availability of net-
work service provided by the active VNFs, not only depends
on the number of active and standby VNFs in the cluster
request, but also on the availability of cloud centers where the
VNFs in the cluster request are deployed and the availability
of virtual links among the VNFs. We denote the availability

FIGURE 2. High availability cluster deployment over geo-distributed
cloud.

values of a cloud center n and physical link e by An and
Ae, respectively. The availability value of running software
instance that provides the network service (i.e., VNF) is Af .
The availability value of hardware server hosting a VNF
is Ad . We denote by ALs the availability of a virtual link
used to replicate the state to a standby VNF s. To calculate
the availability of each cluster request Ar after placement,
we define two decision variables Xan and Y sn . These are binary
variables that are equal 1 if the active VNF a or standby
VNF s is placed on the cloud center n and 0 otherwise, where
a ∈ ACTr , s ∈ STBr , r ∈ CR, and n ∈ N . The availability of a
cluster request after the deployment is calculated as follows.

Ar = 1−
∏
n∈N

(1− An(1−
∏

a∈ACTr

(1− Af AdXan )∏
s∈STBr

(1− Af AdALsY sn ))) (4)

The availability of virtual link for state replication to
standby node s is calculated as:

ALs = 1−
∏

a∈ACTr

(1−
∏
e∈Pas

Ae) (5)

where Pas is the set of physical links on which the virtual link
between the active VNF a and standby VNF s is mapped.

V. PROBLEM FORMULATION
We denote by N a set of cloud centers located at different
geographical locations and by E a set of physical WAN
links between cloud centers. Each cloud center n has an
upper bound CAn on computing resource and each physi-
cal link e has an upper bound BWe on bandwidth resource.
We denote a set of cluster requests by CR. We assume that
each request will take the form of one of the three redundancy
models described in the previous section. This assumption is
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TABLE 1. Notations.

adopted owing to the fact that every redundancy model can
be decomposed into these three models. A cluster request r
in CR is denoted by r(ACTr , STBr ,RC,RB) (this notation is
explained in the previous section). The placement and routing
problem is defined as follows:
Definition: For a cluster request r in CR, the placement

problem consists of finding the locations for active and
standbyVNFs over geo-distributed cloud centers. The routing
problem is that of finding a set of physical links for mapping
the virtual links in the cluster request. The goal is to minimize
the network bandwidth consumption while still satisfying the
availability requirements.
• No cloud center can exceed its computing resource
capacity.

• Exist a set of physical links connecting two VNFs in
the cluster request, with sufficient bandwidth for state
transfer.

• The placement should satisfy the minimum availability
requirements and deployment policy.

To solve our problem, we propose an Integer Nonlinear
Programing (INLP) model. The notation of parameters and
variables are shown in Table 1.
Decision variables:
Xan : a binary variable, it is equal 1 if the active VNF a

is placed on the cloud center n, and 0 otherwise, where
a ∈ ACTr , r ∈ CR, n ∈ N
Y sn : a binary variable, it is equal 1 if the standby VNF

s is placed on the cloud center n, and 0 otherwise, where
s ∈ STBr , r ∈ CR, n ∈ N
U l
e: a binary variable, it is equal 1 if the virtual link l is

mapped to physical link e, and 0 otherwise, where l ∈ VLr ,
r ∈ CR, e ∈ E
Objective:

Minimize
∑
e∈E

BCe (6)

Computing resource constraint:

∀n ∈ N :

CCn =
r∈CR∑

(
∑

a∈ACTr

XanRCa+
∑

s∈STBr

Y snRCs) ≤ CAn (7)

Link bandwidth constraint:

∀e ∈ E :

BCe =
r∈CR∑
l∈VLr

U l
eRBl ≤ BWe (8)

Availability constraint:

∀r ∈ CR :

Ar ≥ Aminr (9)

Deployment policy constraint:

∀r ∈ CR, n ∈ N : ∑
a∈ACTr

Xan +
∑

s∈STBr

Y sn < NUr (10)

The constraint 7 guarantees that the total computing con-
sumption of VNFs on one cloud center does not exceed
the its capacity. The constraint 8 guarantees that the band-
width consumption of virtual links is not over its capacity.
The constraint 9 guarantees that after deployment all cluster
requests satisfy their minimum availability requirement. The
constraint 10 guarantees that the VNFs in one cluster have to
be deployed on at least two different centers. This constraint
can make the cluster deployment more resilient to natural
disasters.

VI. HEURISTIC ALGORITHMS
In this section, we propose two different heuristic approaches
to our problem. The first is based on popular greedy strategies
combined with a reliable placement algorithm. The second is
topology-aware heuristic (TARE) approachwhich attempts to
reliably place the cluster requests over geo-distributed cloud
centers in a resource-efficient manner.

A. GREEDY RELIABLE HEURISTICS
The key concept of greedy approach is to place VNFs in
a cluster request across the cloud centers following one of
policies below.
• Best bandwidth resources: The cloud center has the
highest bandwidth resources on all of the associated
physical links.

• Best availability: The cloud center has the highest avail-
ability value.

• Best computing resources: the cloud center has the
most computing resources.

In this manner, the VNFs tend to be deployed on the same
cloud center. This can minimize the bandwidth consumption,
because there is no need for WAN links between cloud cen-
ters. However, if all VNFs are deployed on the same cloud
center, the availability of cluster request will be decreased,
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andmay not satisfy theminimum requirement. As pointed out
in [16], [20], the availability of a cluster request achieves high
values when the VNFs in the cluster request are deployed on
different cloud centers. Therefore, to satisfy the availability
constraint, in these greedy approaches, we attempt to increase
the distribution level of VNFs (i.e., the minimum number
of different centers used to host VNFs) until the availability
requirement is met. At the same time, for the routing problem,
we employ a shortest path algorithm tomap virtual links. This
also helps increase the availability of the cluster request (i.e.,
shorter path means higher availability) and save the network
bandwidth.

The greedy reliable (GR) heuristic is presented in detail
in Algorithm 1. Depending on the chosen greedy policy,
we have a corresponding algorithm. For example, if the
greedy policy is bandwidth, we have the bandwidth greedy
reliable algorithm (i.e., BWGR). If the greedy policy is
availability, we have the availability greedy reliable algo-
rithm (i.e., AVGR). If the greedy policy is computing
resource, we have the computing greedy reliable algorithm
(i.e., COGR).
• In Steps 3-4 of Algorithm 1, we first calculate the
resource demands of the cluster request using the func-
tion calResourceDemand(). Then, we sort the cloud
centers N according to one of the above greedy policies.
We sort the requests in decreasing order of the request
size, which is calculated by the number of VNFs in
the request. In other words, we first place and map the
largest requests on the cloud centers with the highest
bandwidth, computing resources, or availability.

• In Steps 5-31 of Algorithm 1, the two variables H and
visitedCenters are used to control the distribution level
of VNFs across geo-distributed cloud centers. We can
increase the value of H to increase the availability of
the cluster deployment. We start with H = 2 to force
the cluster request to deploy over at least two different
centers. In Steps 9-20 of Algorithm 1, for each VNF in
the request r we select one cloud center n according to
one of the greedy policies above. Then, if the center n
has sufficient computing resources and does not have
any VNFs from the cluster request already placed, the
center n will selected for placing the VNF. We repeat
Steps 9-20 until all VNFs have been placed.

• In Steps 21-22 of Algorithm 1, the short-path routing
algorithm, shown in Algorithm 2, is invoked to map vir-
tual links of the cluster request on the physical network

• In Steps 23-29 of Algorithm 1, the availability of a
request is calculated using the function calculateAvai().
This function implements the above availability cal-
culation formula given in Section IV. If the place-
ment results satisfy the availability requirement, then
the actual placement and routing are executed, and the
bandwidth and computing resources are decreased. If the
placement results do not satisfy the availability require-
ment, then H is increased to enhance the availability of
the request.

Algorithm 1 Greedy Reliable Algorithms
1: Input: N ,E,CR,A,CA,BW
2: Begin:
3: RCa,RCs,RBl ← calResourceDemand()
4: Sort CR by requestSize in a decreasing order
5: for r ∈ CR do
6: while H ≤ size(r) do
7: H ← 2
8: visitedCenters← 0
9: while ∃ VNF ∈ r do
10: Get VNF a in request r
11: Select n ∈ N according to one greedy policy
12: if CAn ≥ RCa and n /∈ visitedCenters then
13: Place VNF a on n
14: Update X ,Y
15: Remove VNF a from request r
16: if visitedCenters ≤ H then
17: Add n into visitedCenters
18: end if
19: end if
20: end while
21: virLinks← VLr
22: U ← SP-R(X ,Y , virLinks,RB)
23: Ar ← calculateAvai(r,X ,Y ,U )
24: if Ar ≥ Aminr then
25: Do actual placement and decrease
26: network and computing resources
27: else
28: Increase H
29: end if
30: end while
31: end for
32: Finish
33: Output: X ,Y ,U

We employ the shortest path algorithm, shown in
Algorithm 2 to map virtual links in the cluster request. This
algorithm attempts to find the set of physical links that
are shortest while having sufficient bandwidth resources to
replicate state between active and standby VNFs. This algo-
rithm is based on the well-known Dijkstra algorithm to find
the shortest path between two nodes in a graph. However,
the algorithm is modified to able to find shortest path with
sufficient bandwidth resources.

• In Steps 3-7 of Algorithm 2, for each virtual link l,
we obtain two cloud centers m and n which host two
VNFs of l. We initiate a graph with vertices N and
edges E . If the bandwidth of edge is less than bandwidth
demand of virtual link l, then the cost of edge is set to 1.
Otherwise, it is set to∞.

• In Steps 8-13 of Algorithm 2, we run the Dijkstra algo-
rithm to obtain the shortest path between m and n. If the
shortest path consists of all physical links with sufficient
bandwidth, then the virtual link l can be mapped.
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Algorithm 2 Short-Path Routing Algorithm (SP-R)
1: Input: X ,Y , virLinks,RB
2: Begin:
3: for l ∈ virLinks do
4: Obtain m, n if X l[0]m = 1 and X l[1]n = 1
5: Create a Graph with vertices, edges N ,E
6: Set cost of edge to 1 if BWe ≥ RBl
7: Set cost of edge to∞ if BWe ≤ RBl
8: P(n,m)← Graph.Dijkstra(n,m)
9: if All links in P(n,m) have cost 1 then
10: l can be mapped on P(n,m)
11: Update U , and decrease BWe
12: else
13: Can not find path
14: end if
15: end for
16: Finish
17: Output: U

B. TOPOLOGY-AWARE RESOURCE-EFFICIENT
HEURISTIC
These greedy reliable algorithms are normally inefficient in
terms of network resources. We observe that the topolo-
gies of different cluster requests can be classified into two
types: star topology (e.g., mAoS and oAmS) and mesh topol-
ogy (e.g., mA). Therefore, we devise an alternative heuris-
tic solution, namely the topology-aware resource-efficient
algorithm (TARE) which can exploit this observation in the
placement and routing algorithm. The TARE algorithm is
presented in Algorithm 3. In Algorithm 3, we also calcu-
late resource demands for each request using the function
calResourceDemand(). Then, based on the request topology,
we call a corresponding algorithm: PlaceStarTopo() is for
placing and routing cluster requests with a star topology and
PlaceMeshTopo() is for placing and routing cluster requests
with a mesh topology.

Algorithm 3 Topology-Aware Resource-Efficient Algorithm
1: Input: N ,E,CR,A,CA,BW
2: Begin:
3: RCa,RCs,RBl ← calResourceDemand()
4: Sort CR by requestSize in a decreasing order
5: for r ∈ CR do
6: Determine request as star or mesh topology
7: if Star topology then
8: PlaceStarTopo(N ,E,CR,A,CA,BW ,RC,RB)
9: end if
10: ifMesh topology then
11: PlaceMeshTopo(N ,E,CR,A,CA,BW ,RC,RB)
12: end if
13: end for
14: Finish
15: Output: X ,Y ,U

We observe that to minimize the total network bandwidth
resources while still satisfying the availability requirements,
the VNFs should be deployed on different cloud centers, and
the total hop distance between the VNFs in the request should
be as short as possible. Therefore, for requests with a star
topology, we attempt to place the VNFs in a request using
a shortest tree, as shown in Fig.3. In Fig. 3, a star request is
comprised of a center VNF (e.g., the active VNF) and edge
VNFs (e.g., standby VNFs). We first select the cloud center
with the highest number of usable links. A usable link is
defined as a direct physical link between two centers with
sufficient bandwidth. From this cloud center, we construct
a shortest tree with the root node being this cloud center.
Each leaf node contains information, such as the cloud center
name, availability value, and computing resources. The path
from the root node to a leaf node is always the shortest
path. As shown in Fig. 3, when we perform the placement
for the request, the center VNF will be placed on the root
node provided that it has sufficient computing resource. Then,
the edge VNFs are placed on the leaf nodes of the shortest
tree in turn. We attempt to place the edge VNFs of the
request over each level of the shortest tree corresponding to
K = 1, 2, 3, . . .. For each level of the shortest tree, we priori-
tize the node with the highest availability. For each placement
of one edge VNF, the virtual link connecting an edge VNF to
the center VNF is also mapped to the set of physical links
from the leaf node to the root node. Using this shortest tree,
we can always check the bandwidth remaining on the reverse
path to the root node. Therefore, we can determine whether
the reverse path has sufficient bandwidth to carry traffic from
the center VNF to edge VNFs.

Algorithm 4 details how to build a shortest tree.

• In Steps 3-7 of Algorithm 4, we setup two variables
allCenters and visitedCenters, which are used to store all
the cloud centers and visited cloud centers. Then, we cre-
ate a tree node rootNode, which stores information on
the initial cloud center startCenter and shortestTree
is pointed to the rootNode. We add the rootNode to
currentNodes.

• In Steps 8-23 of Algorithm 4, we obtain the cloud centers
in currentNodes and place them into visitedCenters. In
Steps 11-20, for each node in currentNodes we obtain
the neighboring cloud centers of the center in node. If the
neighboring center has not been yet visited, then we
create a new child node and attach it to node. Then,
we add this new child node into newCurrentNodes.
In Steps 21-22, we update currentNodes to
newCurrentNodes, and remove all visitedCenters from
allCenters. We repeat Steps 8-23 until all cloud centers
in allCenters have been visited.

Algorithm 5 presents detailed steps for placing and routing
star requests.

• In Steps 3-4 of Algorithm 5, we sort cloud centers in
decreasing order of the number of usable links, and
obtain the center VNF and edge VNFs of the request.

107240 VOLUME 7, 2019



T.-X. Do, Y. Kim: TARE Placement for High Availability Clusters Over Geo-Distributed Cloud Infrastructure

FIGURE 3. Placement and routing for star requests.

Algorithm 4 Build a Shortest Tree
1: Input: N ,E, startCenter
2: Begin:
3: allCenters← N
4: visitedCenters← ∅
5: rootNode← Node(startCenter)
6: shortestTree← rootNode
7: Add rootNode into currentNodes
8: while allCenters do
9: Add centers in currentNodes into visitedCenters
10: newCurrentNodes← ∅
11: for node ∈ currentNodes do
12: neighbors← all neighbors of center in node
13: for n ∈ neighbors do
14: if n /∈ visitedCenters then
15: childNode← Node(n)
16: node.addChild(childNode)
17: newCurrentNodes← childNode
18: end if
19: end for
20: end for
21: currentNodes← newCurrentNodes
22: Remove visitedCenters from allCenters
23: end while
24: Finish
25: Output: shortestTree

• In Steps 7-26 of Algorithm 5, we select the cloud cen-
ter with the highest number of usable links to place
the center VNF and build a shortest tree shortestTree
using Algorithm 4. Then, we browse each node in the
shortestTree and check computing constraints for each
node on which we place an edge VNF and bandwidth
constraints for the reverse path to map a virtual link.
We browse nodes in shortestTree from the lowest to the
highest level. At each level, we prioritize nodes with

the high availability Ap first. Ap is calculated as the
product of hardware server availability value and center
availability value.

• In Steps 28-32 of Algorithm 5, after completing the
placement and routing, the availability for the request
will be calculated. If the availability requirement is
satisfied, then we can complete the placement for the
request. Otherwise, we attempt to perform another round
of placement with a different cloud center for the center
VNF.

For requests with a mesh topology, we attempt to select the
best combination of cloud centers to place our requests. The
best combination is defined as a group of cloud centers that
has the same size as the request (i.e., the number of VNFs in
the request) and has the most usable links (i.e., direct links
with sufficient bandwidth). In Fig. 4, a request with four
active VNFs is placed on four cloud centers that make up
a best-matched combination with the most usable physical
links.

The algorithm for placing and routing mesh requests is
presented in Algorithm 6.

• In Steps 3-7 of Algorithm 6, we attempt to obtain the
size of request, the peer VNFs, and a list of combinations
of cloud centers. The size of each combination is equal
the size of the request. We remove combinations without
sufficient computing resources, and sort the remainder
by the number of usable links in decreasing order.

• In Steps 9-12 of Algorithm 6, we place peer VNFs
on each combination, and call the shortest-path algo-
rithm to map the virtual links on the physical
topology.

• In Steps 13-18 of Algorithm 6, similarly to the star
request case, the availability of the request is calculated
and checked whether the availability requirement is sat-
isfied. If so, we can complete the placement. Otherwise,
we perform the placement and routing with another
combination.
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FIGURE 4. Placement and routing for mesh requests.

Algorithm 5 Placement and Routing for Star Requests
1: Input: N ,E,CR,A,CA,BW ,RC,RB
2: Begin:
3: Sort N by usableLinkNum in a decreasing order
4: Obtain centerVNF and edgeVNFs
5: for n ∈ N do
6: if CAn ≥ RCcenterVNF then
7: Place centerVNF on n
8: placedNodes← n
9: shortestTree← Algorithm 4
10: K = 1
11: while K ≤ shortestTree.maxHeight do
12: treeNodes← getNodesLevelK ()
13: Sort treeNodes by Ap in decreasing order
14: Select each treeNode from treeNodes
15: l ← virtualLink(centerVNF, edgeVNF)
16: revPath← getreversePath(treeNode)
17: if CAtreeNode ≥ RCedgeVNF and BWrevPath ≥

RBl then
18: Update X ,Y ,U
19: placedNodes← treeNode
20: end if
21: if ∃edgeVNF then
22: Increase K
23: else
24: reqPlaced ← True and break
25: end if
26: end while
27: if reqPlaced then
28: if Ar ≥ Aminr then
29: Do actual placement and decrease
30: network and computing resources
31: break
32: end if
33: else
34: continue
35: end if
36: end if
37: end for
38: Finish
39: Output: X ,Y ,U

Algorithm 6 Placement and Routing for Mesh Requests
1: Input: N ,E,CR,An,Ae,CAn,BWe,RC,RB
2: Begin:
3: reqSize← len(ACTr + STBr )
4: Obtain peerVNFs
5: combList ← getCombination(reqSize,N )
6: Remove all comb in combList if not satisfy resource

constraints
7: Sort combList by usableLinkNum in decreasing order
8: for comb ∈ combList do
9: Place peerVNFs on comb
10: Update X ,Y
11: virLinks← VLr
12: U ← SP-R(X ,Y , virLinks,RB)
13: if Ar ≥ Aminr then
14: Do actual placement and decrease
15: network and computing resources
16: break
17: else
18: continue
19: end if
20: end for
21: Finish
22: Output: X ,Y ,U

VII. EVALUATION AND NUMERICAL RESULTS
A. SIMULATION SCENARIOS
We verify our proposed algorithms, including the three
greedy reliable algorithms (BWGR, AVGR, and COGR) and
the topology-aware algorithm (TARE) using two networks:
the USA carrier backbone and the GEANT European
research network, as displayed in Fig. 5. The simulation
parameters are partially taken from the reference [18]. The
simulation parameters of cluster requests are adjusted to
guarantee that the resource demand is less than the resource
capacity. By this way, our placement model can be fea-
sible. The simulation parameters are set as follows: the
computing resource values CAn are taken from the set
{1000, 1500, 2500, 5000}. The physical links have the band-
width capacities BWe from the set {3000, 5000, 10000}.
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FIGURE 5. USA carrier backbone and GEANT European networks.

The availability values An and Ae of cloud centers and phys-
ical links are chosen randomly among {0.99, 0.999}. The
availability of VNF software component Af and hardware
server Ad is set to 0.99. Because multiple cluster requests
have different minimum availability levels, for the sake of
simplicity, we set the minimum availability for each request
to 0.95. This minimum availability value is adjusted to be
satisfied by the cluster request with the least number of VNFs.
For each cluster request r , the number of standby VNFs in
STBr and active VNFs in ACTr are randomly selected in the
set {2, 3, 4, 5}. The unit bandwidth resource demand RB is
set to 10(Mbps). The unit computing resource demand RC is
set to 10 units. We evaluate our algorithms in terms of the
following performance metrics.

• Average availability: measured as the average
availability of all cluster requests after placement.

• Total bandwidth usage: measured as the sum of the
bandwidth consumption for state replication on allWAN
links.

We develop two simulation scenarios. First, we vary the
number of cluster requests, which includes all types of redun-
dancy models, to compare the proposed algorithms when the

FIGURE 6. Bandwidth Consumption with USA and GEANT Networks on
request number.

number of cluster requests increases. Second, we create a set
of cluster requests that only includes one type of redundancy
model, to figure out the impact of each type of redundancy
model on the overall performance. For active-standby model,
both hot-standby mode and cold-standby mode are config-
ured with the ratio of 1 to 2. For each case, we run 100 times
and calculate the 95 percent confidence interval for all fig-
ures.

B. IMPACT OF NUMBER OF REQUESTS
Figs. 6a and 6b depict the bandwidth usage for the four
algorithms as the number of requests increases. Regard-
less of the network topologies, the TARE approach always
achieves the best performance. The main reason for this is
that TARE is aware of the request topology, and can place
the cluster requests on the cloud centers that are close to each
other, and can form the shortest paths for communications
between VNFs in the clusters. The COGR has the worst
bandwidth usage, which results from two factors. The first
is that the COGR focuses on the cloud centers with the
highest computing resources, which results in the probability
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FIGURE 7. Average Availability with USA and GEANT Networks on request
number.

of not satisfying the minimum availability is higher than
other approaches. Therefore, the VNFs in a request must
be distributed over more cloud centers to satisfy availability
requirement. At the same time, the cloud centers that are
selected to host these VNFs are far from each other. This
results in more physical links being required to carry the
traffic, and the bandwidth usage also increases accordingly.
The second factor is that the COGR does not consider the
bandwidth resources of cloud centers when performing the
placement. This reduces the probability of finding a short-
est path between the placed VNFs. The performance of the
BWGR and AVGR lies between the TARE and COGR, which
results from the fact that each approach has its own feature
for optimizing the bandwidth usage. The BWGR attempts to
place the requests on the cloud centers with higher bandwidth
resources, which leads to higher probability of finding shorter
paths for state transfer between VNFs. The AVGR attempts to
place the requests on the cloud centers with higher availability
values, which makes the deployment of VNFs in one request
become more centralized on one cloud center. Therefore,
the AVGR can optimize the bandwidth usage of WAN links.

FIGURE 8. Bandwidth consumption with USA and GEANT Networks on
the request type.

Figs. 7a and 7b depict the average availability of clusters
as the number of requests increases. We can observe that all
approaches achieve the minimum availability requirement.
The TARE, AVGR, BWGR, and COGR have quite close
performance with each other. In both topologies, the AVGR
is a little higher and the COGR is a little lower than others.
This is because the COGR does not employ any strategies
that can improve the availability level of cluster requests
during the placement process. In comparison with the COGR,
the BWGR and TARE attempt to minimize the number of
physical links used to map the virtual links of clusters.
This strategy helps increase the availability level of cluster
requests. In comparison with other approaches, the strategy
of AVGR is to deploy VNFs on the cloud centers with the
highest availability, which always makes the AVGR achieve
the highest availability level.

C. IMPACT OF REQUEST TYPE
Figs. 8a and 8b depict the bandwidth usage in three cases,
in which we perform simulations with one type of redun-
dancy model at a time. Regardless of the cluster request type,
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FIGURE 9. Average availability with USA and GEANT networks on the
request type.

the TARE always achieves the best performance, and the
COGR has the worst performance. The performance of the
BWGR is slightly better than the AVGR. The performance
gain is much clearer in the case of mesh cluster requests (i.e.,
mA) than for star requests (i.e., oAmS and mAoS). We can
see that for the same physical topology, the bandwidth usage
in the case with only mesh cluster requests is higher than
for cases with only star cluster requests. This is because
mesh cluster requests demand more bandwidth and comput-
ing resources than star requests. Therefore, more bandwidth
resources are required to satisfy the resource demands in the
case of mesh requests. In addition, the physical links run
out of bandwidth resources more quickly when placing mesh
cluster requests. Therefore, there is a lower probability of
finding shorter paths between VNFs, which leads to higher
bandwidth usage.

Figs. 9a and 9b depict the average availability as the request
type varies. We observe that the TARE achieves the quite
high level of average availability in most cases. In particu-
lar, for the cluster requests with a tree topology the TARE
can achieve the near-optimal performance. For the cluster

FIGURE 10. Prototype implementation.

requests with amesh topology, the TARE does not achieve the
near-optimal performance. However, the TARE still satisfies
the availability requirement and is not the worst solution in
terms of availability level.

VIII. PROTOTYPE IMPLEMENTATION
Figs. 10 describes the our envisaged prototype implemen-
tation. We employ opensource Openstack [25] software to
deploy our cloud infrastructure. For the management and
orchestration framework, we employ Openstack Tacker [26],
which features basic VNF and network service management
functions. These functions include VNF life cycle manage-
ment (VNF LCM), virtual infrastructure management (VIM
Instances), resource management, and monitoring functions.
To enable Tacker to deploy and manage high availability
clusters, we introduce two new components in the Tacker.
The first component is Placement Optimizer, which runs our
proposed algorithms (e.g., TARE). The placement optimizer
receives the information (e.g., network topology and resource
capacity from) from the monitoring and resource manage-
ment functions, and output the placement results (e.g., VNFs
and their locations). The second component is Cluster Man-
ager, which receives the placement results and invokes the
VNF lifecycle management-related APIs to deploy and con-
figure these VNFs on the corresponding cloud centers. The
Cluster Manager consists of five main objects: Cluster, Node,
Action, Policy, and Alarm. The Node represents the VNF.
The Cluster represents the cluster of VNFs and their roles
(e.g., active or standby). The Action defines recovery actions,
which will be executed when an trigger event occurs. The
trigger event can be configured by the Alarm. The Policy that
is attached to a cluster will define the corresponding Action,
Alarm, and load balancing policy for the cluster.
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IX. CONCLUSIONS
In this paper, we first studied the placement problem for
high availability clusters with different redundancy models
over geo-distributed cloud infrastructures. These redundancy
models have different requirements in terms of bandwidth
and computing resource demands and the minimum avail-
ability. We formulated our problem as an INLP model, and
proposed several reliable greedy algorithms and a TARE
heuristic algorithm to efficiently solve our problem. We per-
formed simulations on two different physical network topolo-
gies with the variation of request number and request type.
We observed that the TARE could achieve a better perfor-
mance in terms of bandwidth resource consumption while
maintaining the availability at an acceptable level.
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