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ABSTRACT The advent of cloud computing arouses the flourish of data sharing, promoting the development
of research, especially in the fields of data analysis, artificial intelligence, etc. In order to address sensitive
information hiding, auditing shared data efficiently and malicious manager preventing, we propose an
identity-based auditing scheme for shared cloud data with a secure mechanism to hide sensitive information.
This scheme provides a solution that allows users to share plaintext with researchers and keeps sensitive
information invisible to the cloud and researchers at the same time. Besides, a formal security analysis
is given to prove the strong security of the proposed scheme. Performance evaluation and experimental
results demonstrate that our scheme is significantly more efficient over the existing scheme due to our novel
mechanism for sensitive information hiding and simplifying signature algorithm. Compared to the existing
approach to audit the integrity of shared data with sensitive information hiding, our scheme has desirable
features and advantages as follow. Firstly, previous work has failed to construct a secure scheme to prevent
malicious manager. We fill this gap and guarantee the integrity and authenticity of shared data. Secondly, our
scheme constructs a novel system model to support high concurrency and massive data in the real scenario.

INDEX TERMS Cloud computing, shared cloud data, remote auditing, sensitive information hiding,
malicious manager preventing.

I. INTRODUCTION
Cloud computing has tremendous computing and storage
capacity, opening up a whole new world of services, plat-
forms, and applications. Cloud computing services, such
as Google Drive and Amazon’s S3, have attracted a large
number of individuals, companies, and public organizations
to store data in the cloud rather than local fixed devices.
Also, cloud services make it easier for cloud users to share
data over the Internet. Therefore, convenient access methods
provided by the cloud has stimulated the development of
research, especially in the fields of data analysis, artificial
intelligence and so on, which are based on a large amount
of data and samples. Open data is a typical and inspiring
example, shared primarily by commercial companies and

The associate editor coordinating the review of this article and approving
it for publication was Yinghui Zhang.

public organizations, and used to create derivative value for
researchers.

Consider the real scenario illustrated in Fig. 1, where
Electronic Health Records(EHRs) [1], which are extensively
used in hospitals and hold the characteristics of shared data.
An EHR usually contains sensitive information about patients
and hospitals. For fear that such kind of information is
exposed to the cloud server and researchers, the doctor who
generates the EHR should hide it before submitting to the
EHR system. The administrator of the EHR system [2], [3]
has a large number of privileges in the system, usually
served by the hospital’s manager. The administrator is more
concerned about sensitive information hiding than doctors
because the leak of sensitive information caused by software
failure or human error would adversely affect the hospi-
tal’s reputation. Thus, the administrator needs to inspect the
content of EHRs and then uploads the EHRs to the cloud
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FIGURE 1. An application of shared data.

server if the sensitive information has been hidden entirely.
By the above process, doctors can directly retrieve EHRs
from the cloud server and recover complete EHRs, while
researchers can download shared EHRs without any sensitive
information.

This scenario reveals that sensitive information hiding is an
essential step in data sharing. Besides, two security concerns
in the scenario cannot be ignored. Firstly, the shared data in
the cloud server is still at the risk of being corrupted and lost
due to the existence of hardware/software failures and human
errors [4], [5]. Moreover, an untrusted cloud server may con-
ceal the fact of data lost. It is essential to efficiently audit the
integrity of shared data in the cloud environment. Secondly,
the administrator has so great right in the system that he can
modify the shared data before uploading to the cloud server.
The administrator may modify the EHR associated with a
medical incident for maintaining the hospital’s reputation.
Anyhow, due to the malicious modification, the integrity and
authenticity of shared data cannot be trusted by doctors and
researchers. Therefore, it is essential to prevent a malicious
administrator from tampering with data.

It can be concluded that a solution to the security concerns
of data sharing as mentioned above should meet the following
properties:
• Sensitive Information Hiding. The sensitive informa-
tion in shared data cannot be exposed to the cloud server
and researchers. The traditional method is to encrypt
the entire file, but it does not satisfy the demand for
shared data because the encrypted data cannot be used
by researchers efficiently. Distributing the decryption
key to the researchers seems to be helpful for them to
obtain the original shared. However, in the real scenario,
a data owner has no way to know the researchers who
will use the shared file. As a result, it is impractical
to hide sensitive information by encrypting the whole
shared file. Therefore, the solution for sensitive infor-
mation preventing should hide the part with sensitive
information, while the other part is published.

• Malicious Manager Preventing. The solution can pre-
vent a malicious manager from tampering with shared
data. More specifically, it is infeasible that the signatures
forged by the manager pass the verification of the cloud
server and auditor.

• Data Integrity Auditing. In order to guarantee the
integrity of shared data and prevent the dishonest oper-
ation of the cloud server, the solution should provide an
efficient remote auditing mechanism, which satisfies the
condition that the sensitive parts of data are hidden.

Most studies in the field of remote auditing have not dealt
with sensitive information hiding. This gapwas filled by Shen
recently, who creatively proposed an identity-based auditing
scheme for shared data with sensitive information hiding [6].
In their scheme, the manager of an organization is given the
right to transform the signature to a valid one after hiding
the sensitive information about the organization. That means
the manager can modify data or even forge new data as
he wishes and calculate corresponding signatures. Unfortu-
nately, such malicious behavior cannot be detected by their
scheme. Shen’s scheme has failed to satisfy the property that
prevents the malicious manager. Therefore, the problem in
this paper is how to construct an efficient and secure auditing
scheme for shared data, which supports sensitive information
hiding and malicious manager preventing.

A. RELATED WORK
In order to enable cloud users to verify the integrity and
availability of their data in the cloud server, a consider-
able amount of proposals have been made. The Provable
Data Possession(PDP), introduced by Ateniese et al. [7], is a
groundbreaking work in those studies. In their scheme, a file
owner only consumes a low storage space to keep metadata
for a file. The file is uploaded by the owner to the cloud
server along with the corresponding metadata and deleted
from the local. Then, the file owner or public auditor can
randomly challenge the data blocks of this file in the cloud
server. After receiving the challenge, the cloud server needs
to generate a proof based on the file and metadata it holds.
By validating this proof, the auditor can check the integrity
of the file. It can be seen that the PDP model allows users
or public auditors to check whether the cloud server holds
an intact file without having to retrieve the entire file. The
PDP model, however, has failed to address dynamic data
auditing. So Ateniese et al. [8] further proposed a dynamic
PDP scheme that implements a reliable way to modify and
delete data in the cloud server, but does not support inserting
data. Erway et al. [9] introduced a full dynamic PDP model
that implements all types of data manipulation. Subsequently,
in order to enhance the efficiency of full dynamic operations,
a series of data structures [10]–[12] were employed to con-
struct novel auditing schemes. More recent progress in the
full dynamic model is that Sookhak et al. [13] proposed an
auditing scheme for big data.

With the advent of PB-level data and the growing focus on
data derivative value, data sharing as a fundamental applica-
tion in the cloud environment has led to a large and increas-
ing body of related work. Wang et al. [14] first proposed
Oruta for fear that public auditors might steal the identity
privacy of signers in a shared data group. In their scheme,
the Homomorphic Verification Tags(HVT) based on ring
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signature makes it infeasible for the public auditor to detect
who is the signer through the difference among signatures. In
order to address the issues in the Oruta, Wang et al. further
proposed Panda [15], which can revoke user access to shared
data efficiently, and Knox [16], which possesses an excellent
performance in a large group setting. Yang et al. [17] pro-
posed an auditing scheme with identity privacy preserving
and identity traceability, enabling a group manager to deter-
mine who maliciously modified shared data. More recent
work [18], [19] has focused on the shared data in the large
user setting and Internet of medical things.

Such approaches, however, are limited to complex
certificate management, which causes non-negligible com-
munication and computation costs. The HVT based on iden-
tity/certificateless signature [20] is the promising solution
for diminishing reliance on certificates. Smart et al. [21]
and Wang et al. [22] creatively constructed a certificate-
less public auditing mechanism. Wang [23] introduced an
identity-based PDP model that supports the public audit-
ing in a distributed cloud environment while eliminating
certificate management. The experimental results of a con-
siderable number of work [22]–[25] demonstrate that this
solution can enhance the efficiency of auditing schemes.
Subsequent studies [26]–[30] have focused on combining this
aspect with identity privacy preserving and user revocation
in data sharing. He et al. [26] proposed a privacy-preserving
auditing mechanism with blockless verification based on a
certificateless signature they introduced. With the same goal,
Yu et al. [27] proposed an identity-based scheme support-
ing privacy-preserving. Recently, Tian and Jing [31] pro-
posed a lightweight auditing scheme which supports both
anti-replay/replace attack and agent security. In additional,
to solve the key exposure propose in identity-based scheme,
Yu et al. [32] proposed a scheme with strong key-exposure
resilient auditing.

In the real scenario, shared data, published by an orga-
nization, usually contains sensitive information about both
individuals and the organization. This crucial point has
been ignored by the abovementioned studies. Until recently,
Shen et al. [6] stated the importance of sensitive information
hiding in detail and creatively proposed a remote auditing
scheme supporting such essential attribute. The introduc-
tion of this scheme also brings some potential influence to
other aspect, such as decreasing the overhead of the cipher-
text query [33]–[36], and verification in the untrusted cloud
server [37], [38]. However, we observe that three issues are
not addressed well in their scheme. Firstly, it cannot prevent
a malicious manager from tampering with or forge a file.
Secondly, some redundant responsibilities of the manager
impede the efficiency of system operation in the practical
application. Especially facing the case of massive shared data
and high concurrency, insufficient bandwidth and computing
power at the manager side will cause the computational and
communication bottlenecks in the whole scheme. Thirdly,
in their mechanism for sensitive information hiding, users

must keep random values to recover the data in the future.
That takes a storage burden that cannot be ignored to users.
In addition, if local random values are lost due to hard-
ware failure or human error, the data in the cloud cannot be
recovered.

B. OUR CONTRIBUTION
In view of above issues, this paper proposes a novel and
efficient identity-based auditing scheme, supporting sensi-
tive information hiding and malicious manager preventing.
Compared to previous work, our scheme has the following
distinguishing features:
• We propose a novel mechanism of sensitive informa-
tion hiding, which can prevent the malicious manager.
In the mechanism, the user possesses the unique sign-
ing right to the files he owns. The manager, whose
responsibilities are similar to a gateway in the com-
puter network, only has the right to check whether
the content of the file contains sensitive information.
In addition, our auditing scheme can detect any mali-
cious file operations by the manager. We also give the
formal proof, guaranteeing that our mechanism achieves
sensitive information hiding and malicious manager
preventing.

• We propose an efficient identity-based auditing scheme
for shared cloud data, constructing a novel systemmodel
to support high concurrency and massive data in the real
scenario. Centralized computing tasks (e.g., hiding the
organization’s sensitive information), which are redun-
dant for the manager, are distributed to users. And users
directly retrieve the necessary data from the cloud server
rather than send a request to the manager. These two
crucial strategies reduce the probability of the advent of
computational and communication bottlenecks. Besides,
a novel algorithm is proposed to hide sensitive infor-
mation without random values, reducing the storage
costs at the user side. The identity-based cryptography
is employed to eliminate the complicated certificate
management.

In addition to the above work, we prove the security of our
scheme that guarantees the soundness of shared data. A series
of experiments are designed to compare the performance
with previous work. Theoretical analysis and experimental
results demonstrate that our work significantly enhances the
performance and efficiency of auditing.

C. ORGANIZATION
We review some preliminaries and give the definition of
system model in Section II. The definition of system com-
ponents and security model are portraied in Section III.
The detailed construction of our scheme is described in
Section IV. Section V, Section VI, Section VII demonstrate
the security and performance of the proposed scheme by the-
oretical analysis and numerous experiment. At last, we give
a conclusion of this paper in Section VIII.

114248 VOLUME 7, 2019



Y. Fan et al.: Identity-Based Auditing for Shared Cloud Data

FIGURE 2. System framework.

II. PRELIMINARIES & SYSTEM MODEL
A. BILINEAR MAP
G1 and GT denote two multiplicative cyclic groups with the
same prime order p. g is a generator of G1. A bilinear map
e : G1 × G1→ GT meets the following conditions:
• Bilinearity: e(ga1, g

b
2) = e(g1, g2)ab for all g1, g2 ∈ G1

and a, b ∈ Z∗p .
• Non-degenerate: e(g, g) 6= 1, where 1 is an identity
element in G1.

• Computational: e(g1, g2) can be computed efficiently
for all g1, g2 ∈ G1.

B. COMPUTATIONAL DIFFIE-HELLMAN
(CDH) ASSUMPTION
Given the tuple (g, ga, gb) by the challenger, the adversaryA
intends to obtain gab, where g is a generator of multiplicative
group G, and a, b ∈ Z∗p . The adversary A has the advantage
ε in solving the computational Diffie-Hellman problem if

Pr[A(g, ga, gb) = gab] ≥ ε

Definition 1: If no adversary can solve the above problem
with advantage ε, it can be concluded that the CDH assump-
tion holds in G.

C. DISCRETE LOGARITHM(DL) ASSUMPTION
Given the tuple (g, ga), the adversary A intends to obtain
a ∈ Z∗p , where g is a generator of a multiplicative cyclic
group G. The adversary A has the advantage ε in solving
discrete logarithm problem if

Pr[A(g, ga) = a] ≥ ε

Definition 2: If no adversary can solve the above problem
with advantage ε, it can be concluded that the DL assumption
holds in G.

D. SYSTEM MODEL
Our system model, as illustrated in Fig. 2, consists of five
entities: the user, the manager, the cloud, the Private Key

Generator(PKG) and the Third Party Auditor(TPA). The
respective duties of entities are given in detail as follows.
• User . The user, such as the doctor in Section I, who is
an employee in an organization, generates and possesses
numerous files. He should handle all data blocks with
sensitive information in the files and submit them to his
superior manager.

• Manager . The manager is in charge of gathering all files
submitted by subordinate users and inspecting whether
the sensitive information, especially the information
about the organization, has been hidden by its owner.
The manager rejects the files, which still expose sen-
sitive information; otherwise, the manager uploads the
files and corresponding signatures to the cloud server.
Significantly, the manager is semi-trusted, having no
right to modify any files even if he finds some sensitive
information in the files.

• Cloud . The cloud is a semi-trusted entity. It has a
tremendous storage ability, allowing the user to upload
massive amounts of data and share data with the public.

• The Third Party Auditing. The TPA is a fully-trusted
entity. It has much more ample resources and capabil-
ities than users, offering a professional auditing service
for the user.

• The Private Key Generator . The PKG is a fully-trusted
entity. It is in charge of initializing the public parameters
for the system and providing the private key for the user.
It also allows the user, who possesses the private key,
access the public parameters.

III. SYSTEM COMPONENTS & SECURITY MODEL
A. SYSTEM COMPONENTS
In this section, we will introduce the system component and
security model of our scheme. Our scheme consists of six
components: Setup, PKGen, SigGen, Check , ProofGen, and
ProofVerify. The algorithms of components are given in detail
as follows.
• Setup(1k ) → (Para,msk). The PKG firstly initializes
the system setup by performing this probabilistic algo-
rithm, which inputs a security parameter 1k , and then
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publishes some public parameters Para in the system,
keeps the master secret key msk for the PKG.

• PKGen(Para,msk, ID) → (skID). After receiving a
user’s request with his identity ID, the PKG generates
a private key skID for the user by performing PKGen
algorithm, which inputs the public parameters Para,
the PKG’s secret key msk , and ID ∈ {0, 1}∗. Then the
PKG responds the user with skID.

• SigGen(Para, skID,M ,Mname) → (M ′,8, τ,R). The
user validates the private key skID received from the
PKG and generates signatures corresponding to files by
performing SigGen algorithm, which inputs the public
parameters Para, skID, a file M , the file’s unique name
Mname. The user obtains the blinded fileM ′ without the
sensitive information, the signatures set 8 correspond-
ing to theM ′, the tag τ of theM ′, a verification value R.

• Check(Para,M ′,8, τ ) → {upload, reject}. The man-
ager inspects the content of the blinded file M ′ sub-
mitted from the user by performing Check algorithm,
which inputs the public parameters Para, M ′, the sig-
natures set 8, the tag τ . If no sensitive information
about both individuals and organizations is found in the
file, the manager uploads the file M ′ and the signatures
set 8 to the cloud server; otherwise, he rejects this
file.

• ProofGen(Para,M ′,8, chal) → (P). A preparation
that the TPA needs to do is to generate a challenge
chal, where chal consists of two sets of random values.
After receiving a challenge from the TPA, the cloud
server returns a response with a proof P by performing
ProofGen algorithm, which inputs the public parameters
Para, the blinded fileM ′, the signatures set 8 and chal.

• ProofVerify(Para, chal,P)→{intact, not−intact}. The
TPA validates the auditing proof P from the cloud by
performing algorithmProofVerify, which inputs the pub-
lic parameters Para, the challenge chal, and the proof P.
If P is a valid value, it can be concluded that the chal-
lenged file M ′ is intact; otherwise, M ′ is not intact .

B. SECURITY MODEL
We proceed to define the security model for our scheme
against the semi-trusted cloud server (Soundness). In the
security model, a probabilistic polynomial-time (PPT) adver-
sary A is defined to simulate the semi-trusted cloud server;
And a challenger C is defined to simulate the data owner. The
basic game between the adversaryA and challenger C is given
in detail as follow.

Setup: The challenger C firstly initializes the system
setup by performing algorithm Setup, which inputs a
security parameter 1k . Then C publishes the public
parameters Para for the Adversary A and remains the
master secret key msk secretly for himself.
Queries : the adversary A can present two types of
adaptive queries to the challenger C, as given below.

Private Key Queries: After receiving the request for
the private key with user’s identity IDi, C computes

a private key skIDi by performing PKGen as a
response to A.
SigGen Queries: After receiving the request from
A for the signatures of a file M ′ under the identity
IDi, C generates the private key skIDi by performing
PKGen algorithm and computes the signatures set
by performing SigGen algorithm. Finally, C returns
the set of signatures to A.

Audit: In order to audit the data integrity, the chal-
lenger C adaptively challenges to the adversary A. The
Adversary A plays the role of a prover, who is in
charge of responding to the integrity challenges from the
challenger.
a) The challenger C generates an auditing challenge

chal and requests A with chal.
b) After receiving the challenge chal from C,

A responds with a data integrity proof P according
to knowledge it obtains in the Queries phase.

c) The challenger C performs ProofGen algorithm to
verify the auditingProof and returns the result toA.

Note that the challenger C holds the blinded file M ′ and
never send it to the adversary A in the security model. That
implies the proof generated by A is invalid. If the proof
P forged by A can pass the challenger’s verification with
a non-negligible probability, it can be concluded that the
adversary A succeeds in the game.
Definition 3: Our scheme is secure against the semi-

trusted cloud server if any PPT adversaries A can win the
above game with a negligible probability in κ . That can be
denoted as follow:

Pr[Awin] ≤ ε(κ)

where κ is taken over all coin tosses between the adversary
and challenger.

Malicious manager preventing and sensitive information
hiding are also essential properties for our scheme. Thus,
we give the security definitions as follows.
Definition 4: Our scheme is secure against the malicious

manager if any invalid fileM and corresponding signatures S,
that have been tampered with or forged by the manager, can
be verified by the cloud server with a negligible probability
in κ . That is denoted as follow:

Pr[Verify(M , S) = Pass] ≤ ε(κ)

where κ is taken over all coin tosses between the manager and
cloud.
Definition 5: Our scheme defends sensitive information if

any PPT cloud server or researchers can crack the blinded
fileM ′, obtaining the fileM , which is equal to the originalM ,
within a negligible probability ε. That is denoted as follow:

Pr[Crack(M ′) = M ] ≤ ε

IV. CONSTRUCTION
In this section, We demonstrate a concrete construction of
our scheme in detail. For preventing a potential malicious

114250 VOLUME 7, 2019



Y. Fan et al.: Identity-Based Auditing for Shared Cloud Data

manger, we define that the user possesses the unique signing
right to the files he owns and the manager, whose duties are
similar with a gateway in the network, only has the right
to inspect the content of a file for the subsequent decision.
That implies that any malicious modifications or forgery
operations by the manager can be revealed in the procedures
of the cloud’s signature verification and the TAP ’s auditing.
We also construct a novel system model by adjusting the
duties of each entity for supporting high concurrency and
massive data in the real scenario. The time-consuming oper-
ations, such as signature transformation and hiding sensitive
information about the organization, are mapped to the subor-
dinate users. That makes the appearing frequency of the com-
putational bottleneck at the manager side lower. And, with
the user having the ability to download wanted files from the
cloud directly, the appearing frequency of the communication
bottleneck at the manager side is lower.

In our scheme, we use a portion of the user’s private key
to hide sensitive information instead of choosing a random
value for each file. It is the new mechanism that reduces the
storage cost at the user side. It also avoids the inability to
recover blind files the user owns due to the unexpected loss
of random values.

As the foundation of the auditing scheme, the signa-
ture algorithm affects the efficiency of data processing
and integrity auditing. In view of this point, we employ
Hess’s efficient identity-based signature scheme [39] to sign
data blocks. Inspired by Shacham and Waters scheme [40],
we also fragment a file into blocks with the same
size.

The details of this scheme are as follow.

A. SYSTEM SETUP: Setup(1k )
Given a security parameter k , the setup step is typically
performed once for a system as given below.
1) The PKG randomly chooses two multiplicative cyclic

groups G1 and GT with the same prime order p > 2k

and the corresponding bilinear map e: G1 × G1→ GT .

2) The PKG selects an element x
R
← Z∗p and two group

elements g, u
R
← G1. Then the PKG computes Ppub =

gx as the publice key and holds the master secret key
msk = x secretly.

3) The PKG chooses four hash functions H ,H0,H1:

{0, 1}∗→ G1 and Hs,H2 : {0, 1}∗→ Z∗p .
4) Finally, the PKG unveils the public parameters

Para = (G1,G2, p, g, u,H ,H0,H1,Hs,H2,Ppub) in the
system.

B. PRIVATE KEY EXTRACTION: PKGen(Para,msk, ID)
Each users in the system firstly sends an identity to the PKG
for obtaining a private key. The details are as follows.
1) When a user requests for the private key under his

identity ID, the PKG generates a corresponding private
key, which is skID= (sk ′ID, sk

′′
ID)= (H0(ID ‖ 0)x ,

H1(ID ‖ 1)x).

2) The user can validate the received private key skID by
computing whether

e(sk ′ID, g)
?
= e(H0(ID ‖ 0),Ppub) (1)

e(sk ′′ID, g)
?
= e(H1(ID ‖ 1),Ppub) (2)

If above equations hold, the user accepts the private
key skID; otherwise, he rejects it and requests for a new
skID again.

C. SIGNATURE GENERATION:
SigGen(Para,M, skID,Mname)
The user firstly fragments a fileM , which is to be submitted,
into n-blocks, getting M = m1,m2, · · · ,mn where mi ∈ Z∗p .
We define that SIS is a set of indexes for the data blocks that
contain the sensitive information. The user signs each data
block mi as follows.
1) The user calculates a blinding factor with a portion of his

private key, ai = H (Mname ‖ i)Hs(sk
′′
ID), where i ∈ SIS

and Mname
R
← Z∗p is a unique identification of M .

2) In order to hide sensitive information, for each block mi
whose index i is in the set SIS, the user calculates the
blinded blocks m′i = mi + H2(ai) mod p. We give an
instance of data blinding as shown in Fig. 3. It can be
seen that, after blinding all above data block mi, the user
obtains the blinded file M ′ = (m′1,m

′

2, ...,m
′
n), where if

i ∈ SIS, m′i 6= mi; otherwise m′i = mi.

FIGURE 3. An instance of data blinding.

3) The user chooses an element r
R
← Z∗p and sets R = gr ,

where R is used to verify signatures in the later algo-
rithm. Then, the user sets the meta tag τ0 = Mname ‖
n ‖ R and computes a file tag τ = τ0 ‖ IDS(τ0, ssk) ‖
spk for the blinded file M ′, where IDS(τ0, ssk) is an
identity-based signature upon the value τ0, the sign
secret key ssk is hold by user secretly and spk is the sign
public key.

4) The user proceeds to generate the signature for each
blocks in the blinded file M ′ by another portion of his
private key sk ′ID as follow.

σi = H0(ID ‖ 0)x(H (Mname ‖ i) · um
′
i )r (3)

And, the user collects all signatures into a set 8 =
{σi}1≤i≤n for the blinded file M ′. Finally, {M ′,8, τ } is
submitted to a manager of the organization.
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D. FILE CHECK: Check(Para,M ′,8, τ )
After receiving a fileM ′ and necessary values submited by a
user, the manager performs this algorithm as follow.
1) The manager obtains the meta tag τ0 ofM ′ and the sign

public key spk by spliting τ . Then the manager validates
τ0 by performing IDV (τ0, spk , IDS(τ0, ssk)). If it passes
the validation, the manager obtains the verification value
R by spliting τ0 and does the next step.

2) The manager validates each signature σi in the set 8 by
computing whether:

e(σi, g)
?
= e(H0(ID ‖ 0),Ppub)

·e(H (Mname ‖ i) · um
′
i ,R) (4)

if the (4) does not hold, the manager rejects this file
submission due to the invalid signature; otherwise, does
the next step.

c) Finally, the manager inspects the content of data blocks
with sensitive information. If the blockm′i in the blinded
file M ′ is found to still contain sensitive information,
the manager rejects this file submission; otherwise,
the manager uploads {M ′,8, τ } to the cloud. The cloud
will validate the fileM ′ and the corresponding signatures
to prevent the malicious modification by the manager.

E. PROOF GENERATION: PROOFGEN(PARA, M ′,8′,CHAL)
The procedure of proof generation consists of two phases:
challenge and response. The details are given as follow.
1) Challenge. Before challenging a blinded file M ′,

the TPA askes the cloud for the file tag τ and validates
the meta tag τ0 in it by the sameway inCheck algorithm.
If τ0 cannot pass the validation, the TPA reports an error
exception to the file owner; otherwise, obtains the file
nameMname, the verification value R by spliting τ0 and
then generates challenge chal to audit as follows:
a) generates a set of random indexes I , where each

element of I is in [1, n] and its length is c.

b) chooses an element vi
R
← Z∗p for each element i in

the set I .
c) requests the cloud with a challenge chal = {i, vi},

where i ∈ I .
2) Response.When the TPA requests with a challenge, the

cloud reads the corresponding file M ′, signatures set 8
it stores. Then the cloud generates a proof P = {λ, σ }
according to those resources, where λ =

∑
i∈I m

′
ivi is a

linear combination of data blocks, σ =
∏

i∈I σi
vi is an

aggregate signature.
Finally, the cloud responds the TPA with the proof P.

F. PROOF VERIFICATION: PROOFVERIFY (CHAL,PARA,P)
The TPA validates the proof from the cloud by computing
whether:

e(σ, g) ?
= e(H0(ID ‖ 0),Ppub)

∑
i∈I vi

·Pe(
∏
i∈I

H (Mname ‖ i)vi · uλ,R) (5)

If (5) holds, the TPA reports the blinded fileM ′ is intact to
the user; otherwise, the TPA reports the file is not intact.

V. SECURITY ANALYSIS
In this section, we demonstrate that our scheme implement
the properties of the completeness, auditing soundness, mali-
cious manager preventing and sensitive information hiding.
Besides, A detailed probabilistic analysis is given to ensure
that our scheme achieves the detection of the cloud server’s
misbehavior.

A. COMPLETENESS
Completeness guarantees the correctness of our scheme if all
the entities behave honestly.
Theorem 1: On the condition that the PKG performs the

algorithm PKGen successfully, the user always accepts the
private key generated by the PKG. The manager always
accepts the blinded file and its corresponding signatures if
they are computed by the user faultlessly. While the blinded
file keeps intact, the proof computed by the cloud server can
pass the validation of the TPA.

Proof: if (1), (2), (4), (5) all hold, then this theorem is
proved. Since sk ′ID = H0(ID ‖ 0)x , it follows that,

e(sk ′ID, g) = e(H0(ID ‖ 0), g)

= e(H0(ID ‖ 0), Ppub)

Hence, (1) holds. And the proof of (2) is same as (1). So we
can say (2) also holds.
Since the signature of data block i is

σi = H0(ID ‖ 0)x(H (Mname ‖ i) · um
′
i )r

it follows that,

e(σi, g) = e(H0(ID ‖ 0)x(H (Mname ‖ i) · um
′
i )r , g)

= e(H0(ID ‖ 0)x , g) · e((H (Mname ‖ i) · um
′
i )r , g)

= e(H0(ID ‖ 0),Ppub) · e(H (Mname ‖ i) · um
′
i ,R)

Therefore, (4) holds.
Note that λ =

∑
i∈I m

′
ivi and

σ =
∏
i∈I

σi
vi =

∏
i∈I

(H0(ID ‖ 0)x(H (Mname ‖ i) · um
′
i )r )vi

=

∏
i∈I

H0(ID ‖ 0)x·vi ·
∏
i∈I

(H (Mname ‖ i) · um
′
i )r ·vi

= H0(ID ‖ 0)x·
∑

i∈I vi · (
∏
i∈I

H (Mname ‖ i)vi · u
∑

i∈I m
′
ivi )r

= H0(ID ‖ 0)x·
∑

i∈I vi · (
∏
i∈I

H (Mname ‖ i)vi · uλ)r

So we have,

e(σ, g) = e(H0(ID ‖ 0)x·
∑

i∈I vi , g)

· e((
∏
i∈I

H (Mname ‖ i)vi · uλ)r , g)
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= e(H0(ID ‖ 0)
∑

i∈I vi , Ppub)

· e(
∏
i∈I

H (Mname ‖ i)vi · uλ, R)

Hence, (5) holds.

B. SOUNDNESS
Auditing soundness shows that our scheme is secure against a
semi-trusted cloud server. The following theorem guarantees
the soundness of our scheme as defined.
Theorem 2: If the Computational Diffie-Hellman problem

and Discrete-Logarithm problem are hard in bilinear groups
and the signature mechanism(IDS) for file signatures exis-
tentially is unforgeable, then, in the random oracle model,
except with negligible probability no adversary or semi-
trusted server, who is against the soundness of our scheme,
ever causes the TPA to accept the proof, except by keeping
intact data and responding with correct proof.

Proof: We proceed to prove the theorem in a series of
security games, which is inspired by the scheme [40].
Game 0: This game’s process is simply the security model

in Section III.
Game 1: This game is same as Game 0, except with fol-

lowing difference. The challenger C maintains a list which
records the adversary’s responses in the Queries phase. In the
Audit phase, The challenger C inspects each instance of the
interactions with the adversaryA. If in any of these instances,
A succeeds but the aggregate signature σ is not equal to∏

i∈I σi
vi generated by C according to its maintained file,

the challenger declares failure and aborts the game.
Analysis: Suppose that the difference in the adversary’s

success probabilities between Game 0 and Game 1 is non-
negligible. We now demonstrate the method to biuld a sim-
ulator to solve the CDH problem. Given g, gα, h ∈ G as
input, where the multiplicative group G = 〈g〉 with the prime
order p, this simulator intends to output ha. To solve the
hard problem, it interacts with the adversary A, simulating
the behavior of the challenger in Game 0, except with the
differences as shown below:
• The simulator selects an element x

R
← Z∗p and

two random values η, ξ from Z∗p . Then, it calculates
Ppub = gx , msk = x, and u = hηgξ .

• When asked for some signatures of data blocks, the sim-
ulator acts as follows. Firstly, it runs algorithm PKGen
to extract a private key skID = (sk ′ID, sk

′′
ID) = (H0(ID ‖

0)x , H1(ID ‖ 1)x) for the user with the identity ID. Then,
it randomly chooses a name Mname and an element
ω ∈ Z∗p for the fileM ′. The simulator set r = αω and the
verification value gr = (gα)ω. To keeps a list of qureies
and responses in a consistant way, it specifies the random
oracle H as shown below.

• For each data block mi ∈ Z∗P (i ∈ [1, n]) queried
by A, the simulator selects a random value ri ∈ Z∗P and
specifies the random oracle H under i as

H (Mname ‖ i) = gri/(hηm
′
i · gξm

′
i )

Then the simulator calculates

(H (Mname ‖ i) · um
′
i )r = (gri/(ham

′
i · gbm

′
i ) · (hηgξ )m

′
i )r

= (gri )r = Rri

where R = gr . The simulator proceeds to sign the data
block m′i as

σi = H0(ID ‖ 0)x(H (Mname ‖ i) · um
′
i )r

= H0(ID ‖ 0)xRri

• The simulator interacts with the adversary A, running
ProofGen and ProofVerify algorithm. If the condition
mentioned in the Game 1 occurs: the adversary A suc-
ceeds, while the aggregate signature σ is not equal to∏

i∈I σi
vi generated by C from the file it holds, the sim-

ulator aborts this game and begins to solve the hard
problem by using the records of the adversary’s qureies.

Before showing how the simulator solves the CDH prob-
lem, we will deduce a few conclusions. Suppose that an
honest cloud returns a correct proof P = {λ, σ }, which
satisfies the verification equation that is

e(σ, g) = e(H0(ID ‖ 0),Ppub)
∑

i∈I vi

· e(
∏
i∈I

H (Mname ‖ i)vi · uλ,R) (6)

Suppose that the adversary A returns a forge proof P =
{λ, σ } in Game 1. we know that the simulator aborted, which
implies that the aggregate signature σ 6= σ and that σ can
pass the verification equation that is

e(σ , g) = e(H0(ID ‖ 0),Ppub)
∑

i∈I vi

· e(
∏
i∈I

H (Mname ‖ i)vi · uλ,R) (7)

where R = gr . Assume that if λ = λ, we can get σ = σ ,
which contradicts the assumption in Game 1. Hence, we can
draw the conclusions: it must be the case that σ 6= σ and
1λ = λ− λ is non-zero.

With this in mind, now, dividing (6) by (7), we can get

e(σ/σ, g) = e(u1λ,R) = e((hηgξ )1λ, ((gα)ω)).

Rearranging terms yields

e(hα, g)ηω1λ = e(σσ−1(gα)−ξω1λ, g).

It can be seen that we have obtained the solution to the
CDH problem,

hα = (σσ−1(gα)−ξω1λ)
1

1ληω ,

as long as 1ληω 6= 0 mod p. However, we have drawn
a conclusion that 1λ can not be zero, which deduces the
probability that 1ληω = 0 mod p equals to 1/p.
Therefore, on the condition that the difference in the adver-

sary’s success probabilities between Game 0 and Game 1 is
non-negligible, a simulator can be built to solve the CDH
problem by interacting with A.
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Game 2: This game is same as Game 1, except with follow-
ing difference. The challenger C also maintains a list which
records the adversary’s responses in the Queries phase. In the
Audit phase, The challenger C inspects each instance of the
interactions with the adversaryA. If in any of these instances,
A succeeds but the linear combination of data blocks λ is
not equal to

∑
i∈I m

′
ivi generated by C from the file it holds,

the challenger declares failure and aborts the game.
Analysis: Suppose that the difference in the adversary’s

success probabilities between Game 1 and Game 2 is non-
negligible. We now demonstrate the method to biuld a simu-
lator to solve the DL problem. Given g, gα as input, where
the multiplicative group G = 〈g〉 with the prime order p,
this simulator intends to output a. To solve the hard problem,
it interacts with the adversary A, simulating the behavior
of the challenger in Game 1, except with the differences as
shown below:
• The simulator selects an element x

R
← Z∗p and two

random values η, ξ from Z∗p . Then, it calculates Ppub =
gx , msk = x, and u = (gα)ηgξ .

• The simulator interacts with the adversary A, running
algorithms ProofGen and ProofVerify. If the condition
mentioned in the Game 2 occurs: the adversary A suc-
ceeds, while the linear combination of data blocks λ is
not equal to

∑
i∈I m

′
ivi generated by C from the file it

holds, the simulator aborts this game and begins to solve
the hard problem by using the records of the adversary’s
qureies.

Again, suppose that an honest cloud returns a correct proof
P = {λ, σ }, which satisfies (6). And we know that the
simulator aborted in Game 2, which implies that the forge
proofP = {λ, σ } can pass the verification (7) and1λ = λ−λ
is not 0. From the difference between Game 1 and Game 2,
we can deduce that σ = σ ; otherwise, the adversary cannot
win in Game 2. By checking (6) and (7), we have

e(σ, g) = e(σ , g)

→ e(H0(ID ‖ 0),Ppub)
∑

i∈I vi

· e(
∏
i∈I

H (Mname ‖ i)vi · uλ,R)

= e(H0(ID ‖ 0),Ppub)
∑

i∈I vi

· e(
∏
i∈I

H (Mname ‖ i)vi · uλ,R)

Hence, we get

uλ = uλ

Rearranging terms yields

u1λ = ((gα)ηgξ )1λ = (gα)η1λ · gξ1λ = 1

It can be seen that we have obtained the solution to the DL
problem,

α = −ξη−1 mod p

as long as η 6= 0 mod p. Since η is a random value, we
know the probability that η = 0 mod p equals to 1/p.
Therefore, on the condition that the difference in the adver-

sary’s success probabilities between Game 1 and Game 2 is
non-negligible, a simulator can be built to solve the DL
problem by interacting with A.
Wrapping Up: Since the hardness of the CDH problem

implies the hardness of the discrete logarithm problem [40],
we accomplish proving the auditing soundness of our scheme.

C. MALICIOUS MANAGER PREVENTING
Wedefine the following theorem to guarantee that our scheme
can prevent the malicious managers.
Theorem 3: If the Computational Diffie-Hellman problem

and Discrete-Logarithm problem are hard in bilinear groups,
then, in the random oracle model, except with negligible
probability no malicious manager, ever causes the cloud to
accept the file, except by uploading the file that has not been
maliciously modified and correct signatures.

Proof: The proof process of theorem 3 is similar with
theorem 2. So we can say our scheme achieves the property
that prevents the malicious manager.

D. SENSITIVE INFORMATION HIDING
The following theorem is defined to guarantee that it is infea-
sible that the cloud server and researchers obtain sensitive
information.
Theorem 4: In the random oracle model, no researchers

or cloud server ever recovers original data with sensitive
information except with a negligible probability.
Analysis: According to the construction of the proposed

scheme in Section IV, for hiding sensitive information,
the user with identity IDu calculates a blinded data m′i for the
original block mi as follow.

m′i = mi + H2(H (Mname ‖ i)Hs(sk
′′
IDu

)) mod p (8)

If Given them′i, the adversaryA recovers themi, we declare
the A succeeds. By analyzing the (8), three conditions that
are needed for the adversaryA to succeed are summarized as
follows:
• C1: A generates the private key sk ′′IDu corresponding to
the identity IDu by querying the challenger C.

• C2:A obtains the private key sk ′′IDu by a series of queries
for the random oracle Hs.

• C3:A obtains the private key sk ′′IDu by a series of queries
for the random oracle H2.

If any one condition holds, A succeeds. Since C1, C2, C3
are independent events, the probability Pr[Asucceeds] is

Pr[Asucceeds] = Pr[C1]+ Pr[C2]+ Pr[C3]

−Pr[C1]Pr[C2]− Pr[C1]Pr[C3]

−Pr[C2]Pr[C3]+ Pr[C1]Pr[C2]Pr[C3]

Proof: We now calculate the probability Pr[Asucceeds],
proving Theorem 4.
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Claim 1: If CDH problem is hard in the bilinear groups,
in the random oracle model, no PPT A ever generates the
private key sk ′′IDu corresponding to the identity IDu by query-
ing the challenger C except with a negligible probability
Pr[C1] ≤ ε′.

Proof: To prove Claim 1, we define the following game
between the adversary A and the challenger C.
• Setup. the challenger C runs algorithm Setup, publishing
the public key Ppub for A and remaining the master
secret key msk .

• Queries.When the adversaryA askes for private keys on
at most qp identities of his choice {ID1,ID2,· · · ,IDqp},
C generates a private key sk ′′IDi = H1(IDi ‖ 1)msk for
each request.

• Output. the adversary A generates the private key
sk ′′IDu for the identity IDu, where IDu /∈{ID1,ID2, · · · ,

IDqp}, and wins the game if the following equation
holds.

e(sk ′′IDu , g) = e(H1(IDu ‖ 1),Ppub) (9)

Suppose thatAwins the above game with a non-negligible
probability. We now demonstrate how to biuld a PPT simula-
tor S to solve the CDH problem. Given g, gα, h ∈ G, where
the multiplicative group G = 〈g〉 with the prime order p,
the simulator S intends to generate ha. To solve the hard
problem, S interacts with A as follows:
• Setup. The simulator S selects an element x

R
← Z∗p , and

sets msk = x and Ppub = gαgx . And S publishes the
public key Ppub.

• Hash queries.The adversaryA can adaptively query the
random oracle H1. The simulate holds a list QueryList
to record the instance 〈IDi,wi, ri〉 for each query. When
A queries the random oracle H1 for the identity IDi ∈
{0, 1}∗, S returns the H1(IDi ‖ 1) = wi ∈ G if IDi
is already on the QueriesList; otherwise, S generates a
hash value as follow.
a) The simulator S selects an element ri

R
← Z∗p .

b) If the IDi = IDu, S sets wi = hgri ; otherwise, S
sets wi = gri .

c) The simulator S inserts the instance 〈IDi,wi, ri〉 to
the QueriesList and returns the hash value:

H1(IDi ‖ 1) = wi ∈ G.

• Private key queries.After receiving a private key query
for the identity IDi, the simulator generates a private as
follows.
a) The simulator S obtains the H1(IDi ‖ 1) = wi ∈ G

by performing the algorithm of Hash queries.
b) If IDi=IDu, S declares failure and aborts the game;

otherwise, S returns a valid private key sk ′′IDi = wix .
• Output. Finally, the adversary A generates the private
key sk ′′IDu for the identity IDu. If sk ′′IDu does not satis-
fies (9), S declares failure and aborts the game; other-
wise, S computes the solution for the CDH problem as
follow.

Since H1(IDu ‖ 1) = wi = hgr and Ppub = gαgx , where
r is a random value in Z∗p , the simulator S gets

e(sk ′′IDu , g) = e(hgr , gαgx)

→ e(sk ′′IDu , g) = e(hαhx , g)e(gαgr+x , g)

→ e(sk ′′IDu (g
αgr+x)−1, g) = e(hαhx , g)

Thus, the simulator obtains the solution for the CDH
problem,

hα = sk ′′IDu (h
xgαgr+x)−1

Therefore, one the condition that the adversaryA succeeds
in the game, a simulator can be constructed to solve the CDH
problem with a non-negligible probability. Boneh et al. [44]
analyzed the probability that the simulator solves the hard
problem in detail. Claim 1 is proved.

According to the Claim 1, we get Pr[C1] ≤ ε′. In the ran-
dom oracle model, the outputs of the hash functions H2,Hs
are uniformly distributed. Hence, Pr[C2] = Pr[C3] = 1/p.
We get

Pr[Asucceeds] ≤ ε′ +
2
p
−

2ε
p
−

1
p2
+
ε

p2

Since p is a large prime number, the probability Pr[Asucceeds]
that A recovers the original file with sensitive information is
negligible. Theorem 4 is proved.

E. PROBABILISTIC ANALYSIS
As mentioned in our scheme, the TPA only verifies random
blocks instead of the entire file, still achieving the detection
of the cloud server’s misbehavior. We now analyze the detec-
tion probability, with the same strategy in previous work [7].
Assume that the cloud server modifies t blocks out of a
n-block file and the number of different blocks challenged by
the TPA is c. Set X to be a discrete random variable, which
is the intersection of the set of blocks challenge by the TPA
and the set of blocks deleted by the cloud server. LetPX be the
probability that the TPA can detect the cloud server’s deletion
operation. Thus, we have:

PX = P{X ≥ 1} = 1− P{X = 0}

= 1−
n− t
n
·
n− 1− t
n− 1

·
n− 2− t
n− 2

· · · · ·
n− c+ 1− t
n− c+ 1

Since n−i−1−t
n−i−1 ≤

n−i−t
n−1 , so we get:

1− (
n− t
n

)c ≤ PX ≤ 1− (
n− c+ 1− t
n− c+ 1

)c

Therefore, the TPA can detect the cloud server’s misbehav-
ior with probability at least 1− ( n−tn )c. That implies that the
probability increases as the number of data blocks challenged
by the TPA increases.

VI. THEORETICAL ANALYSIS
A. FUNCTIONAL ANALYSIS
We show the functional comparison between our scheme
and some related work [6], [15], [40]–[43]. As illustrated in
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TABLE 1. Functional comparison.

TABLE 2. Comparisons on computation costs of each process with Shen’s scheme.

TABLE 1, only our scheme and Shen’s scheme [6] support
sensitive information hiding in the field of data sharing. Fur-
thermore, our scheme satisfies malicious manager prevent-
ing and direct data retrieval, which are absent from Shen’s
scheme. Also, our scheme supports the remaining properties
in TABLE 1: data sharing, certificate freeness, and public
auditing.

B. PERFORMANCE ANALYSIS
TABLE 2 illustrates the computation costs of our scheme
and the comparison with Shen’s scheme [6] in each process.
In the table, HG1 ,MG1 and EG1 indicate the costs of perform-
ing one hasing, one multiplication and one exponentiation
in G1; HZ∗P , AZ∗P , SZ∗P and M + Z∗P indicate the costs of
performing one hasing, one addition, one subtraction and one
multiplication in Z∗p ; And PFZ∗p denotes the cost of gener-
ating a random value through one pseudo-random function;
Similarly, EG2 and MG2 indicate the costs of performing one
exponentiation and one multiplication in G2; P denotes the
cost of one bilinear pairing: G1 ×G1→ G2; n is the number
of thewhole file; c is the number of random blocks challenged
by the TPA; d1 is the the number of data blocks with the
sensitive information about individuals, and d2 is the sensitive
information about the organization; l is the length of a user’s
identity in Shen’s scheme [6].

From TABLE 2, it can seen that data blinding brings (d1+
d2)(HG1 + 2HZ∗p + AZ∗p ) cost to users in our scheme, and
Shen’s scheme is d1(PFZ∗p +AZ∗p ). That results from distribut-
ing the manager’s computational costs to subordinate users.
Consequently, combinating the process check (sanitization
in Shen’s scheme), Shen’s scheme takes d1(PFZ∗p + AZ∗p ) +
(d1 + d2)(EG1 + MG1 + SZ∗p ). However, in the check

process, our scheme does not take time-consuming opera-
tion, like exponentiation, and only inspects the content of
data blocks. Therefore, our scheme provides a more secure
and efficient mechanism for sensitive information hiding.
As for auditing-realted processes, TABLE 2 illustrates that
our scheme takes fewer pairings and exponentiations. Our
scheme’s costs of SigGen is n(HG1+MG1+2EG1 ), that is
n multiplications and nl exponentiations fewer than the
costs of Shen’s scheme. Both schemes have a same cost
in the process ProofGen. In ProofVerify, our scheme brings
3P+MG2+(c − 1)AZ∗p+EG2+(c+1)EG1+cMG1+cHG1 cost
to the TPA, and Shen’s scheme brings one pairing, (c−1)
additions, (l + 1)multiplications and (l+1) exponentiations
more. It is widely accepted that bilinear pairing and exponen-
tiation are more time-consuming compared to the other ones.
Therefore, it can be concluded that our scheme theoretically
enhances the efficiency of integrity auditing.

TABLE 3. Comparison on communication costs and storage overhead
with Shen’s scheme.

Further, on the aspects of communication and storage
costs, we compare with Shen’s scheme as shown in TABLE 3.
In the table, ESZ∗P and ESG1 are the sizes of an element in
Z∗P and G1. c is the number of data blocks challenged by the
TPA. When performing auditing, two scheme consume the
same communication cost. And to recovery an original file,
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Shen’s scheme make user to keep an element in Z∗p for the
file. Our scheme eliminates such cost at the user side, as well
as avoiding the inability to recover the file due to the loss of
random values. In addition, our scheme support preventing
malicious managers.

VII. EXPERIMENTAL ANALYSIS
We further implement prototype systems of our scheme and
Shen’s scheme based on Pairing-Based Cryptography (PBC)
Library [45]. We program all algorithms of both schemes in
C language. The running environment of prototype systems
is MacOS Mojave 10.14.3 with Intel Core i5 2.7GHz CPU
and 8GB 1867MHz DDR3 memory. In the implementation,
we employ the symmetric the elliptic curve y2 = x3 + x,
where ESG1 , the size of an element in G1, is 512 bits and
ESZ∗p , the size of an element in Z∗P , is 160 bits. And we set the
length of user identity used by Shen’s scheme to be 160 bits,
which is same as their strategy. We perform our experiments
on 200 sample EHRs from the Hospital of the University of
Electronic Science and Technology of China(UESTC Hospi-
tal). All samples are stored in comma-separated values(CSV)
format files respectively with an average size of 6KB.

A. SENSITIVE INFORMATION HIDING
Given a smaple EHR as shown in TABLE 4, it can be noted
that the sensitive information is from row 1 to row 10 and the
information after row 10 is needed to publish to researchers
in the UESTC. Since the sensitive information includes the
indispensable portions and optional ones and the size of each
portions is not fixed, the size of the sensitive information
is in the range of 240-300 bytes. To fix the size of it to
300 bytes, we extend the content of sensitive informationwith
wildcard ‘*’. During the process of SigGen, each smaple is
fragmented intomultiple blockswith the smae szie (20 bytes).
That is to say the set SIS = {1, 2, 3, 4, · · · , 15} is fixed.

TABLE 4. A sample EHR: San Zhang.

TABLE 5. The result of sensitive information hiding for the smaple of
San Zhang.

Thus, the content of the first 15 blocks is ciphertext as shown
in TABLE 5, which is the result of processing the sample
in TABLE 4. The result shows that the first 15 blocks with
sensitive information have been hidden and other blocks can
be directly used to analysis.

FIGURE 4. The performance of processing sensitive information.

To estimate to performance of the sensitive information
hiding and recovering, we record the time cost of processing
different numbers of samples EHRs(from 1 to 200) and give
the result as illustrated in Fig. 4. It can be noted that the
time cost of hiding 60KB sensitive information in 200 sam-
ples is 830.3ms and our mechanism hidden data at about
72KB/s on average. The curve of information recovering
is almost close to that of information hiding. The reasons
is that the i-th blinded block m′i is mi + H2(H (Mname ‖
i)Hs(sk

′′
IDu

)) mod p, and the main time cost is to calculate hash
values for both information hidding and recovering. That is
to say, compared with schemes without sensitive information
hiding, the time cost of processing such information is negli-
gible for deploying in the real scenario.

B. PERFORMANCE COMPARISON
The performance of all processes are illustrated in Fig. 5,
which result from processing 105 data blocks including five
blocks with sensitive information.With simplifying signature
algorithm, we reduce the time costs of extracting and verify-
ing the private key to 12ms and 14ms, that takes second-level
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FIGURE 5. The performance of each process.

time overhead in Shen’s scheme. Besides, the time costs
of generating and verifying signatures are dropped to 0.72s
and 0.95s. Compared to Shen’s scheme, the efficiencies of
SigGen and Sigvry are almost increased by 50 percent. As for
sensitive information hiding, we employ a novel mechanism
in our scheme to reduce the storage cost at the user side.
Moreover, our scheme costs less time in implementation,
as shown in Fig. 5, only taking 29 ms to hide sensitive
information. And Shen’s scheme takes 41 ms. With Adding
up the all time costs in Fig. 5, we can get the time overhead
that is taken by the user and manager to upload a 2 KB file to
the cloud. Our scheme needs less than 2s. On the other hand,
Shen’s scheme needs more than 4s.

FIGURE 6. The time costs of signature generation and verification.
(a) Signature generation. (b) Signature verification.

We further measure the performance of the signature gen-
eration and verification in detail, by processing the different
number of blocks n = {100, 200, . . . , 1000}. Fig. 6 shows
that the operation time for signature generation and verifica-
tion are proportional to the number of blocks; On processing
the same number of blocks, our scheme takes less time than
Shen’s scheme.

In order to measure the performance of auditing, we set the
different number of blocks challenged by the TPA, c= { 100,
200, . . . , 1000}. Fig. 7 illustrates the time cost of auditing
process at the TPA side. And Fig. 8 illustrates the time cost
of auditing at the cloud server side. Our scheme takes more
ti me for generating a challenge than Shen’s scheme but only
needs less than 1.5 s to challenge 1000 blocks. As for the
time costs for proof generation and verification, our scheme is
50 percent faster comparing with Shen’s scheme. Therefore,
it is can be concluded that our scheme enhances efficiency
comparing with previous work. That is consistent with the
theoretical analysis.

FIGURE 7. The time cost of auditing at the TPA side. (a) Challenge
generation. (b) Proof verification.

FIGURE 8. The time costs of auditing at the cloud server side.

VIII. CONCLUSION
In this paper, we investigated the auditing schemes for shared
data in the cloud. We proposed a secure and efficient audit-
ing scheme that supporting sensitive information hiding and
malicious manager preventing. It allows the file-owner to
share data with sensitive information and guarantees the
integrity and authenticity of shared data to be fully trusted
by the owner and researchers. The novel system model and
mechanism for sensitive information hiding make the pro-
posed scheme advantageous over previous work. Meanwhile,
we gave the security analysis in detail to guarantee the
robustness and soundness of our scheme. Theoretical analysis
and experimental results demonstrate our scheme is more
efficient than previous work.
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