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ABSTRACT One of the challenges faced by surveillance video analysis is to detect objects from the
frames. For outdoor surveillance, detection of small object like pedestrian is of particular interest. This paper
proposes a fast, lightweight, and auto-zooming-based framework for small pedestrian detection. An attentive
virtual auto-zooming scheme is proposed to adaptively zoom-in the input frame by splitting it into non-
overlapped tiles and pay attention to the only important tiles. Without sacrificing detection performance,
we have obtained a fully convolutional pedestrian detection model which can be run on low computational
resources. It has been trained on an outdoor surveillance dataset and evaluated on two specially prepared
testing sets of small (far) pedestrians in outdoor surveillance.We have compared our framework performance
with different single-step customized pedestrian detectors as well as the two-step detector faster R-CNN. The
results validate the efficiency of our framework.

INDEX TERMS Deep convolutional neural network, outdoor surveillance, real-time pedestrian detection,
small pedestrian objects, virtual auto-zooming.

I. INTRODUCTION
Pedestrian detection is a significant task in computer vision
field. In most modern artificial intelligence applications
such as robotics, video surveillance and autonomous driv-
ing, pedestrian detection is an important preliminary step for
further processing. During the past few decades, although
different algorithms were proposed for high efficient pedes-
trian detection, it remains a challenging task to detect tar-
gets with different appearances, body poses, clothing colors,
sizes, fully/semi occlusions, or under different camera views,
in complex backgrounds. Recently, convolutional neural
networks (CNNs) that generate high quality features have
achieved great success in different applications of image anal-
ysis like image classification, object detection, segmentation,
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and scene parsing. As a result, different pedestrian detection
systems have been developed with CNN features. In the com-
putational hardware industry, a lot of system on chip (SoC)
models have been manufactured. In particular, GPU-based
SoCs like Drive PX and TX2 have been used to facilitate a
variety of applications where deep learning algorithms and
high computational loads are needed. However, there is a
contradiction between efficiency and quality in that speed is
usually in inverse ratio to accuracy. To build a deep-learning-
based algorithm and run it on low computational resources is
thus a big challenge. This article proposes a new technique to
deal with the above problem. The major contributions can be
summarized as follows.

1) Introducing an attentive virtual auto-zooming tech-
nique for far pedestrian detection in surveillance cam-
eras that doesn’t require physical movement by lens.
The input frame is split into a defined number of tiles
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and processed with batch inferencing. With a tile selec-
tion step, only the important tiles of the frame were
used for further processing.

2) Introducing a lightweight end-to-end fully convo-
lutional pedestrian detector that can be run on
surveillance systems in real-time.

Nowadays, different types of surveillance systems are pro-
duced with different types of surveillance cameras such as
bullet cameras, dome cameras, and pan–tilt–zoom (PTZ)
cameras. One application of the PTZ cameras in surveillance
is to detect suspicious events based on the pixel variations
on frame sequence, the camera swivels horizontally and tilts
up/down vertically then the camera lens is physically adjusted
for the zooming purpose. Although PTZ cameras are used for
different scenarios, but for most places in outdoor scenarios
the bullet surveillance cameras are used. To better detect the
pedestrians in the frames captured by these cameras we pro-
pose an attentive virtual auto-zooming scheme without physi-
cal movement by lens. The proposed technique optimizes the
best scene settings on outdoor cameras. After running on the
first few frames, this technique puts the input frame into best
form for the proposed CNN-based pedestrian detector. The
proposed framework automatically controls the zooming-in
and detection tasks in real-time on GPU-based SoCs. An out-
put frame example of the proposed framework is shown
in Fig. 1. The close-up is added manually to show the details
in the selected area, such as the bounding boxes and their
corresponding scores.

FIGURE 1. An example of the detection result of the proposed
framework. The manually added circle demonstrates the detection
performance in more details.

The rest of the paper is structured as follows. In Sect. II,
a brief survey of related work is given. In Sect. III,
our attentive auto-zooming detection and lightweight
CNN-based pedestrian detection model are introduced in
detail. In Sect. IV, a brief overview of the utilized outdoor
surveillance pedestrian dataset is given and the training pro-
cess is described in detail. We demonstrate the performance
of the proposed framework in Sect. V.

II. RELATED WORK
CNN features are being used widely for object detection.
Girshick et al. [1] studied the effects of CNN features gen-
eralization for object detection, showing a high detection
performance by combining multiple low-level image fea-
tures with high-level context. The authors used different sub-
models, one for generating region proposals, the other for
extracting CNN features, and the last one consisting of a
set of SVM classifiers. That algorithm was improved by
Girshick [2] by sharing the generated CNN features for
region proposals classification. Further improvement was
made in [3] by sharing CNN features with both Region Pro-
posal Network (RPN) and detection network. Later on, a large
number of deep CNN-features-based algorithms [4]–[8] have
been proposed for object detection, leading to greater
advances in both detection and localization. Rather than using
region proposals, the single-shot detector YOLO [8] predicts
bounding boxes and scores directly from the last feature
maps. In a different manner, SSD [7] uses multi-scale convo-
lutional predictors on top of several feature maps, resulting in
a large number of predictions with different sizes and aspect
ratios, which in turn improve the detection performance.

In [12], Domonkos et al. proposed aCNNclassifier on each
frame region, which is defined by the absolute differences of
each two consecutive frames. Similarly, in [11], a CNN clas-
sifier is used to refine the proposals generated by traditional
pedestrian detectors. Ouyang et al. used a different strategy
in [9] by applying a CNN to extract pedestrian features of
the body parts. Then another filters are applied to predict
scores for each part. Finally, all parts scores are jointly used
to specify whether the processed window encloses pedestrian
or not. In [10], an input image is fed into CNN, producing the
CNN features which are shared by a group of CNN pedes-
trian detectors with different sizes. Training a scene-specific
pedestrian detector for video surveillance is addressed by
Xiaogang et al. [13]. They trained a pedestrian detector with
positive and negative pedestrian samples, which are detected
from input frames. Du et al. [25] used semantic pixel segmen-
tation. Simultaneouslywith another sub-system, they used the
SSD [7] detector to generate a large number of predictions
which are further refined with a classification procedure.

Many pedestrian detectors employ a region proposal net-
work RPN [3] as a main part of the detector to improve the
detection accuracy. In [23], another object detection model
was used for pedestrian detection, which consists of three
networks. A VGG16 feature extractor [24] is followed by five
convolutional layers. The second network is the proposals
generator frommulti-scale feature maps. The third part which
they call the object detection network is used to classify the
generated proposals. The above model is similar to Faster
R-CNN [3] but with several feature maps. However, this
additional complexity makes the model infeasible for real-
time applications. In [26], Zhang et al. used a region proposal
network [3] to generate candidates before classifying with a
Cascaded Boosted Forests algorithm. Brazil et al. [29] bor-
rowed the ideas from RPN+BF [26], MS-CNN [23] and [25]
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FIGURE 2. Auto-optimizing the zooming settings for pedestrian detection. When z = 0 the whole frame will be passed for detection
process. When z > 0 the frame will be split into (z + 1)2 non-overlapped tiles.

to jointly build a semantic segmentationmodel and pedestrian
detection model with a different strategy. They used semantic
segmentation for both proposal generation and prediction
refinement.

To improve the fine-grained classification, the input
images are divided into set of crops that are processed with
CNN separately [30]. In this way, both object-level and part-
level attentions are employed. Similarly, but with overlapped
crops, the authors in [31] employed recurrent attention for the
same purpose.

The pedestrian datasets commonly used in the literature
include the TUP-det [15] that was published over ten years
ago, the INRIA [27] and ETH [16] that are more compre-
hensive, and the well-known Caltech Pedestrian Dataset [17]
that has become very popular in computer vision community.
There are some other datasets summarized in [14]. However,
most of these datasets are not captured by surveillance cam-
eras in outdoor scenario.

Nowadays surveillance cameras are widely used and in
some application scenarios they are installed from a far dis-
tance to cover a wide and long range. As a result, the pedes-
trians in the videos appear in different sizes. In this paper,
we attempt to design a real-time pedestrian detection algo-
rithm which can detect pedestrians, in particular, those of
small sizes.

III. PROPOSED FRAMEWORK
As shown in Section II, most of the current algorithms mainly
concern the detection accuracy rather than speed. However,
in most real-world applications, speed is just as important as
accuracy, which motivates us to develop a fast and efficient
pedestrian detection framework.

In this section we explain in detail our proposed
framework, which features two main parts: the attentive
auto-zooming technique and the lightweight CNN-based
pedestrian detector. In the starting up stage, the first few input
frames are used to automatically determine the optimal scene
settings for the framework. Optimization of the zooming
settings is achieved based on the distance between the surveil-
lance camera and pedestrian objects. This distance, which
can be estimated from the pedestrian size on input frames,
determines a proposed zooming factor z. The zooming is then

conducted by splitting the input frame into (z + 1)2 non-
overlapped tiles. Next, tile selection is conducted in order
to keep only the tiles containing pedestrians. The optimal
settings obtained in the zooming and tile filtering steps will
be used for the rest of the detector.

A. AUTO-ZOOMING-BASED DETECTION
Optimal zooming settings are obtained by running the fol-
lowing steps on a defined number m of input frames. First,
we specify the default input frame resolution Hd ×Wd × D,
whereHd represents the height,Wd the width andD the chan-
nel number respectively. The zooming factor z is initialized
as 0, which indicates that no zooming step is applied yet. The
first frame I1 is received and resized to fit the input dimension
of the lightweight detector with sizeHd×Wd×D. The resized
frame is then fed into the lightweight detector with batch size
B as formulated in (1).

B =

{
(z+ 1)2, if z ≥ 1
1, otherwise

(1)

Next, the zooming factor zwill be calculated based on the size
of the predicted pedestrians as formulated in (2).

z =

{
z+ 1, if h̃ < θh

z, otherwise
(2)

where h̃ is the median height of the predicted bounding boxes
and θh is the default height threshold. The zooming factor z is
then used for next input frame processing. Fig. 2 illustrates the
steps applied on input frame based on the zooming factor z.
When B ≥ 4, which happens when the zooming factor

is updated to 1, the input frame will be resized by (3) to fit
the total size of all proposed tiles. All tiles share the same
resolution Hd ×Wd × D.

H =
B
2
× Hd , W =

B
2
×Wd (3)

In the next step for this case, the resized input frame of
dimension H ×W × D is split into B non-overlapped tiles.
Then, all tiles are fed to the lightweight pedestrian detector in
the batch inference mode. The recalculated median h̃ is used
to obtain z for the process of the next frame. This procedure
is repeated for m input frames, ending up with an optimal z.
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FIGURE 3. Tile selection is run after reaching the best zooming settings.
This stage can be run for longer time to avoid missing important tiles.

B. TILE SELECTION
After the auto-zooming process explained in Sect. III-A we
get a set of non-overlapped tiles B. Each tile is related to a
region in the input frame, whichmay or may not hit the region
of interest, i.e. regions containing pedestrians. To speed up
computation, we simply pick those tiles containing pedes-
trians and drop out the others. Fig. 3 shows the process of
finding the optimal tile set T . The tiles obtained from splitting
stage are passed into the pedestrian detector, resulting in a
set of pedestrians for each tile. However, for some tiles it
is unlikely to contain any pedestrian (e.g. sky, see the upper
right region of Fig. 1). If no pedestrian is detected in a tile for
the first m consecutive frames, this tile will be excluded from
subsequent batch inferencing.

C. THE PROPOSED LIGHTWEIGHT
PEDESTRIAN DETECTOR
Our lightweight pedestrian detector is a single shot fully
convolutional neural network that contains two main parts:
feature extractor and pedestrian predictor. The feature extrac-
tor consists of one convolutional layer followed by seven
sequenced depthwise separable convolutional layers. Fig. 4
illustrates the proposed model and its characteristics.

With the exception of the first layer that uses regular
convolution, we employ depthwise separable convolution for
the rest layers. Depthwise separable convolution was intro-
duced in [18] and used in Xception [19] and Mobilenet [20].
The proposed model is similar to mobilenet in some aspects
such as the number of filters, the depth multiplier, and

FIGURE 4. Lightweight pedestrian detection model.

the sequence of layer block (zero padding + depthwise
convolution+ReLU [33]+ batch normalization [32]+ point-
wise convolution+ ReLU+ batch normalization). However,
it differs from Mobilenet in the number of layers and the
kernel size of the first convolutional layer.

In the first regular convolutional layer, we use 32 kernels
of size 5× 5 in order to force this layer to pay more attention
to the generic features rather than the fine details of the
pedestrians. By default this convolutional layer is formulated
by (4):

Gk,l,n =
∑
i,j,m

Ki,j,m,n · Fk+i−1,l+j−1,m (4)

where them-th kernelK of sizeDK×DK×M×N is applied to
them-th input channel F of sizeDF×DF×M to generate the
n-th output channel on the output feature mapG of sizeDG×
DG × N . The spatial dimension of the output feature map,
kernel and input are denoted by DG,Dk and DF respectively.
In our model, we have used 32 kernels of size 5 × 5, input
image with 3 channels, and output feature map of 32 depth.
The stride step in our first layer is 2 pixels.

The convolution process in the next seven depthwise sepa-
rable convolutional layers is decomposed into depthwise con-
volution and pointwise convolution [20]. Firstly, it convolves
a single 3 × 3 filter over each input channel separately, then
it combines the outputs by pointwise convolution of 1 × 1
kernels. The depthwise convolution is formulated as (5).

Ĝk,l,m =
∑
i,j

K̂i,j,m · Fk+i−1,l+j−1,m (5)

where the m-th filter of kernel K̂ is applied to the m-th input
channel F to generate the m-th output feature map Ĝ. Each
layer in the feature extractor is preceded by zero-padding and
followed by batch normalization [32] and ReLU nonlinearity.

The second part of the proposed lightweight pedestrian
detector is similar to SSD [7], which uses two convolutional
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layers on top of each feature map to predict the bounding
boxes and their corresponding existence scores. However,
instead of using several feature maps with different dimen-
sions, our model utilizes a single feature map. Over each cell
of this feature map, a set of 1× 1 kernels instead of 3× 3 are
applied in order to predict a set of 12 bounding box offsets.

The default bounding box generator is employed to gen-
erate an equivalent number of boxes predicted by the model.
For each cell over the output feature map, a set of 12 dif-
ferent sized boxes is generated. All default box sizes S =
{s1, s2, , , s12} share the same default pedestrian aspect ratio
A = 0.41.

Comparing to Mobilenet, we have designed a shallow
CNN feature extractor with only 8 layers due to the problem
nature of pedestrian detection. The CNN does not need to pay
attention to the fine-grained details of pedestrians because
all pedestrian objects are semantically similar. In addition,
some low level features are not needed in pedestrian detection
such as clothes colors. Along with the mentioned factors,
the proposed predictor structure and the zooming technique
lead to an efficient performance of the lightweight pedestrian
detector.

D. MODEL PARAMETERS
The first convolutional layer of our lightweight detector is
the only layer which consumes a large computing time com-
paring to other depthwise separable convolutional layers. The
cost of this layer can be calculated by DK ×DK ×M × N ×

[
DF
s
×

DF
s
], where s is the stride. For our default setting

with input dimension 512 × 288 pixels and stride s = 2,
the computational cost of this layer is 88.47M macs. For
depthwise separable layers, the total computational cost of
each combination of depthwise convolution and pointwise

convolution is computed by DK × DK ×M ×
DF
s
×
DF
s
+

M × N × DF × DF . Overall, our lightweight model costs
903.198Mmacswith only 569, 792 parameters for the default
input dimension 512× 288.
In general, our lightweight model size is 2.3 MB and

consumes about 400 MB memory in running time. It is able
to process more than 160 fps on GTX 1080 Ti.

E. TILE STITCHING AND BOUNDING
BOX POST-PROCESSING
The post-processing involves tiles stitching as well as real-
locating each predicted bounding box in its relative spatial
position over the original input frame. However some bound-
ing boxes are shared by two tiles horizontally or vertically.
We added a small procedure to connect those bounding boxes
on different tiles of the same pedestrian object. Fig. 5 shows
two samples of pedestrians shared by two tiles. In the left
sample, both pedestrians heads are detected on the upper tile
while their lower body are detected on the lower tile. For the
same pedestrian object, we compose a bigger box that covers
both of the two separated boxes, i.e., the parameters of the

FIGURE 5. Bounding box post-processing. The boxes with green and red
colors show the pedestrians that are shared over two neighboring tiles,
whereas the pedestrian bounding boxes after post processing are shown
in blue color.

new box are calculated by (6).

Xmin = Min(Xmin1,Xmin2)

Ymin = Min(Ymin1,Ymin2)

Xmax = Max(Xmax1,Xmax2)

Ymax = Max(Ymax1,Ymax2) (6)

The bounding boxes after post-processing are shown with
blue color in Fig. 5.
An illustration of the inference phase of the proposed

framework is shown in Fig. 6. The optimal settings in this
example are z = 1 and selected tile set T = {t1, t2, t3, t4},
which means all the regions in the frame are taken into
account.

IV. TRAINING
A. OUTDOOR PEDESTRIAN DATASET
The lack of public surveillance datasets for pedestrian detec-
tion with small objects motivated us to collect and annotate an
outdoor surveillance pedestrian dataset. Our dataset features
pedestrians that are really small, about half the size of pedes-
trians in Caltech dataset. The videos are captured outdoor
in different lighting conditions and at different times of the
day. This dataset attempts to reflect the various challenges
met in real-world surveillance videos. The captured videos
are then grouped into one training set and two testing sets.
The training set and the first testing set contain the regular
small size pedestrians, while the second testing set contains
the more challenging videos for very far pedestrians. For the
training set and the regular testing set (jointly referred to
as the ‘‘main set’’ in the rest of the paper), we picked up
one frame for every four seconds, i.e. 1/4 fps, while for the
challenging testing set, one frame is picked up for every six
seconds, i.e. 1/6 fps. This procedure could minimize object
redundancy to ensure that we acquire a diversity of pedestrian
samples. Fig. 7 gives some frame samples from both the main
set and the challenging set. Fig. 8 shows the histograms of the
pedestrian size and aspect ratio of the main and challenging
sets respectively. The statistics of this dataset is summarized
in Table 1.

B. TRAINING LIGHTWEIGHT PEDESTRIAN DETECTOR
On the dataset described in Sect.IV-A, we have trained our
lightweight pedestrian detection model (shown in Fig. 4)
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FIGURE 6. An illustration of the inference phase of the proposed
framework with zooming factor z = 1 and selected tile set
T = {t1, t2, t3, t4}.

with Caffe framework [34] version 1.0.0-rc3, on Nvidia GTX
1080 Ti. We set the 12 default scales to be generated for each
cell on the output feature map to S ={0.02, 0.04, 0.10, 0.17,
0.24, 0.31, 0.38, 0.45, 0.52, 0.59, 0.66, 0.73} with the static
default aspect ratio A = 0.41. Our feature extractor is fine-
tuned with the classification network Mobilenet [20], which
is pretrained on Imagenet [28]. A set of random image aug-
mentations on input images is applied including the cropping,
brightness and color jittering. From the training set, the mean
values of the red, green and blue color channels were calcu-
lated. For each frame, the mean values are subtracted from
the corresponding channels. We have trained our lightweight
model for 300K iterations with batch size 32. The optimizer
RMSprop [22] is used with an initial learning rate of 0.01,
which is multiplied by 0.1 for every 100K iterations.

TABLE 1. Statistics of the utilized outdoor surveillance pedestrian
dataset.

Similar to Faster R-CNN [3] and SSD [7], Jaccard overlap
is used for matching the generated boxes to the received
ground truth boxes as an input. Then the higher scored default
boxes are filtered by an overlap threshold (by default 0.5).
Finally, the non-maximum suppression (NMS) is used to
resolve the conflicts when several predicted bounding boxes
overlap. In our model, if two boxes are overlapped by more
than 45%,then only the one with the highest score is kept.

The objective function used in this model is similar to
Faster R-CNN,MultiBox [21] and SSD, but with some modi-
fications. For score predictionwe used softmax classifier over
presence and absence of pedestrian (pedestrian and back-
ground), as formulated in (7).

Lconf (x, c) = −
∑
i∈Pos

xijlog(ĉi)−
∑
i∈Neg

log(ĉ0i )

where ĉi =
e(ci)∑
e(ci)

(7)

When the i-th default box matched the j-th ground truth
box with overlapped region higher than 0.5 (using Jaccard
overlap), then xi,j = 1. To balance the number of negative and
positive predictions, we only use the highest scored part of the
negative set. Following the settings of SSD in [7], we keep the
ratio as 3 negative to 1 positive sample.

For the localization loss we used Smooth L1 loss [2]
between the i-th predicted offset of a box lm and each j-th
corresponding ground truth box coordinate ĝm as in [7],
which is formulated by (8).

Lloc(x, l, g) =
N∑

i∈Pos

∑
m∈{cx,cy,w,h}

xijsmoothL1 (l
m
i − ĝ

m
j )

ĝcxj = (ĝcxj − d̂
cx
i )/ĝwi , ĝcyj = (ĝcyj − d̂

cy
i )/ĝhi ,

ĝwj = log(ĝwj /d̂
w
i ) ĝhj = log(ĝhj /d̂

h
i )

smoothL1 (b) =

{
0.5b2, if |b| < 1
|b| − 0.5, otherwise

(8)

where m represents the box coordinates while (cx, cy),w, h
denote the box center, width, and height respectively. The
final loss function is formulated as the weighted sum of the
localization loss Lloc and the confidence loss Lconf as in (9).

L(x, c, l, g) =
1
N
(Lconf (x, c)+ αLloc(x, l, g)) (9)

Localization loss Lloc is weighted with the term α which is
set by default to 1 and the whole weighted loss is normalized
by the number of default boxes N .
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FIGURE 7. Outdoor surveillance pedestrian dataset. The first two rows show some samples of the main regular set, while the last row
shows some samples from the challenging testing set.

FIGURE 8. The left column (a) shows in red color the histogram
distribution of the pedestrian objects size (height), and the histogram
distribution of the aspect ratio in the main set with frame size of
1920× 1080, whereas the right column (b) shows in blue color the
histogram distributions of pedestrian objects size and aspect ratio in the
challenging set respectively.

V. EXPERIMENTAL RESULTS AND DISCUSSIONS
We have conducted intensive experiments to evaluate our
framework components as well as evaluating the framework
against other customized models.

A. SPATIAL RESOLUTION AND ASPECT RATIO
We began by evaluating the effects of aspect ratios on training
and detection performance. We have trained two instances of
our lightweight model, one with aspect ratio 1:1 and input
dimension 384× 384 pixels and the second model with input
dimension 512 × 288 pixels and the most common aspect
ratio in modern surveillance cameras (16:9). Both instances
have the same totaled spatial resolution of 147, 456 pixels.
We have trained bothmodels for the same number of iteration
300K with batch size 32. It is found that the aspect ratio has a
significant impact on pedestrian detection. The network with

FIGURE 9. Influence of aspect ratio of model input on pedestrian
detection performance. The original video dimension is 1920× 1080. The
first,second and last rows show the PR plots and miss rates against FPPI
for Large-scale, Reasonable-scale and All-scale respectively. The scale
metrics employed here are defined in [17].

16:9 aspect ratio not only learns better in training but also
performs better in the inference phase. Table 2 summarizes
the characteristics of both models and their performance.
Fig. 9 shows the plot of Precision-Recall (PR) and ROC plot
of miss-rate/false positive per image (FPPI).

B. ZOOMING TECHNIQUE EVALUATION
In this part, we evaluate our model with and without zooming
step on the challenging set. Which contains more challenging
images (far pedestrians). Although it would compromise
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TABLE 2. Performance of twin pedestrian detectors with different aspect ratios.

TABLE 3. Lightweight detector performance against several customized single-shot detectors.

FIGURE 10. Performance of our lightweight pedestrian detector against several single-shot customized object detectors. The
first row shows PR plots of Reasonable, All and Near scales respectively, while the second row shows ROC plots.

TABLE 4. Performance of our zooming-based framework against Faster
R-CNN on the challenging testing set.

some speed in each zooming step, a significant improve-
ment is obtained on surveillance videos in terms of detec-
tion rate for small pedestrians. In order to test the zooming
impact, we have disabled the auto-zooming mechanism and
set the zooming factor z manually to 0 and 1. In Table 4 we
summarized the performance of our lightweight pedestrian
detector with and without zooming. The Precision/Recall and
Miss Rate/FPPI plots are shown in Fig. 11(b) while the speed
against AP performance is shown in Fig.12(b).

C. LIGHTWEIGHT DETECTOR PERFORMANCE AGAINST
CUSTOMIZED SINGLE-SHOT DETECTORS
The lightweight pedestrian detector is evaluated against
two customized instances of SSD [7] (SSD300-VGG16 and
SSD512-MobilenetV1) due to the similarities on train-
ing and loss calculation between SSD model and ours.
We fined-tuned the SSD’s predictor for tiny objects. Specif-
ically, we have made all aspect ratios smaller than 1 to fit
the pedestrian shape. (The aspect ratio in the original SSD
paper ranges between 0.5 and 1.5). We have also made
the scale of boxes smaller (between 20 and 250 pixels)
than the original form (between 60 to 264 pixels). We have
trained SSD300-VGG16 [7] with 300 × 300 dimension and
SSD-Mobilenet-v1 with 512 × 512 dimension. We use 8
default bounding boxes per cell in each feature map of the
total 6 feature maps.
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FIGURE 11. Performance of the zooming-based lightweight predictor
against two-stage pedestrian detector Faster R-CNN. The left column
(a) shows our default non-zoomed model performance against Faster
R-CNN on the main testing set and the right column (b) shows
performance of our zoomed model with one/two steps against Faster
R-CNN.

FIGURE 12. Forward speed in frame per second against average precision
(AP/fps), the left plot (a) shows the comparison of single-shot models on
main testing set, while the right plot (b) shows our framework against
Faster R-CNN speed on the challenging testing set.

For YOLO, we have adopted the variations YOLO ver-
sion 3 [35] and YOLO-v3-light [35] since they perform better
than the standard YOLO. We followed most default settings

of YOLO v3 and YOLO-v3-light and set the number of filters
in the last layer as 18 for our two class pedestrian detection
problem. We used default Mobilenet v1 [20] as the baseline
network with input size 416× 416. The pretrained networks
VGG16 and Mobilenet v1 on Imagenet [28] are used to fine-
tune their corresponding detectors.

There are two main reasons to choose these models to
evaluate against our lightweight model. Firstly, our proposed
framework is flexible and can be applied for some other
general object detection. Secondly, these evaluated object
detectors are the state-of-the-art in terms of speed. We have
summarized the complexity of the models in terms of num-
ber of parameters and the computational cost (Mult-Adds)
in Table 5. Fig. 13 shows the size ratio of each base network to
its corresponding predictors. The computational cost of these
models is shown in Fig. 14.
From Fig. 10, it is clear that our lightweight detector

achieves the best performance in terms of Precision/Recall
and Miss Rate/FPPI. Further details of the used models per-
formance and characteristics are listed in Table 3.

D. ZOOMING LIGHTWEIGHT AGAINST TWO-STAGE
PEDESTRIAN DETECTOR
Although the zooming technique improves the detection
accuracy, it sacrifices the speed to some extent. That pushed
us to evaluate our model against the two-stage object detec-
tor (Faster R-CNN). We have trained Faster R-CNN with
VGG16 [24] as the base network. Table 4 summarizes the
performance of our zooming-based lightweight with zoom-
ing steps z = 1 against Faster R-CNN. While Fig. 11.(a)
shows a good performance of Faster R-CNN on the main set,
Fig. 11.(b) shows that our framework is superior to Faster
R-CNN on the challenging testing set.

Our zooming-based detection mostly depends on the
acquired frame resolutions, where a large input frame
dimension improves the prediction process in both scoring

TABLE 5. Comparison of the models in terms of number of parameters and the computational cost (Mult-Adds).

FIGURE 13. Size ratio of the baseline network to predictor in terms of number of parameters (in million).
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FIGURE 14. The computational complexity of the evaluated detectors in
billions of Mult-Adds.

and localization. When we apply extra zooming step z = 2
on the challenging testing set we observed that the obtained
performance is degraded due to the limit of input frame
resolution. But when we apply it in real scenario with high
resolution such as that in Fig. 1, the obtained performance is
improved by applying more than one zooming step.

VI. CONCLUSION
In this paper we introduced a novel framework for outdoor
surveillance video analysis, specifically for far pedestrian
detection. We have devised an auto-zooming-based detection
technique to improve the detection performance in terms of
AP and FPPI.Moreover, we significantly improved the detec-
tion speed by designing a lightweight CNN-based model
for real-time pedestrian detection. The proposed framework
efficiently solved the small (far) pedestrians detection task
on which most of the existing surveillance systems are strug-
gling.

Moreover, the proposed virtual auto-zooming technique
can be applied to both general and customized object detec-
tion solutions, which is our plan for future work.
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