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ABSTRACT Academic procrastination has been reported affecting students’ performance in computer-
supported learning environments. Studies have shown that students who demonstrate higher procrastination
tendencies achieve less than the students with lower procrastination tendencies. It is important for a teacher
to be aware of the students’ behaviors especially their procrastination trends. EDM techniques can be
used to analyze data collected through computer-supported learning environments and to predict students’
behaviors. In this paper, we present an algorithm called students’ academic performance enhancement
through homework late/non-submission detection (SAPE) for predicting students’ academic performance.
This algorithm is designed to predict students with learning difficulties through their homework submission
behaviors. First, students are labeled as procrastinators or non-procrastinators using k-means clustering
algorithm. Then, different classification methods are used to classify students using homework submission
feature vectors. We use ten classification methods, i.e., ZeroR, OneR, ID3, J48, random forest, decision
stump, JRip, PART, NBTree, and Prism. A detailed analysis is presented regarding performance of different
classification methods for different number of classes. The analysis reveals that in general the prediction
accuracy of all methods decreases with increase in the number of classes. However, different methods
perform best or worst for different number of classes.

INDEX TERMS Blended learning, computer-assisted learning, educational data mining as an inquiry

method, e-learning, higher education, learning management systems, online learning.

I. INTRODUCTION

On-line learning management system (LMS) provides a
flexible and efficient way to promote beyond classroom inter-
actions between students and teachers. Also, such systems
can store abundant data regarding students’ and teachers’
interactions with the system. Reference [1] termed it as the
gold mine of educational data. Besides its benefits, the on-line
LMSs also rise pedagogical challenges for teachers, since
many students fail to adapt to the requirements of on-line
learning environments. Many studies have reported that stu-
dents face challenges while they are learning through on-line
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LMS due to various factors, e.g., LMS require more effort
by the students, learning through LMS is self-paced and self-
regulated, keeping pace with the fast learning through LMS is
difficult for many students, and many students do not success-
fully adapt to learning through LMS [2], [3]. References [4]
and [5] reported that procrastination is frequently observed
behavior in on-line learning environments. References [6]
and [7] have reported the negative effect of procrastination
on students’ achievement. By applying state-of-the-art data
mining and machine learning techniques on students’ behav-
ioral data acquired from LMS logs, algorithms can be built
which can be used to predict students’ future behaviors [8].
Educational data mining (EDM) has emerged as a
discipline to analyze data arising from educational settings.
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Using data mining and machine learning techniques,
the researchers can understand the students and their learn-
ing environments. The data collected through the on-line
LMS can be used for this purpose. This data is about the
interactions of the students with the system, e.g., how often
students have used the system, what are the task submission
trends, how often the students have participated in course
forums, how often certain courses or help materials have been
accessed or downloaded by the students, etc. By applying
EDM techniques and methods, the teachers can get the useful
insight into the learning process of the students and can take
appropriate decisions which will eventually help the students
facing learning difficulties.

In this paper, we build an algorithm to predict stu-
dents’ procrastination behaviors. The data used in this study
was collected from an on-line blended learning course
conducted through SCHOLAT Course, SCHOLAT on-line
LMS. SCHOLAT! is an academic social networking system,
designed to promote collaborations between the researchers,
the teachers and the students. Through its various features,
the research community can communicate and collaborate
with each other. SCHOLAT Course is on-line LMS, where
teachers and students can interact beyond classroom set-
tings. In this blended learning course, besides other on-line
learning activities, the students were required to submit their
tasks or homework through on-line homework submission
page. Submitting homework with hard deadlines is a part of
the course assessment scheme. Using students’ homework
submission data, a feature vector is built to represent stu-
dents’ homework submission behaviors. This feature vector
is then used to analyze students’ procrastination behaviors
and to build an algorithm to predict students’ procrastination
tendencies. The students are first labeled as procrastinators
or non-procrastinators by applying k-means clustering on
feature vector. Then, ten classification methods, i.e., ZeroR,
OneR, ID3, J48, random forest, decision stump, JRip, PART,
NBTree and Prism are used to classify students. The perfor-
mance of the classification methods is compared for different
number of classes. Finally, using these result, an algorithm,
i.e., Students’ Academic Performance Enhancement through
homework late/ non-submission detection (SAPE) is built.

The rest of the paper is organized as follows: section II
describes brief related work, section III presents the research
question proposed in this study, section I'V describes the data
and methods used for analysis, section V presents the results
of the analysis, in section VI a brief discussion is presented on
the implications of the results, and finally section VII presents
conclusion and some directions of future work.

Il. RELATED WORK

In this section, a brief overview of studies related to academic
procrastination and its impact on students’ performance
is presented. Generally, procrastination is a characteristic
behavior trait and mostly people habitually delay tasks.

1 www.SCHOLAT.com
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References [9] and [10] defined procrastination as the com-
pulsion of delaying tasks until the point of discomfort. People
in general unknowingly postpone starting or completion of
tasks thinking that the task can be done later but eventu-
ally end up failing to complete the task. Similar behavior
is demonstrated by the students while performing academic
tasks. References [11] and [12] defined academic procrasti-
nation as failure to complete academic tasks in due time.
Majority of students procrastinate, i.e., [13] reported that
80%-95% students at college or university level procrastinate.
Reference [10] reported that 50% students are consistent
procrastinators.

In many studies, the greater procrastination tendencies
are linked to lower achievements, poor goal achievement
and planning abilities. Reference [6] reported negative rela-
tionship between academic procrastination and students
achievement. Some other studies, e.g., [7], [14]-[16] also
reported the similar outcome of academic procrastination
on course achievements. In their study, [17] verified the
hypothesis that low academic procrastination was linked
to high grade point averages. Reference [18] studied nega-
tive relationship between academic procrastination and goal
achievement. Reference [19] found out that students with
higher procrastination tendencies fail to plan their academic
goals. Reference [20] investigated the relationship between
academic procrastination and misconduct. They found out
that academic procrastination affected the frequency of six
different forms of academic misconduct, i.e., using fraudu-
lent excuses, plagiarism, copying in exams, copying home-
work, and fabrication of data. The students with higher
procrastination tendencies tend to use these tactics more
often than the students with lower procrastination tenden-
cies. Reference [21] discussed that academic procrastination
affects self- efficacy, self-control and organizational behav-
iors of the students and they eventually achieve lower aca-
demic scores. In these and many other studies, it has been
emphasized that the procrastination is one such critical phe-
nomenon that effects students’ learning and it is deeply
rooted in their behaviors. Before effecting their academic
achievement, it effects different behavioral aspects, for exam-
ple, the student loses self-control. He cannot manage his
time and plan his activities. Therefore, it is necessary to
timely detect if some student is having difficulty with his
learning especially if the student is exhibiting procrastination
tendency. Many different types of academic and behavioral
indicators have been used to detect procrastination. For exam-
ple, delaying or not submitting academic tasks, self-reports,
assessment scales, and questionnaires. In on-line learning
environments, it is much easier to get data about students
tasks submissions. This data can be used effectively to ana-
lyze the procrastination tendencies of students. In this study,
we use the homework submission data of students to build
a feature vector of their homework submission behaviors.
This feature vector can be used to characterize each student
as procrastinator or non-procrastinator. Generally, classifi-
cation and clustering are used for labeled and unlabeled
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datasets, respectively. Clustering can be used to label an
unlabeled dataset. Classification predicts category or class of
an instance using a classification model trained on labeled
dataset.

Classification is a commonly used data mining technique
to assign an object to a class or category. Classification
is a supervised learning technique, i.e., the training dataset
used to train the model has labeled classes or categories.
Using this labeled dataset a classifier is built. A classifier
is a model that predicts the class of an object from other
explanatory variables. In education, the classification is used
to classify students based on their knowledge, motivation,
and behavior [22]. Among different classification techniques,
decision trees are the best-known classification paradigm.
The decision trees are simple and very easy to understand.
They can handle numerical and nominal attributes. Decision
trees have high representative powers [22]. In present study,
ten methods, i.e., ZeroR, OneR, ID3, J48, random forest,
decision stump, JRip, PART, NBTree and Prism are used for
analysis. A decision tree represents a set of classification rules
in a tree form [23]. Each root-leaf path corresponds to a rule
of form Tj, Tip, A..... ATy — (C = c¢), where c is the
class value in the leaf and each Tj; is a Boolean-valued test
on attribute A;;. ID3 [24] and C4.5 [25] are two best-known
decision tree algorithms. J48 is an implementation of C4.5 in
WEKA [26]. Random forest is a tree -structured classifier
which is used as a combination of large number of trees.
In this technique, a large of trees are constructed using data
sampled from main dataset. Once, these trees have been built,
each tree produces a classification and votes for instance
being in one class or other. The true class of the instance
is the one voted by most of the trees [27]. JRip was pro-
posed by [28]. This algorithm implements a proportional
rule learner called Repeated Incremental Pruning to Produce
Error Reduction (RIPPER). The algorithm is implemented in
four stages namely, rule, pruning, optimization and selection
stages. PART algorithm uses a separate-and-conquer strategy.
Each iteration of the algorithm builds a partial C4.5 decision
tree and selects best leaf as final node [29]. Prism classifier
is based on ID3 classifier and can only deal with nominal
attributes. This classifier does not do any pruning and cannot
handle missing values. However, it does has some advantages
over classic ID3 classifiers by introducing modular rules [30].
Decision stump is more sophisticated classifier which can
handle missing values by treating them as separate values.
This classifier is used for regression analysis or classifica-
tion using entropy as validation criterion. Decision stump is
implemented in conjunction with boosting algorithms like
Adaboost [31]. NBTree is a hybrid algorithm which com-
bines decision tree with Naive Bayes classifiers. NBTree
generates decision trees based on Naive Bayes classifiers at
the leaves. The NBTree algorithm was designed to scale up
to the accuracy Naive Bayes classifiers [32].

In different studies, decision trees and other data mining
methods have been used to predict students’ performance
and learning behaviors. Also, different variables from
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variant sources have been used as explanatory variables.
Reference [33] used C5.0, CART, SVM and neural net-
works to classify teachers according to their performances.
Reference [34] in his study used C4.5, ID3, CART, and
CHAID decision trees to predict students’ performance. The
data in his study was collected through questionnaires. Dif-
ferent demographic and academics related variables were
used in the analysis. The author concluded that the academic
performance of students is not totally dependent on their aca-
demic efforts, there are other factors, for example, their back-
ground, income, mother’s occupation also have an impact
on their learning. Reference [35] used J48 and four other
classification algorithms to predict slow learners. They used
13 variables related to high school to examine whether or not
the student qualifies as a slow learner. The maximum accu-
racy of 75% was achieved in their analysis. Reference [36]
used CART, J48 and M5P classification methods to predict
students’ performance in future tests. They used a dataset
of 1000 students from two different courses. Their goal was
to predict at-risk students at the early stage of the semesters.
Reference [37] also used J48 and other classification algo-
rithms to predict students’ performance. They use students’
GPA as a dependent variable and their grades of team work,
attendance and practical exam scores are used as explanatory
variables. The students are classified as good, satisfactory
or poor students. Reference [38] used seven different clas-
sification algorithms to predict students’ performance using
data of 1000 students which also include missing values and
outliers. Reference [39] used decision trees and clustering to
predict students’ performance in four-year study program.
They classified students into low-high achieving groups.
Here, we point out two important considerations, first the
use of classification techniques particularly decision trees is
fairly common in predicting students’ future performance and
identifying at-risk students. Second, the explanatory variables
used in these studies are demographic variables or related to
different academic activities, for example, group participa-
tion, practical tasks scores, past grades, etc. However, use of
homework submission behaviors is not seen in such studies.
In this study, we use students’ homework submission behav-
iors to classify them as procrastinators or non-procrastinators.
The novel method of building homework submission feature
vector is used for this purpose. The students classified as
procrastinators are potentially at-risk of lower achievement
in the future. The timely detection of such behaviors at the
early stage of the course can help students to improve their
achievement.

The discussion presented in this section guided us to
postulate the research question and to choose the classifica-
tion techniques for analysis. The use of classification methods
is common in categorizing students according to their per-
formance and predicting their future performance. However,
two factors are not considered in research studies, using stu-
dents’ tasks or homework submission behaviors and predict-
ing academic procrastinations. In this study, we use students’
homework submissions, i.e., homework submitted on time,
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homework submitted late and homework not submitted to
build a feature vector of students’ homework submission
behaviors. Building a feature vector using homework submis-
sion data is a novel way of representing students’ behaviors.
This feature vector is used to train a predictor to classify
students into two or more categories. We try to reveal the most
at-risk students by using different values of %, i.e., different
number of clusters. It is expected that at much higher value
of k, more refined groups of students with varying behaviors
can be revealed. Later, we use different classification methods
to find best method for a particular number of classes. The
different classification methods are compared for different
number of classes.

IIl. RESEARCH QUESTION
In present study, we aim to find best classification method
for a given number of classes. As students are grouped into
more clusters or classes, more finer details are revealed. Once,
we identify different groups of students with different behav-
iors, we apply classification methods to see which method
performs well. The research question posted in this study is:
« With different number of classes in feature vector, how
accurate a classification method is to correctly classify
students?

IV. DATA AND METHODS

A. DATA

The data used in this study was collected from SCHOLAT
Course logs. The course was conducted in the spring of 2018.
The course title is ACM Programming and it was taught in
fourth-semester of the four-year study program in computer
science. The course was conducted in the blended learning
mode in which in addition to normal classroom sessions,
the students were asked to perform various activities through
on-line learning management system. For example, the stu-
dents submit their homework on-line, participate in course
question and answer forum, access course material on-line,
etc. There are a total of 115 students in this course. Six
students did not take the final exam. These students were
excluded from dataset, remaining 109 students. Three vari-
ables were extracted from SCHOLAT Course logs, i.e., home-
work start date (Dateg,,+), homework end date (Dategyq)
and homework upload date (Date,pioaq). Each homework is
represented by a triple of three Boolean variables as shown in
equation 1.

Wi =V1,v2,V3 (1

The algorithm 1 shows detailed process of comput-
ing values of vi,v, and v3 and feature vector X. The
algorithm inputs three values from course database logs,
i.e., Dategys, Dateeyq, Dateypjoqq. For each student, values
of vy, v, and v3 are computed for each homework. Here,
Jj is total number of students and n is the total number of
homework. The algorithm returns a feature vector X as shown
in equation 2.

X; = wij, waj, .., Wpj )
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Algorithm 1 Algorithm to Build Feature Vector X
Require: Dategyy;, Dateeng, Dateypioad
while i <j do
while £ < n do
if Dateypioaa < Date.nq then
wiilvi] <1
else
wii[vi] <= 0
end if
if Dateypjoaq > Datenq then
wiilva] < 1
else
wii[v2] < 0
end if
if Date,pjoaq = ¢ then
wiilvz] <1
else
wii[vas] < 0
end if
end while
return Feature Vector X;
end while

vi = 1 when a student submits homework on-time, v,
and vz are O in that case. vo = 1 when a student submits
homework late, i.e., after due date, v| and v3 are 0. Similarly,
v3 = 1 if a student does not submit homework at all. In such
case, v1 and v, are 0. Only one of these values can be 1,
the other two values will be 0.

In next step, feature vector X is verified for its correctness.
Two rules as shown in equation 3 and 4 are used for verifi-
cation. The algorithm 2 shows detailed process of verifying
feature vector X. Two flags fi and f> are created for two
rules mentioned in equations 3 and 4 respectively. First three
variable are computed, i.e., totalontime, totaljye and totalyy .
The total of these three variables should be n, i.e., the total
number of homework. If the condition is satisfied, f; is set to
true, otherwise false. For each of homework, the sum of vy,
vy and v3 should be 1. So, if this condition is met, f> is set to
true, otherwise false. Finally, if both flags f; and f, are true,
then the feature vector X; is verified, otherwise not.

total yutime + totaljye + totalyg = n 3)
Vi+wv+vy =1 “)

where w;[v1] is the v variable of i;; homework, w;[v,] is the
vy variable of iy, homework, and w;[v3] is the v3 variable of
i;n homework. Where 7 is total number of homework. In this
study, n = 10 and j = 109. So, there were total 10 homework

and 109 instances in the dataset. This makes total 30 attributes
for homework. A row in the dataset is shown in Equation 5:

wijlvil, wijlval, wijlvs], woilvi], wojlval, wolvs], wailvi],
waj[val, wajlvsl, ., wigjlvil, wioj[v2l, wigilval ()

So there are 30 attributes which are used to represent
each homework for each student in the course during the
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Algorithm 2 Algorithm to Verify Feature Vector X

Require: Feature Vector Xj, j, n
set flags f1 and f> to false

fi < false, fo < false
while p <j do

totalontime <— Z?:] wilvi]
totaligre < Y 1y wilva]
totalyg < Y1y wilvs]

if rotalpniime + totaljge + totalyg = n then
f1 < true
else
f1 < false
end if
while g < n do
ifvi + vy +v3 = 1 then
fr < true
else
o <« false
end if
end while
if /1 and f, are true then
Feature Vector X; is verified
else
Feature Vector X; is not verified
end if
end while

complete semester. The variables total,usime, totaljye, and
totalyy are used to form the clusters of students using
k-means algorithm. After the clusters have been formed,
another class attribute is added in the feature vector. The
class attribute is used to specify the behavioral category of
the student as formulated by clustering. So, the final dataset
looks as shown below:

wijvi], wijlval, wijlvs], woilvi], wailva], wojlvs], wsjlvi],
waj[val, wajlvsl, ... , wigjlvil, wigjlval, wigjlvsl, class

(6)

This makes a total of 31 attributes in the dataset and all of
these attributes are used to train the classifiers.

B. METHODS

After building the feature vector, the three variables
totalpntime, totaliye, and totalyy are used to form clusters
of students using the k-means algorithm. Here, clusters are
formed at four different values of &, i.e., k = 2, 3,4, and 5.
The main purpose of clustering is to identify procrastinating,
i.e., those students who submit their homework late or do
not submit at all, and non-procrastinators, i.e., those students
who submit their homework on-time. As, the value of k is
increased, more refined clusters are revealed marking a clear
boundary between procrastinators and non-procrastinators.
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TABLE 1. Descriptive statistics.

totalontime totaljgte totalnypg Score

total pntime 1.0

totaljqie -0.44 1.0

total n g -0.92 0.049 1.0

Score 0.80 -0.16 -0.82 1.0
Mean 7.64 0.63 1.72  83.83
SD 2.30 0.91 2.06 16.30
Maximum 10 3 10 98
Minimum 0 0 0 0

After clustering has been performed, a class variable is added
to the dataset and classification algorithms are applied on
the dataset. In present analysis, ten classification methods,
i.e., ZeroR, OneR, ID3, J48, random forest, decision stump,
JRip, PART, NBTree and Prism are used. Four different per-
formance measures, i.e., percentage of correctly and incor-
rectly classified instances, kappa statistics and RMSE (Root
Mean Square Error) are used for method evaluations. In all
methods, 10-fold cross validation was used.

V. RESULTS

A. DESCRIPTIVE STATISTICS

First, we present descriptive statistics of data used for
analysis. We only present descriptive statistics for total num-
ber of homework submitted on-time, total homework sub-
mitted late, total homework not submitted and final scores.
The students who did not take the final examination were
excluded. Table 1 shows the results of descriptive statistics.
We present 5 descriptive statistics, i.e., correlation, mean,
standard deviation, maximum and minimum values. Table 1
shows that there is a positive correlation of total number
of homework submitted on-time with final score. However,
there is a negative correlation of number of homework sub-
mitted late and number of homework not submitted at all with
the final score.

B. CLUSTER FORMATION

Clustering is essentially is the process of splitting data into
partitions where highly similar objects are grouped together.
k-means clustering algorithm, however, does not enforce any
number of clusters. Figure 1 shows the standardized cluster
centroids with different values of k, i.e., k = 2,3,4 and 5.
Figure 1(a) shows standardized cluster centroids at k = 2.
There are two distinct clusters, cluster A with positive score
on on-time homework submission and cluster B with nega-
tive homework submission. The cluster A can be called as
group of non-procrastinator with high average final scores,
i.e., mean = 88.6 and SD = 5.8. And the cluster B can be
called as group of non-procrastinators with a lower final score
average than cluster A, i.e., mean = 63.8 and SD = 27.7.
Figure 1(b) shows standardized cluster centroids at k = 3.
There are three clusters, cluster A has high average final
scores, i.e., mean = 79.4 and SD = 8. But, this group has
positive late submission scores. The group of procrastinators,
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Standardized Cluster Centroids

Total On Time B Total Late

A(M=58.6,5D=58)

O Total NH

B(M=63.8,5D=27.7)

Clusters

(a) Cluster Centroids k=2

Standardized Cluster Centroids

4 9 Total On Time B Total Late
2

AM=86.4,5D=0.5)  B{M=89.8,5D=4.8) C(M=TT.2SD=8.5) D(M=48.1S0=32.2)

O Total NH

Clusters

(c) Cluster Centroids k=4

FIGURE 1. Standardized Cluster Centroids at different values of k.

i.e., cluster B is revealed with little more detail. The mean
average final scores of this group is 48.1 and standard devi-
ation is 33.2. Finally, the cluster C has positive on-time
submission scores and highest average final scores, i.e., mean
= 88.9 and SD = 5.7. Figure 1(c) shows four clusters when
the value of k is 4. Here, it can be seen that three groups,
i.e., clusters A, B and C are with high average score and
cluster D is with very low average final score. The average
final scores of cluster D is 48.1 and standard deviation is
33.2. The other groups, i.e., clusters A, B and C although have
similar achievements but their homework submission behav-
iors are different. For example, cluster B has highest average
final score, i.e., mean = 89.8 and SD = 8.5, and positive
on-time submission scores. The clusters A and C have high
average final scores, i.e., mean scores 86.4 and 77.2 respec-
tively, and standard deviation is 6.8 and 8.5 respectively.
However, cluster A has very little positive on-time submis-
sion scores and cluster C has negative on-time submission
scores. Figure 1(d) shows five clusters. Here, also group of
procrastinators, i.e., cluster B is distinct with high negative
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Standardized Cluster Centroids

Total OnTime B Total Late O Total NH

1 %_1_1

A(M=T9.4,5D=8) B(M=4815D=332)  C{M=88.9,5D=57)

Clusters

(b) Cluster Centroids k=3

Standardized Cluster Centroids

4 7 Total OnTime O Total Late O Total NH
2 |
2
4
AMTI2S0°85  BM-SSSO-RI  CIM-MASDRS)  DMWSIAS  EM-T250-28
Clusters

(d) Cluster Centroids k=5

on-time submission scores and very low average final scores,
i.e., mean = 25.6 and SD = 33.3. Similarly, cluster D is group
of highest achievers, i.e., mean = 90 and SD = 4.5. This
group has highest positive on-time submission scores. The
other three clusters A, C and E have similar achievements
but they have different submission behaviors. For example,
cluster C has very low positive on-time submission scores
but also have positive late submission scores. This group
has closet average final scores to most successful group,
i.e., mean = 86.4 and SD = 6.8. The other two clusters
A and E have similar average final scores, i.e., mean scores
are 77.2 and 72 respectively, and standard deviation is 8.5 and
9.8 respectively. Both groups have high negative on-time
submission scores.

Figure 2 shows optimal number of clusters as proposed
by Elbow method. The Elbow method compares total within
cluster sum of squared error with different number of clusters.
As number of clusters are increased, the total within cluster
sum of squared errors decreases sharply and then become
almost constant. An elbow is created just before the measure
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3.0e+09

2.0e+09
|

Total within cluster sum of squares
1.0e+09

e et e—t—t—t—0—0—s—s—e
[ T T T T T 1
2 4 6 8 10 12 14

0.0e+00
|

Number of clusters K

FIGURE 2. Optimal number of clusters as proposed by EIbow method.

become steady and there is no significant change in within
cluster errors even number of clusters are increased further.
The point where elbow is created is taken as the optimal
number of clusters. Here, it can seen in Figure 2 that k = 3 is
the optimal number of clusters.

C. CLASSIFICATION RESULTS

Ten classification methods, namely ZeroR, OneR, ID3, J48,
random forest, decision stump, JRip, PART, NBTree and
Prism were used to classify data. Classification results were
compared with different number of classes. Four evaluation
measures, i.e., percentage of correctly classified instances,
percentage of incorrectly classified instances, kappa statis-
tic and root mean squared error were used to evaluate the
performance of classification methods with different number
of classes. Figure 3 shows percentage of correctly classified
instances. It is evident that percentage of correctly classified
instances decreases as the number of classes increases for
the same method. However, ZeroR and OneR showed worst
performance, i.e., decreasing from 80.7 and 90.8 to 51.4 and
65.1 respectively when number of classes are increased from
2 to 5. A similar picture is seen in Figure 4, where ZeroR
and OneR are again the worst methods in performance
comparisons, i.e., 19.3 and 9.2 to 48.6 and 34.9 respec-
tively when number of classes are increased from 2 to 5.
Figure 5 and 6 shows kappa statistics and RMSE values
for different methods when number of classes are increased
from 2 to 5 respectively. Table 2 shows standard devia-
tion of different methods for four different measures. The
table shows how these four measures, i.e., percentage of
correctly and incorrectly classified instances, kappa statistics
and root mean squared error change as number of classes
are changed from 2 to 5. For correctly classified instances,
ZeroR and OneR showed higher standard deviation values
w.r.t other methods, i.e., the number of correctly classified
instances vary greatly for these two methods. A similar trend
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Percentage of Correctly Classified Instances
Plot shows percentage of correctly classified instances w.r.t different number of classes
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FIGURE 3. Number of correctly classified instances w.r.t different number
of classes.

Percentage of Incorrectly Classified Instances

Plot shows percentage of incorrectly classified instances w.r.t different number of classes
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FIGURE 4. Number of incorrectly classified instances w.r.t different
number of classes.

is seen in case of incorrectly classified instances. In case of
kappa statistics, NBTree shows most consistent performance
with lowest standard deviation, i.e., 0.017. Random forest
being the second best classifier as the standard deviation for
this method is second lowest, i.e., 0.023. Similarly, NBTree
also showed a consistent performance in RMSE values with
standard deviation of 0.01. The other methods with lowest
standard deviation are Random forest and J48 with standard
deviation values of 0.013 and 0.017 respectively.

Table 3 shows results of comparison between classifiers.
Here, NBTree is compared with other classifiers using
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kappa statistics
Plot shows kappa statistics w.r.t different number of classes
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FIGURE 5. Kappa statistics w.r.t different number of classes.

Root Mean Squared Error
Plot shows RMSE w.r.t different number of classes
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FIGURE 6. Root Mean Squared Error w.r.t different number of classes.

paired t-test. All tests were performed at 5% level of sig-
nificance. The top row in Table 3 presents the four datasets
used in the analysis. The columns present the classifiers.
In this comparison, the results show which method performed
significantly better or worse than NBTree. As it can be seen
in Table 3 that no method performed significantly better than
NBTree in any of the datasets. However, ZeroR and OneR
performed worse than NbTree in 3Class dataset. Also, JRip,
Decision Stump, ID3, ZeroR and OneR performed worse in
4Class dataset. Further, PART, J48, JRip, Decision Stump,
OneR and ZeroR also performed worse than NBTree in
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TABLE 2. Standard deviation w.r.t different classes.

Correct Incorrect kappa RMSE

ZeroR 15.7 15.7 0 0
OneR 12.0 12.0 0.18 0.047
ID3 5.7 5.7 0.06 0.042
J48 4.7 4.7 0.06 0.017
Random Forest 4.0 4.0 0.023 0.013
JRip 6.8 6.8 0.043 0.025
PART 4.4 4.4 0.032 0.096
Prism 7.2 5.0 0.067 0.049
Decision Stump 13 13 0.15 0.030
NBTree 34 34 0.017 0.01

TABLE 3. Classifiers comparisons.

2Class 3Class 4Class 5Class

NBTree 9406 9248 87.77 87.15
Random Forest 95.52 94.85 9146 89.46
Prism 92.19 9275 84.87 84.61
PART 93.69 9346 87.44 85.87*
J48 93.70 90.35 87.07 83.04*
JRip 93.15 89.06 81.02* 83.13*
Decision Stump 88.73  82.39 65.98* 62.46*
1D3 92.19 91.70 84.24* 8599
OneR 91.95 77.45*% 65.98* 65.11*
ZeroR 80.73 77.09*% 52.27* 51.36%

*Performed worse statistically significant at 0.05.

5Class datasets. All other tests were non-significant, i.e., no
conclusion can be made about better or worse performance.
The evaluation matric used in this comparison was percentage
of correctly classified instances.

VI. DISCUSSION

In this study, a novel method of building a feature vector using
students’ homework submission data is used. This feature
vector represents students’ homework submission behaviors
during the whole semester. Three key indicators are used
as building blocks of this feature vector, i.e., each home-
work is represented by a triple of three Boolean variables.
Using homework deadline and students’ homework submis-
sion dates, first, the values of three variables are calculated.
The process is discussed in detail in section IV-A. This fea-
ture vector comprehensively represents students’ homework
submission behaviors during the semesters, i.e., how many
homework a student submitted on-time, how many home-
work submitted late and how many homework not submit-
ted. The feature vector is then used to group students with
similar behaviors in clusters. k-means clustering algorithm
is used for this purpose. The section V-B explains the pro-
cess of clustering in detail. The main task of clustering is
to identify procrastinating and non-procrastinating students.
The Figure 1 shows standardized cluster centroids at k =
2, 3,4 and 5. At k = 2, there are two distinct clusters.
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The cluster A is regarded as group of non-procrastinators
since their on-time submission scores are positive and late
or non-submission are negative. The cluster B is a group of
procrastinators since they have negative on-time submission
scores and positive late and non-submission scores. These
behaviors are further refined when three clusters are formed,
i.e., k = 3. Here, cluster C is group of non-procrastinators
with positive on-time submission scores and negative late and
non-submission scores. However, two procrastinating groups
are revealed, i.e., cluster A with negative on-time submis-
sion scores and positive late submission scores, and cluster
B with high negative on-time submission scores and high
positive non-submission scores. The main difference between
these two groups is their achievements, i.e., cluster A has
higher achievement score than cluster B. To further reveal
the behaviors, now four clusters are formed, i.e., k = 4.
Here, two procrastinating and two non-procrastinating groups
are emerged. The clusters A and B is regarded as groups of
non-procrastinating students, although cluster A has positive
late submission scores but they also have high achievement
scores. The clusters C and D are the groups of procrastinators
with negative on-time submission scores and positive late or
non-submission scores. The only distinguishable difference
between these two groups is the higher achievement scores
of cluster C. However, if the data is further divided into more
clusters, i.e., k = 5, no significant clusters are revealed
except that a procrastinating group with lowest achievement
is identified, i.e., cluster B with average final score of 25.6.
From above discussion, it is clear that beyond k = 3, no more
significant clusters are achieved. Figure 2 also suggest that
k = 3 is the optimal number of clusters for the data used in
this study.

Another important task of this study is to find the most
suitable classification method. Once clustering has been per-
formed, a class label is added to the dataset. An feature vector
as shown in equation 6 is used for classification purposes.
Figures 3, 4, 5 and 6 shows different measure to evaluate
the quality of classification results. Figure 3 shows that for
the same method the number of correctly classified instances
decreases as the number of classes increases. Similarly,
Figure 4 also shows that number of incorrectly classified
instances increase as the number of classes increases. Gen-
erally, the random forest algorithm performs best and ZeroR
performs worst in these evaluation comparisons. However,
kappa statistics gives a reliable estimate of most suitable
method. Previously, it was mentioned that beyond k& = 3, no
significant clusters are revealed. Also, elbow method suggests
k = 3 as the optimal number of clusters. Therefore, a com-
parison between different methods at k = 3 reveals that Prism
performs best in terms of kappa statistics and RMSE values
as compared to other methods. However, if number of classes
are chosen other than three, there are other methods which
perform well as compared to Prism. The more number of
classes offers more personalization. Therefore, at some point
the teacher might want to add further classes into the feature
vector and make responses to the students more personalized.
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Algorithm 3 Algorithm for Students’ Academic
Performance Enhancement Through Homework Late/
Non-Submission Detection (SAPE)
Require: Dategyy;, Dateen, Dateypioad
Construct feature vector (without class labels)
Xj = Wij, W2j, .., Wpj
Apply clustering algorithm at k = 2,3,4,5 to feature
vector X
Compare clusters
Visual inspection for distinct clusters or apply Elbow
Method to find optimal number of clusters
Add class labels to feature vector
X < X + classy
Apply classification algorithm
ZeroR, OneR, ID3, J48, Random Forest, etc.
Compare performance metrics
M. =m,my, ms, ....,my
while i < ndo
ifM, > M.,
C <« Ci
else
C < cit1
end if
end while
Use classification algorithm C to identify on-time, late and
non-submissions
Extend interventions

then

Algorithm 3 presents a generalized algorithm to build
feature vector and apply clustering and classification to it.
The algorithm starts by building a feature vector from
Dategyy, Dateeng and Dateypjoqq. The algorithm 1 explains
the process of building feature vector in detail. Once, the fea-
ture vector has been built, now it is time to add class labels.
The feature vector built using algorithm 1 does not has class
labels. The k-means clustering algorithm is applied to group
students with similar behaviors. As discussed previously, for
more personalization, more groups or clusters can be formed.
Typically, visual method can be used to inspect distinct clus-
ters. Otherwise, objective cluster evaluation measures such as
Elbow Method can be used to get optimal value of k. Once,
distinct clusters are identified, the class labels are added to
the feature vector. However, for more classes, a higher value
of k may be chosen. The k in X; represents the number of
classes in feature vector. At this stage, the feature vector is
finally prepared to apply classification algorithms. As shown
in section V-C, a number of different classification algorithms
can be applied. However, the performance of classification
algorithms vary as the number of classes are changed. So,
different classification algorithms can be compared according
to different number of classes to get the best one. Here, M,
represents a vector comprising of performance metrics of
classification methods. For example, in present analysis, four
performance measures, i.e., percentage of correctly classi-
fied instances, percentage of incorrectly classified instances,
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kappa statistic and RMSE are used. The performance metrics
for different methods are compared for particular number
of classes and best method C is selected. The classification
essentially identifies different students’ behaviors, i.e., stu-
dents who submit homework on-time, those who submit late
or do not submit at all. Once, these students have been iden-
tified, the learning process can be intervened to help students
facing learning difficulties.

The algorithm described above fully automates the process
of identifying students having learning difficulties. The algo-
rithm is generalized and has been made flexible to accom-
modate different types of behaviors. This could be helpful to
offer personalized learning supports to the students. A timely
detection of students’ future procrastination tendencies has
positive effects on students learning. This can help course
instructors to implement a number of pedagogical practices
to improve students’ learning. It can increase and can make
supervision of students much easier, i.e., [16] reported that
lack of supervision from course instructors is a major rea-
son for increased procrastination tendencies of students. The
students who are flagged red by the classification model
can be kept in special observation list and can be reminded
repeatedly to submit homework on-time. The course instruc-
tors can provide appropriate feedback to both classes of
students, i.e., the students who are regularly submitting their
homework on-time are encouraged and those who fail to
do so are motivated to submit their homework on-time like
other students. References [40] and [41] proposed to provide
regular feedback to students to enhance their performance and
reduce procrastination. Reference [14] observed that students
who are encouraged and motivated by the course instructors
show reduced tendencies of procrastination. Reference [42]
noticed that procrastination tendencies in students can be
reduced if they are informed about the performance of other
students. The use of social media is quite common nowadays.
The students can be motivated and informed about their
performance in social media groups. They can be reminded
about the homework deadlines and if the deadline is passed,
they can be asked to submit homework as early as possible.
The importance of social media in motivation and to pro-
vide information about their learning is emphasized by [43].
Timely interventions are very important in students’ learn-
ing. Instead of giving feedback at the end of the semester,
if the future behaviors of students are predicted in the start
of semester, a lot of difference can be made, i.e., students
achievement can be increased, their behavioral discrepancies
can be modified. In this study, the classification model is able
to predict students’ procrastination at the start of the semester,
enabling course instructors to take remedial actions before it
is too late.

VIl. CONCLUSION AND FUTURE WORK

Three algorithms are presented in this work. The first algo-
rithm, i.e., algorithm 1 is a novel way of building students’
homework submission feature vectors. This feature vector
can be used to represent a student’s homework submission
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behavior in a semester. The algorithm 2 details the steps
taken to verify the correctness of feature vector. The third
algorithm, i.e., algorithm 3 presents the process of apply-
ing clustering and classification methods to predict students’
procrastinating and non-procrastinating behaviors. The algo-
rithm is generalized and flexible to fully automate the pro-
cess of identify students with learning difficulties. In future,
we intend to extend the present work by adding more courses
with different number of homework. This would be helpful
to build comprehensive algorithm to detect students with
learning difficulties.

In present study, we, however, do not consider features
vector of different lengths, i.e., multiple courses with different
number of homework. We intend to extend present analy-
sis by building features vectors from different courses and
different number of homework.
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