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ABSTRACT The time-frequency analysis of vibration signals is an effective means to analyze the fault
characteristics of rolling bearings. The traditional pattern recognition method is difficult to adapt to the
complex mapping relationship between the high-dimensional feature space and the state space. The deep
learning method has high-dimensional feature adaptive analysis ability, which is suitable for the intelligent
analysis of the high-dimensional feature space in fault states. The feedforward deep convolutional neural
network (CNN) has achieved some success in mechanical fault diagnosis. However, the rolling bearing fault
signal is complex, and there are many interference factors. The CNN relying on the simple feedforward
method cannot effectively meet the actual needs in the field of fault diagnosis. Although there are some
CNNs with feedback methods, the CNNs of these feedback methods cannot systematically obtain the
characteristic information of rolling bearing faults. Therefore, they do not solve the feature extraction
problem of rolling bearing faults well. In view of this, this paper provides a specific mathematical definition
of the feedback mechanism for constructing the feedback mechanism in the deep CNN, models the feedback
mechanism into an optimization problem, determines the basic framework of the feedback mechanism,
and an effective feedback mechanism calculation model is proposed. Based on this, a solution algorithm
based on the gradient descent method is proposed. Then, an effective supervised feature extraction method
based on sparse expression is proposed. It maps the sample features to the feature domain through the
effective transform method. In the process, the wavelet packet transform (WPT) transform is used as the
basis function to construct a dictionary with structural effects, and mixed penalty terms are introduced to
further optimize the performance of structural sparse expression. Finally, the sparse expression is combined
with the feedback mechanism CNN (FCNN) to establish a sub-module fault diagnosis network so that a
diagnosis can determine the fault severity while assessing the bearing fault location. The example shows
that the method proposed in this paper has high accuracy in determining the state of rolling bearings and has
great application potential in engineering.

INDEX TERMS Fault diagnosis, rolling bearing, sparse representation, convolutional neural networks,
feedback mechanism, gradient descent.

I. INTRODUCTION
Once the mechanical equipment or key components therein
fail, the operation becomes abnormal, which leads to the
collapse of the entire mechanical system, which in turn
leads to serious economic losses or major disasters. Relevant
information indicates that the application of fault diagnosis
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technology to the diagnosis of mechanical equipment
can effectively reduce the cost of the enterprise [1]–[5].
In rotating machinery, rolling bearings are one of the
key components. According to statistics, in common rotat-
ing machinery failures, rolling bearing failures account for
30%-40% [6], [7]. Therefore, it is of great theoretical sig-
nificance and engineering value to study the intelligent fault
diagnosis technology and rolling bearings method to ensure
the safe and efficient operation of equipment [7], [8].
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Rolling bearing fault diagnosis methods are generally
divided into fault diagnosis methods based on time-frequency
analysis, fault diagnosis methods based on feature dimen-
sion reduction, and fault diagnosis methods based on arti-
ficial intelligence. For the fault diagnosis method based on
time-frequency analysis, for example, Gao et al. [9] proposed
fault feature extraction and identification of rolling bear-
ings based on short-time Fourier transform and nonnegative
matrix factorization. Unlike the methods mentioned above,
empirical mode decomposition (EMD) can automatically
divide no stationary, nonlinear signals into several differ-
ent intrinsic mode functions (IMFs). The EMD method has
received extensive attention and application in the field of
fault diagnosis [10], [11]. Although EMD is widely used in
the analysis of no-stationary signals, it has the problems of
extreme point extraction, envelope extraction, interpolation
technique, endpoint effect and modal aliasing [12], [13].
Aiming at this problem, choosing fault-sensitive statistical
features as the basis of subsequent fault analysis has been the
focus of in-depth research by many researchers. The second
type of fault diagnosis method based on feature dimension
reduction has been formed. Among them, principal compo-
nent analysis and linear discriminant are two classic linear
feature dimension reduction methods. Harmouche et al. [14]
proposed principal component analysis (PCA) for early fault
diagnosis and used information gain to measure the dissim-
ilarity between different modal principal components. It has
the following problems [15], [16]: over-fitting problems; high
computational complexity.

To solve the above problems, relevant scholars introduced
this kind of method into fault diagnosis and then formed
a fault diagnosis method based on artificial intelligence for
rolling bearings. One is a fault diagnosis method based on
traditional artificial neural networks, wavelets and other arti-
ficial intelligence algorithms. Rai and Upadhyay [17] com-
bined a nonlinear autoregressive neural network (NARX-
NN) with wavelet filtering technology for state estimation of
rolling bearings. Oliveira et al. [18] proposed a fault diagnosis
model based on weightless neural networks (WNN). How-
ever, the shallow machine learning method does not extract
all the fault information of the rolling bearing. It also does not
allow for adaptive features based on the fault characteristics
of different rolling bearings. In view of the high learning abil-
ity of deep learning, another type of fault diagnosis method
based on deep learning was introduced. Shao et al. [19]
proposed a deep belief network (DBN) for intelligent state
monitoring of induction motors. The DBN is used to auto-
matically extract the relevant features of the vibration signal
for state recognition. AlThobiani and Ball [20] proposed the
combination of energy operator demodulation feature extrac-
tion and DBN to realize fault diagnosis of reciprocating com-
pressor valves. Janssens et al. [21] proposed a fault diagnosis
method based on convolutional neural network (CNN), which
extracts local feature information directly from the original
vibration signal through a multi-layer convolution-pooling
structure. It enables fault diagnosis of rotating machinery.

Zhang et al. [22] proposed a deep CNN model for the diag-
nosis of rolling bearings, which uses wide kernel extraction
features and suppresses high-frequency noise interference in
the first layer of the model network. Other network layers
use small convolution kernels to build nonlinear mappings.
It can improve the bearing fault diagnosis rate as a whole.
Jiang et al. [23] proposed a new multilayer deep learning
CNN for fault diagnosis of rolling bearings. The normalized
preprocessing method was used to preprocess the vibration
signals. The processed signal is sent to the multilayer CNN
for pattern recognition. He et al. [24] proposed the envelope
spectrum information of bearing vibration signal as the fea-
ture vector, and constructed a Gaussian-limited Boltzmann
machine model to classify high-dimensional feature vectors.
It improves the recognition accuracy of faults. Although deep
learning has achieved satisfactory results in the diagnosis of
rolling bearing faults, it cannot be further applied and pop-
ularized due to the problems inherent in deep learning. The
main reasons are as follows: First, the learning of deep neural
networks belongs to supervised learning. To accomplish a
certain task, it is necessary to rely on a large number of
manually labeled data. Second, the interpretability is poor.
There is no corresponding theory to support network structure
initialization and parameter initialization. Third, the task is
singular, and different tasks are usually completed by differ-
ent network frameworks and learning methods. These defects
limit the deep application and promotion of deep learning in
the diagnosis of rolling bearing faults.

However, almost all deep CNN models are feedforward
neural networks; the information transfer between neurons is
unidirectional. In the human visual neural network, in addi-
tion to the feedforward connection, there is a large number
of feedback connections and lateral connections [25]–[27].
Studies have shown that the number of feedback connec-
tions is several times the number of feedforward connec-
tions [28]–[30]. The feedforward neural network can perform
certain sensing tasks, but there are still the problems of sen-
sitivity to noise, relying on a large number of samples, poor
interpretability, lack of adaptability and robustness, etc. Some
recent efforts have also made some attempts to introduce
feedback mechanisms in neural networks [31]–[33]. Both the
depth Boltzmann machine (DBM) [31], [32] and the decon-
volution network [32]–[34] attempt to define the feedback
mechanism as a reconstruction process during the training
phase. At the same time, there are some work that uses
the recurrent neural network and Long Short-Term Mem-
ory (LSTM) to capture attention-shifting signals in a dynamic
environment and implement feedback mechanisms through
reinforcement learning [35]–[37]. Some scholars have pro-
posed a robust intelligent fault diagnosis method for rolling
element bearings based on deep distance metric learning.
However, the actual application effect is not satisfactory.
It can be seen from the above literature that a convolutional
neural network with a feedback mechanism can better iden-
tify and process fault signals. This is because the feedback
mechanism can better optimize and adjust the convolutional
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neural network itself so that it can bemore adaptive to the sub-
sequent analysis and processing of the fault signal. Therefore,
the feedback mechanism convolutional neural network is bet-
ter than traditional convolutional neural networks in the diag-
nosis of rolling bearing faults. However, these architectures
do not effectively capture the high-level semantic concepts
of fault diagnostic signals and obtain all the important feature
information associated with them. So, in-depth study of the
mechanism of the feedback connection will give the deep
CNN more potential and flexibility and identify a solution to
overcome the many defects encountered by the current deep
neural network, which can greatly accelerate the development
of deep learning theory in the field of fault diagnosis. Because
the activation function of the convolutional neural network
has an important influence on the actual effect of the model,
the convolutional neural network constructing the feedback
mechanism will weaken the problem to a certain extent. If the
convolutional neural network with good feedback mecha-
nism is constructed, the feature information will be more
accurate and rich. At the same time, the rolling bearing
failure mode introduces various components, such as tran-
sient periodic shock, nonstationary features and noise in the
vibration signal. Traditional one-dimensional time-domain or
frequency-domain analysis cannot capture the intrinsic struc-
ture in the bearing signal, which bases the signal analysis for
rolling bearings on two-dimensional time-frequency analysis
technology. The advantage of data representation of sparse
expression is due to the structural dictionary used. The clearer
the basic elements of the dictionary grasp the structure of the
signal, the more the expression results obtained will highlight
the characteristic patterns in the signal [27], [29], [30].

Therefore, this paper proposes a fault diagnosis algorithm
for rolling bearings based on feedback mechanism convolu-
tional neural network-sparse representation. The basic idea
is as follows: first, construct a feedback connection around
the deep convolutional neural network feedback target in the
convolutional neural network, give the mathematical defini-
tion of the feedback adjustment mechanism problem based on
the feedback connection and the feedback target, and finally,
abstract the feedback optimization problem. And then, a new
framework of a feedback-convolution neural network based
on gradient descent is proposed. The sparse coding technique
is used to sparsely express the deep learning model, thus
effectively removing redundant information. It seeks a simple
representation of the essence of the data, reduces the corre-
sponding calculation process, and reduces the difficulty of
data analysis. Finally, the algorithm is used to analyze and
summarize the rolling bearing fault signal.

Section II of this paper describes the convolutional neu-
ral network with the feedback mechanism proposed in this
paper. Section III illustrates the sparse expression technique
proposed in this paper to sparsely express the deep learning
model established in Section II. Section IV introduces a
fault state recognition framework and method based on feed-
back mechanism convolutional neural network-sparse repre-
sentation. Section V analyzes the fault diagnosis algorithm

proposed in this paper and compares it with the mainstream
fault diagnosis algorithm. Finally, the full text is summarized
and discussed.

II. FEEDBACK CONVOLUTION NEURAL NETWORK BASED
ON GRADIENT DESCENT
A. MATHEMATICAL MODELING OF THE FEEDBACK
ADJUSTMENT MECHANISM
In this section, we will implement a decision rule R by con-
structing feedback (the decision rule: the decision rule can be
used to eliminate all connection paths that are not associated
with the target signal, and it can locate or even segment the
target signal of interest in a top-down manner). In addition,
the problem of cutting the connection path is transformed
into a neuron screening problem. This section first describes
the convolutional neural network from the perspective of
information selection.

1) NEW EXPLANATION OF DEEP NEURAL NETWORKS
Deep convolutional networkmodels are constructed by stack-
ing simple operational layers, including the convolutional
layer, the ReLU layer, and the max layer. For each layer,
assuming the input is X , it is known that it is not the signal
itself or the output of the previous layer. It is assumed that x is
composed ofC channels, the length andwidth are represented
by S and T , that is x ∈ RS×T×C , the output thereof is assumed
to be y and is composed of C’ channels, and the length and
width are S’ and T ’, respectively, that is y ∈ RS×T×C . On this
basis, this paper can formulate the convolutional layer, ReLU
layer and max layer separately.

Convolutional layers are used to extract different features
of the input. The convolutional layer consists of C’ convolu-
tion kernels, each convolution kernel k ∈ RK×K×C , and then
the operation of the convolutional layer is described by the
following formula:

yC ′ =
C∑
c=1

kc′c ∗ xc, ∀c
′ (1)

The ReLU layer is mainly used to increase the nonlinearity
of the network without affecting the receptive field of the
convolutional neurons. Its corresponding input and output
function relationship is as follows:

y = max (0, x) (2)

The max layer is mainly used to reduce the dimensions
of the output vector and to obtain a degree of invariance
to ensure that similar structures can achieve the same out-
put. Max acts on the neighborhood N of each signal (i, j),
specifically:

yi,j,c = max
u,v∈N

xi + u, j+ v, c, ∀i, j, c (3)

Selectivity in the feedforward process. To better under-
stand how selectivity works in neural networks and the model
feedback mechanisms, we need to reinterpret the role of the
ReLU and max layers. In this paper, the max( ) operation in
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FIGURE 1. Schematic diagram of the CNN feedback connection
constructed in this paper.

formulas (2) and (3) can be replaced by a series of binary
switches z ∈ {0, 1}. Therefore, the ReLU and max layers can
be represented in the form of y = zox. More specifically,
the ReLU layer is represented as y = zox, O represents
the multiplication of the signal class level, the max layer
is represented as y = z ∗ x, ∗ represents the convolution
operation, and z represents the convolution kernel with a value
of 0, 1.

By reinterpreting the ReLU and max layers as gate oper-
ations controlled by input x, convolutional neural networks
can be understood as a bottom-up approach for selecting the
useful information for decision making in the feedforward
process by these gate operations and discarding those that
contribute little to the decision. Then it makes the final deci-
sion. To ensure versatility and generalization, a large amount
of information can be filtered through the ReLU and max
layers, and thus, a large number of neurons are activated.
However, activated neurons may be useful or detrimental to
the final decision and often introduce a large amount of noise,
such as input signals collected from complex scenes, and then
the signal backgroundwill be very complex. This background
information also reaches the classification decision layer
through the network, which can cause serious interference to
the characteristic information in the identification signal.

2) BASIC IDEAS AND MATHEMATICAL MODELING OF THE
FEEDBACK ADJUSTMENT MECHANISM
To ensure the versatility and generalization of the model,
the deep convolutional neural network opens up almost all
gate operations for the input signal and allows as much
information as possible to pass through the entire network.
Then, when targeting signals or targets for feature seman-
tics, to improve discriminability at the feature level, an easy
method is to turn off those neurons that are not associated
with a given feature signal. This strategy is the key to biasing
competition theory to explain neuron selectivity.

In this paper, a binary switch type hidden variable, which is
called a feedback neuron, is introduced for each hidden layer
of neurons. The control of these new neurons is realized by
constructing the feedback connection between the target neu-
rons and all the feedback neurons. Fig. 1 shows this process
briefly. Fig. 1(a) shows the original CNN, and Fig. 1(b) shows

the addition of switch-type feedback neurons to each hidden
layer neuron. Fig. 1(c) shows the construction of a feedback
connection between the target neuron and all feedback neu-
rons. Fig. 1(a) has no feedback neurons. Fig. 1(b) does not
establish feedback neurons, and Fig. 1(c) is a true feedback
CNN. This configuration will improve the feature extraction
capabilities of CNN. That is, a feedback layer is introduced
in the traditional convolutional neural network to implement
the selection function.

Bottom-up:It inherits the feature selectivity of the ReLU
and max layers and passes the image information to the next
layer.

Top-down:It is implemented by the feedback layer, which
passes high-level semantic information to the data layer
through gate operations. These gate operations only allow
neurons associated with the target to be activated.

Thus far, this paper has introduced the basic idea of the
feedback adjustment mechanisms in deep convolutional neu-
ral networks. Given an input signal, all neurons associated
with a given target signal can be successfully screened out
from the activated neurons. Then, the connecting pathway
formed by these neurons becomes the connecting pathway
that we need to screen out. Therefore, this paper needs to
further clarify the feedback neuron state control problem.

As mentioned earlier, this paper introduces a large number
of switch-type feedback neurons in deep convolutional neural
networks. Simultaneously, a simple feedback connection is
constructed between the target neuron and these feedback
neurons to indicate that the state of the feedback neuron is
controlled by the target neuron. By introducing the binary
switch a, this paper further transforms the feedback mech-
anism into a numerical optimization problem. Given a signal
I and a well-learned neural network, the parameter is w
and a set Z ∈ {0, 1} of binary switches in the network.
This paper assumes that the target neuron output is S, and
the mapping function of signal I to the target neuron S is
f (I ,Z ). This article attempts to maximize the target output
by adjusting the switch state of all the feedback layers. The
specific description is as follows:

max
Z

S = f (I ,Z )− λ‖Z‖

s.t.zlijc ∈ {0, 1} , ∀i, j, c, l

type(l) = ReLU or Max (4)

where zlijc represents the binary switch of the position coordi-
nate of the cth channel of the lth feedback layer being (i, j).
Because our goal is to maximize the target output by acti-
vating the fewest neurons, this paper uses the L1 norm to
constrain the number of activations of z. Thus far, this paper
applies the mathematical model of the feedback mecha-
nism to the deep convolutional neural network. The prob-
lem described in formula (4) is the feedback optimization
problem. This objective function is an integer-programming
problem, and this is an NP-hard problem; in addition, in the
model, the mapping function d is determined by the struc-
ture and parameters of the network, and it is impossible to
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write an explicit mathematical expression. The solution to the
feedback optimization problem is not easy, and it is difficult
to obtain the globally optimal solution. For the construction
of the feedback connection mentioned above, the purpose
of the feedback connection path is to transmit a feedback
control signal to the feedback neuron; then the feedback
neuron works in a predetermined manner. Therefore, this
paper can construct the feedback connection in the process of
solving the feedback optimization problem. However, from
the feedback problem, it is difficult to obtain the globally
optimal solution; different solution methods mean that the
calculation method of the feedback control signal is different.
So, it requires different feedback adjustment mechanisms.
And it can be expected that different solutions to the feed-
back optimization problem will have different implementa-
tion effects. This problem will give the solution ideas and
specific processes in the following content.

B. FEEDBACK OPTIMIZATION PROBLEM GRADIENT
DESCENT METHOD
From formula (4), the optimization problem of formula (4) is
an integer programming problem and is an NP-hard problem
in the case of a given neural network structure. To facilitate
the solution, this paper makes a linear approximation of the
optimization problem and reduces the difficulty of the solu-
tion. First, from the analysis in Section II-A, it can be seen that
both the ReLU andmax layers can be regarded as gate control
operations, while the max layer is usually connected after
the ReLU layer. Essentially, it is a target-driven screening
behavior that regulates the ReLU and max layers, and simul-
taneous optimization can complicate the problem. In fact,
optimizing one of them can also achieve top-down neuron
screening. Therefore, to simplify the problem, we retain the
selection behavior of the max layer, add only a feedback
layer behind the ReLU layer, and adjust the neuron screening
behavior of the ReLU layer through the feedback layer to
achieve target-driven information extraction. Second, z ∈
{0, 1} makes the solution space of the feedback optimization
problem discrete and the conventional optimizationmethod is
difficult to perform. Therefore, we relax the value constraint
of Z and transform the optimization space into 0 ≤ zlijc ≤ 1;
that is, the optimization space of the feedback optimization
problem becomes continuous and steerable, so the above
problem is transformed into the optimization problem of
formula (5).

max
Z

S = f (I ,Z )− λ‖z‖

s.t.0 ≤ zlijc ≤ 1, ∀i, j, c, l

type(l) = ReLU (5)

Therefore, the solution of the feedback optimization prob-
lem is no longer an NP-hard problem. It can solve the
feedback optimization problem shown in formula (5) by the
gradient descent method. The gradient of the objective func-
tion to each feedback neuron is calculated to simultaneously
update all feedback neurons. Specifically, the entire network

structure is continuously optimized in an iterative manner by
formula (6).

zt+1 = zt + α ·

(
∂S
∂z

∣∣∣∣
zt

− λ

)
(6)

Among them, ∂λ ‖z‖1
/
∂zi = λ because this article limits

0 ≤ zlijc ≤ 1. The initialization state of the feedback layer
neurons is consistent with the activation state of the ReLU
layer corresponding to the first forward propagation. If the
switch z exceeds the range of [0, 1] during the optimization
process, it will be cut off. In formula (6), although the math-
ematical form of the function f cannot be directly written,
the gradient solution in formula (6) can be derived by the
chain rule and calculated by the error back propagation of
the neural network. This process shows that the construction
of the feedback connection in this paper does not need to
display the construction but can share the information channel
with the original neural network.

1) IMPLEMENTATION DETAILS
After each ReLU layer in a traditional neural network, we add
a feedback layer. The switching amount of each feedback
layer is initialized to z=1 to ensure that the first forward
propagation can proceed normally. This paper updates the
switch state based on the gradient of each feedback neuron
backpropagation. The learning rate of the feedback layer
is set to 0.1, and the switching states of all the feedback
layers are updated at the same time. Each iteration requires
a forward propagation and a backpropagation. Each signal
needs to be iteratively updated 15-120 times, and the number
of iteration updates is related to the characteristics of the
processed signal. Because the number of iterations is related
to the signal characteristics, after the multiple signals are
tested, the optimal number of iterations is 15-120. In the range
of this iteration update, the late feedback convolutional neural
network will obtain a satisfactory effect.

The entire working process of the feedback convolutional
neural network (FCNN) is shown in Fig. 2. For the first
iteration, the network structure proposed in this paper is the
same as that of the convolutional neural network, in which
some neurons are not activated, that is, they are in the closed
state. The black nodes in the figure represent the neurons that
are turned off. The network then identifies a target neuron,
lter2, which causes the feedback layer neurons to update their
state through a feedback adjustment mechanism. Thereby to
maximize the target neuron output. Then, in lter2, it maintains
the state of the neuron that was turned off during the last
feedback adjustment, repeating the feedforward and feedback
adjustment process. This continues to iterate until conver-
gence. Only one feedback layer update is shown in the fig-
ure for illustration. The working mechanism of the feedback
convolutional neural network in this paper is compatible with
this. The feedback convolutional neural network obtains a
certain degree of screening. In the feedback iteration, it can
retain the neurons related to the target and suppress the
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FIGURE 2. The FCNN workflow constructed in this paper.

neurons unrelated to the target signal, and can initially simu-
late the visual attention mechanism.

III. EFFECTIVE SUPERVISED FEATURE EXTRACTION
METHOD BASED ON SPARSE EXPRESSION
A. STRUCTURE SPARSE REPRESENTATION
Sparse expression has great potential application in the field
of fault diagnosis as an emerging signal processing technol-
ogy. However, the general sparse expression method with a
norm measure of sparsity only considers the feature selection
at the atomic level, ignoring the structural effects inside the
signal features (i.e., the strong correlation or irrelevance of
one type of feature with other class features). This effect
is that the key technology to simplifies pattern recognition.
Inspired by this, it extends the idea of structural sparse expres-
sion, which assumes that the group structure (a group of
strongly correlated samples) in the training sample is known.
The coding process performs feature selection at the group
level in groups instead of feature selection at a single atomic
level in general sparse expression. The purpose of this paper is
to study the fault feature extractionmethod of rolling bearings
based on the structure sparse representation algorithm. In the
process, the WPT transform is used as the basis function to
construct a dictionary with structural effects, and the mixed
penalty term is introduced to further optimize the perfor-
mance of structural sparse expression.

1) OVERVIEW OF STRUCTURAL SPARSENESS
Sparse structure is a natural extension of the standard sparse
theory. This paper understands the atoms in the dictionary as
well-designed inputs, which are known information. On this
basis, there is a theory that some of these inputs have related
features, and the atoms belong to a specific group. Assume
that there is an input X = ∪Cj=1G

j, where GiIGj = θ , and i 6=
j, the structure sparseness reflects the feature group structure
by introducing a penalty term that makes the group sparse,
specifically:

β = argmin
β

1
2
‖y− Xβ‖22 + γ

C∑
g=1

∥∥βg∥∥2 (7)

where, βg is the coefficient vector of the gth feature group
Gg and γ is the weight parameter. Comparing the norm
penalty terms in the standard sparse objective function and the
structure sparse optimization objective function formula (7),
the l1 norm is the sparsity of the expression of the promotion

coefficient, the l2 norm is the feature group selection at the
group level, and the l2 norm does not make the coefficients
in the feature group sparse. However, to accurately charac-
terize the intrinsic data, the algorithm in this paper not only
selects an important feature set but also makes it possible to
further filter out the important features in the group, namely,
the sparse group feature. A straightforward way to achieve
this sparse group feature selection is to introduce a linear
combination of two norm penalty terms (l1 and l2 norm) into
the objective function, which is also called elastic net regu-
larization. Therefore, it can obtain a new objective function,
specifically:

β = argmin
β

1
2
‖y− Xβ‖22 + v ‖β‖1 + γ

C∑
g=1

∥∥βg∥∥2 (8)

B. SPARSE STRUCTURE SOLUTION

Set �(β) = γ
C∑
g=1

∥∥βg∥∥2. The difficulty in the optimiza-

tion of formula (7) is its inseparability in nonsmooth terms.
In response to this problem, this paper uses a smooth near-end
gradient iterative algorithm to solve this problem. The reason
for choosing the algorithm is (1) the efficiency brought by
the convergence speed O

(
1
µ

)
, (2) the scalability of the step

method, and (3) the ease of use. Themain purpose of the algo-
rithm is to find a smooth approximation so that the gradient
can be calculated.

Thus, equivalent to the following formula:

�(β) = γ
C∑
g=1

∥∥βg∥∥2 = γ C∑
g=1

max
‖αg‖2≤1

αTg βg

= max
‖αg‖2≤1

C∑
g=1

γαTg βg = max
‖αg‖∞≤1

γαTβ (9)

where αg is the βg auxiliary variable, α =
[
αT1 , α

T
2 ,L, α

T
g

]T
.

Using Nesterov smoothing, �(β) can be approximated as a
smoothing function as follows:

�(β) ≈ fµ(β) = max
‖α‖∞≤1

(γαTβ − µd(α)) (10)

In the formula, µ ≥ 0, it represents the smoothing param-
eter and defines d(α) as 1

2 ‖α‖
2
2. According to the Nesterov

theory, fµ(β) is a continuous and differentiable convex func-
tion. Therefore, there is a gradient of fµ(β) with respect to β,
as follows:

∇fµ(β) = γα∗ (11)

where α∗ is composed of α∗g , g = {1, 2,L,C}, which is the
optimal solution of fµ(β). The calculation result is as follows:

α∗g = S2

(
γβg

µ

)
(12)
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S2 represents the projection operator, its role is to project
γβg
µ

onto the l2 ball, and the specific formula is:

S2(u) =


u
‖u‖2
u, ‖u‖2 < 1

, ‖u‖2 > 1 (13)

Given the required precision ε, calculate µ = ε/C . There-
fore, formula (8) can be converted into:

β = argmin
β

1
2
‖y− Xβ‖22 + v ‖β‖1 + fµ(β) (14)

Thus, the original complex formula becomes formula (14),
which is the l1 optimization problem. Extract the smoothing
term in formula (14), specifically:

h(β) =
1
2
‖y− Xβ‖22 + fµ(β) (15)

Therefore, it can calculate the corresponding gradient,
specifically:

∇h(β) = XT (XTβ − y)+ γα∗ (16)

According to the above formula, formula (14) can be
solved by the FISTA iterative algorithm to obtain specific
results. L in formula (17) is a step size parameter that can
be obtained by a linear search method. For the problem
presented in this paper, there is L = λmax(XTX )+

γ
µ
, where

λmax(XTX ) represents the maximum eigenvalue of matrix
XTX .

β t+1=argmin h(zt )+(β−zt ,∇h(zt ))+v ‖β‖1+
L
2

∥∥β−zt∥∥22
(17)

The basic steps for solving it are as follows:
(1) Input and output settings, input: y, X , precision ε;

output: β = β t+1.
(2) Set the parameters, µ = ε/C , θ0 = 1, z0 = β0.
(3) Iterative process: t = 0, 1, . . .,. Until β t

converges, ∇h(zt ) is calculated according to formula (16),
and β, β t+1 = argmin

β

h(zt ) +
〈
β − zt ,∇h(zt )

〉
+ v ‖β‖1 +

(L/2)
∥∥β − zt∥∥22 is updated by the following formula. Then

set θt+1 = (1 +
√
1+ 4t2)/2 and update zt+1 = β t+1 +

(θt−1/θt+1)(β t+1 − β t ).

C. FEATURE EXTRACTION METHOD BASED ON
STRUCTURE SPARSE EXPRESSION
As seen from the foregoing, the solution to formula (8)
addresses the limitation of standard sparse expression and
general group sparse expression. It can achieve sparse coding
at the feature group level, and the obtained expression highly
expresses the essential information of the signal. Specifically,
only the group coefficients that are highly correlated with
the signal are characteristically reflected in the solution, and
most other group coefficient values that are not related to
the signal are zero. This expression, therefore, provides a
comprehensive description of the signal with minimal space.

In addition, this coefficient distribution is directly related to
the signal type, and the intrinsic structure can reveal the class
features and the structural features of the signal. In summary,
the sparse structure can be further used for the fault feature
extraction studied in this paper. The entire feature extraction
process is WPT transformed into preprocessing. To meet the
application requirements of the algorithm, the WPT trans-
form result needs to be rearranged into a vector x according
to the sub band frequency from low to high, and the subse-
quent operations are performed based on the sample WPT
transformed and rearranged data. If there is a vibration signal
dataset containing the C health status types, according to the
above theory, it is first necessary to prepare a sample set S
containing all types of data and to arrange the samples into a
dictionary according to the category label as follows:

Xm×n =
[
x1,1, x1,2,L, x1,n1 (X1), x2,1, x2,2,
L, x2,n2 (X2),L, xC,1, xC,2,L, xC,nC (XC )

]
(18)

where n = n1+n2+ . . .+nC and Xi(i = 1, 2, 3, . . . ,C) rep-
resents a sub dictionary corresponding to the i-th type of data.
Similarly, the corresponding coefficients can be expressed as:

β =

[
β1,1, β1,2,L, β1,n1 (β1), β2,1, β2,2,
L, β2,n2 (β2),L, βC,1, βC,2,L, βC,nC (βC )

]T
(19)

When a new sample y belonging to category τ is given, it can
use the algorithm to solve the coefficient vector β, as shown
in formula (20).

β =

0, · · · , 0, βτ,1, 0, · · · , 0, 0, βτ,k , · · · , βτi,ni︸ ︷︷ ︸
βi

,

· · · , 0, · · · , 0

 (20)

The above description shows that the coefficient vector β
is a representation of the input signal y mapped to the sparse
domain, and its nonzero region can clearly indicate the cat-
egory information of the signal y. To further enhance the
representativeness of the features and improve the efficiency
of subsequent diagnosis, this paper calculates the l1 norm and
rearranges the sparse expression coefficients of the structure
and obtains the structure-based sparse wavelet feature (SSW)
proposed in this paper. The formula is as follows.

SSW =
[
‖β1‖1 , ‖β2‖1 ,L, ‖βC‖1

]
(21)

It can be known from formula (21) that the dimension of
the SSW feature is equal to the number of feature groups, that
is, the number of data types contained in the entire data. This
means that the SSW has a lower feature size. It ensures the
efficiency of subsequent classification work.

In addition, the high recognition and strong adaptability of
the SSW features are also obvious application advantages.
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This feature can make different categories of data correctly
recognized and have lower classification errors, so the degree
of recognition determineswhether the features are high or low
for the classifier and the feature classification effect. There
is a one-to-one mapping between the distribution of sparsely
expressed structures and data structure types, and the SSW
features calculated from this distribution are the most direct
representation of data structure information. Therefore, even
if the number of classifications is large, the SSW feature is
still very strong, and the requirements for subsequent classi-
fiers are also reduced.

Thus far, this paper has theoretically explained the advan-
tages of SSW features for mechanical fault diagnosis. The
next section will introduce a method based on FCNN and
sparse expression to establish a rolling bearing fault diagnosis
method.

IV. ROLLING BEARING FAULT DIAGNOSIS METHOD
BASED ON FCNN-SPARSE EXPRESSION
A. ROLLING BEARING FAULT DIAGNOSIS METHOD BASED
ON FCNN-SPARSE EXPRESSION
Section II elaborates on the FCNN model proposed in this
paper. When solving the complex signal feature extraction
problem through the FCNN model, to improve the learning
ability of the FCNN network, the corresponding number
of hidden layer units must be increased. This will com-
plicate the deep learning model calculation process, which
will increase the difficulty of signal feature analysis and
overwhelm some signals with typical characteristics. The
sparse representation technique introduced in Section III
can effectively eliminate redundant information and retain
valid feature information, which provides a more concise
expression for the data. Thus, this paper proposes a fault
diagnosis method for rolling bearings based on FCNN-sparse
expression.

Here, it is necessary to add a sparse penalty term to the log-
likelihood objective function in the FCNN so that the deep
learning model hidden layer unit maintains a low degree of
activation. Assuming a given sample set v =

(
v1, v2,L, vnv

)
,

the optimization problem expression is as follows:

min imize{wi,j,bi,aj} −
nv∑
l=1

lnP(v; θ )

+λ

nh∑
j=1

∣∣∣∣∣p− 1
nv

nv∑
l=1

E
[
hj|v

]∣∣∣∣∣
2

(22)

where E [·] is the conditional probability given a training
sample, λ is a regularization parameter, and p is a parameter
that controls the average activation degree of the hidden layer
unit.

The parameter calculation of the sparse FCNN can be
calculated by the gradient method. The CD algorithm can
update the parameter calculation of formula (22). And then
the parameter is updated again by the gradient of the added
penalty item until convergence (It can be known from the

TABLE 1. Rolling bearing fault diagnosis process based on sparse FCNN.

proof that it is only necessary to update the offset parameter
aj which controls the degree of activation of the hidden
layer).

B. APPLICATION OF SPARSE FCNN IN FAULT DIAGNOSIS
Data preprocessing is a necessary step for feature extraction.
The sparse FCNN used in this section optimizes the net-
work parameters in a global parameter fine-tuning manner,
the learning results are sparse, and the essential representa-
tion of the data can be abstracted from a large amount of
data. Therefore, simple data preprocessing can achieve the
application requirements. Sparse FCNN-based fault diagno-
sis is divided into training and testing steps, both of which
require a large number of samples to be prepared in advance.
To improve training efficiency, the sample will be further
divided into ‘‘mini-batch’’ processing. The general steps for
the health status diagnosis of rolling bearings based on sparse
FCNN are shown in Table 1, in which steps 3 and 4 are cycled
until the number of trainings is reached.

C. BLOCK FAULT DIAGNOSIS SYSTEM
This section will use the sparse FCNN model to build a
block fault diagnosis network. Different from the traditional
fault diagnosis system, the task of the block fault diagnosis
network proposed in this section is not limited to accurately
identifying the fault categories of rolling bearing parts, but it
innovatively builds a hierarchical diagnostic system so that
the network can further diagnose the severity of the fault.
This is the key to discovering the weak links in mechanical
systems. If the fault diagnosis process cannot detect the weak
points of the system or find the serious faults in time and the
system performance will drop rapidly. Therefore, the diag-
nosis of the severity of mechanical components is particu-
larly important for the reliability design of the mechanical
equipment.

1) STEPS FOR BUILDING A BLOCK FAULT DIAGNOSIS
NETWORK
The data used in the validity verification experiment of the
network are the rolling bearing data. To clarify the whole
network construction step, the bearing classification task
is taken as an example to illustrate the complete network
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FIGURE 3. Schematic diagram of the sparse FCNN block fault diagnosis
network.

construction steps. The rolling bearing dataset contains a
set of normal signals, three sets of fault signals, and all
types of faults contain three fault sizes. The submodule
fault diagnosis network structure includes two independent
functional layers (L1 and L2) to determine the fault form
and the fault degree of the data. A schematic diagram
of the structure of the block fault diagnosis structure for
the current data is shown in Fig. 3. The network consists
of two sparse FCNN modules connected successively. The
operation of sparse FCNN 1

1 is the fault type identification,
and sparse FCNN 2

t , t = 1, 2, 3 further identifies the fault
degree.

Of course, the first prerequisite for completing the sub-
module fault diagnosis network is to learn the modules of the
sparse FCNNs with the subfunctions shown in Fig. 3 accord-
ing to the sparse FCNN learning method in Section IV-B
and the sparse FCNN training steps described in Table 1.
Specifically, the sample used for training FCNN1

1 needs to
include all fault types and fault levels, and the samples for
trainingFCNN2

t need to includemultiple fault degree samples
under the corresponding fault type. According to Fig. 3,
the first module and the second module work continuously
without interruption. The result of the first level diagnosis is
input into the corresponding subclassifier of the second level
for further identification. Therefore, to achieve this function,
it is necessary to add a data extractor before each subclas-
sifier of the second-level diagnosis and assign the sample
to the corresponding FCNN2

t according to the sample class
label obtained by the first-level identification for further fault
degree judgment.

2) CLASSIFICATION ACCURACY OF THE SEGMENTATION
FAULT DIAGNOSIS NETWORK
The definition formula of the classification accuracy rate
is the number of correctly determined samples compared to
the total number of discriminated samples. Considering the
two-level diagnostic structure of the submodule fault diag-
nosis network of Fig. 3, the network contains four sparse
FCNNs, corresponding to four classification accuracy rates.
By definition, the identification accuracy of L1 can be easily
obtained based on the classification result of sparse FCNN 1

1 .
Taking into account the particularity of the network struc-
ture, the data extractor transfers the sample to the FCNN 2

t

TABLE 2. Rolling bearing structural parameters.

corresponding to the class label according to the identifica-
tion result of the L1 module. That is, the data received by
FCNN 2

t contains the error samples caused by the L1 module
misjudgment, and the classification of these misjudgment
samples in the L2 module is invalid. Therefore, the classifica-
tion result of L1 directly affects the classification accuracy of
the L2 module. This article uses the simplest two-category
data identification submodule diagnostic example to illus-
trate. Assuming that there is no classification error in the L1
layer, FCNN1

2 and FCNN2
2 of the L2 layer will each obtain

m samples. If the L1 module is classified, each r and s
sample is misclassified into the relative categories. The next
FCNN1

2 and FCNN
2
2 are extracted to (m+ s-r) and (m+ r-s)

samples, as shown in Fig. 4. In particular, the newly added
r and s samples are invalid samples generated in the L1
module, which will lead to additional diagnostic errors to L2.
Therefore, the classification error of the L2 module consists
of two parts: the L1 fault type is judged correctly, the L2 fault
degree misjudgment error and the L1 fault type misjudgment
error. Assume that the number of misjudgment samples of
the first part of the error generated by FCNN1

2 and FCNN2
2

of L2 is α and β, respectively. Based on the above theory,
the accuracy of FCNN1

2 is calculated as 1-((s + α)/(m + s-
r)), the accuracy of FCNN2

2 is 1-((r + β)/(m + r-s)) and the
classification accuracy of the network given in Fig. 3. It is
1-((r + s+ α + β)/2m).

V. EXPERIMENT ANALYSIS
A. EXPERIMENT 1
To verify the effectiveness of the proposed solution,
the rolling bearing data of the Case Western Reserve Uni-
versity bearing data center website was used for analysis.
These data have been widely studied and applied by scholars
in the field of fault diagnosis at home and abroad, and they
have become a standard dataset for verifying new methods
of state recognition of mechanical equipment [38]–[43]. The
experimental device includes an electrical control device,
a motor, and a torque sensor/angular speed encoder. The
rolling bearing model is 6205-SKF, and the bearing structural
parameters are shown in Table 2.

Under the condition that the driving motor speed is
1797 r/min, the piezoelectric acceleration sensor and its sup-
porting magnetic seat are used to rigidly connect the sensor
with the supporting seat where the fault bearing is located.
The original vibration signals of the rolling bearing under
normal conditions, rolling element failure, inner ring failure
and outer ring failure are collected. The bearing outer ring
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FIGURE 4. FCNN error diagram.

FIGURE 5. Time-domain waveform and spectrum of the outer ring fault
signal.

FIGURE 6. This paper’s method classification result graph.

fault is now studied. The sampling points are 3000 points,
the sampling frequency is 12 kHz, and the sampling time
is 0.25 seconds (144.dat). The time-domain waveform and
spectrum of the measured signal are shown in Fig. 5.

In order to analyze the fault signal, the theory proposed in
Section III of this paper is used to sparsely express the above
fault signal; next, the key signal information is identified,
and then, the redundant information is eliminated. Finally,
under the four working conditions (normal state, rolling ele-
ment fault, inner ring fault and outer ring fault, expressed by
Normal, REF, IRF and ORF, respectively), 100 sets of data

TABLE 3. Statistics of three algorithms for fault diagnosis results.

FIGURE 7. [44] method classification result graph.

are randomly selected for sparse expression preprocessing
and used as training samples. The remaining 60 data points
are used as test samples. Then, the fault diagnosis method
proposed in Section IV of this paper is used for fault diagno-
sis. To verify the advantages of this method, the training and
test data are diagnosed by the CNN, References [33], [44],
SVM and artificial neural network. The specific test results
are shown in Fig. 6-Fig. 10. Normal, REF, IRF, and ORF are
replaced with the numbers 1, 2, 3, and 4, respectively.

It can be seen from Fig. 6-Fig. 10 that the fault diag-
nosis method proposed in this paper has the highest aver-
age correctness rate, the correct rate of pattern recognition
under various working conditions reaches over 93%, and the
recognition rate of bearings in the normal state is as high as
100%. The average recognition accuracy of the CNNmethod
is only 1% lower than the method in this paper. This is
because the CNN method can adaptively learn most of the
information of the fault signal. However, the CNN method
does not perform sparse expression processing on the fault
signal, which increases the interference signal. Therefore, the
recognition rate of the CNNmethod is lower than the method
proposed in this paper. The average recognition accuracy
of the SVM method for the four operating conditions is
only 90%. This is because the SVM does not have a good
anti-interference ability, and it cannot be adaptively learned
based on the fault signal, thus performing classification and
recognition.

At the same time, in order to better demonstrate the advan-
tages of the feedback convolutional neural network proposed
in this paper compared with other feedback convolutional
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FIGURE 8. [45] method classification result graph.

FIGURE 9. CNN method classification result graph.

FIGURE 10. SVM method classification result graph.

neural networks, the method proposed in [33], [44] is added
for comparison. The comparison results are shown in Table 3.
It can be seen that the method proposed in this paper is more
accurate than the reference [33], [44]. This is because the
proposed method not only introduces a feedback adjustment
mechanism, but also performs corresponding optimization
operations. And it use sparse expression to findmore effective
feature information.

The results also show that in the case of equal training
samples, the proposed method has higher accuracy and bet-
ter diagnostic efficiency than the CNN and SVM methods.

TABLE 4. Three methods calculation time comparison table.

The method not only improves the means of fault diagnosis
of rolling bearings but can also be applied to the field of fault
diagnosis of other rotatingmachinery (rotor, gear, etc.), which
has great engineering application value.

In order to further compare the calculation time of the
three methods. Table 4 shows the calculation time required
for these three methods. The experimental software and hard-
ware environment processes are the same. The training time
is the processing time of 100 sets of training samples in
the experimental data set. The test time is the recognition
time of 60 sets of test samples in the experimental data
set.

In this experiment, the data is transmitted to the fault
diagnosis analysis module for analysis through the network
method. As can be seen from Table 4, the SVM method
has the least training time, but its testing time is too long.
Compared with the CNNmethod, although the method in this
paper is longer than the CNNmethod, the training time gap is
small. However, this method is shorter than the CNNmethod.
This shows that the proposed method can adaptively identify
the fault signal more quickly. At the same time, it also shows
that the method of this paper is of great value to practical
engineering applications. The feedback convolutional neural
network mentioned in this paper takes more time to construct
the model and sparse process. But the test process is directly
using the trained model for testing. At this point, it takes less
time, and it also reflects the need for feedback convolutional
neural network modeling to take more time.

B. EXPERIMENT 2
The data used in the experiment are the CaseWestern Reserve
University (CWRU) [41]. The experimental data of this group
include four types of bearing status: normal, outer ring fault,
inner ring fault and roller fault. The faulty bearing is a single
damage condition, which is artificially introduced by EDM.
The diameter of the damage is of the following four types:
0.007, 0.014, 0.021 and 0.028 inches. The fault depth is
0.011 inches. The data were collected at four motor load
speeds of 0, 1, 2, and 3 hp (corresponding speeds of 1720-
1797 rpm). The specific experimental conditions were as
follows: the drive end bearing adopts 6205-2RS JEM SKF
deep groove ball bearing, the EDM bearing has single point
damage, the damage diameter is 0.1778 mm, and the sam-
pling frequency is 12 KHz.

For any sample in the above dataset, using the block fault
diagnosis network system proposed in this paper to analyze
these datasets can not only diagnose the fault but can also
determine the degree of the fault. To facilitate experimental
analysis, the vibration signal for each state is segmented into
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TABLE 5. Experimental rolling bearing data information table (the listed
samples are added to the load condition of 0-3 hp).

TABLE 6. Block fault diagnosis network experimental data statistics table.

a time series of 5012 no-sampling points. At the same time,
to ensure the rationality and generality of the dataset, the same
type of normal data collected under different loads is merged
into the dataset to form an experimental sample, and the
number of samples is 200, as shown in Table 5.

As a result, 50% (100) of the samples are randomly
extracted from the sample data of each state as training data,
and the rest are used as test data. Therefore, the training sam-
ple and the test sample are each 100. The specific experimen-
tal data are shown in Table 6. In this experiment, the data is
transmitted to the fault diagnosis analysis module for analysis
through the network method.

According to the above, the sparse FCNN1
1 of the first

module is trained with all the training samples, and the sparse
FCNN2

k of the corresponding class is trained by the samples
(200) of different damages under the same fault. The param-
eters of all the sparse FCNNs in the network pretraining are
configured according to the applicable degree of the signals,
as shown in Table 7. The mini-batch size is usually the same
as the number of categories. The fine-tuning process of the
network weight parameter is followed by the pretraining step
of the network to further improve the classification perfor-
mance of the network.

To further demonstrate the application advantages of the
submodule fault diagnosis network based on sparse FCNN,
we compare it with the BP neural network, support vector
machine and CNN method. To ensure the generality of the
experimental process, the same structure of the submodule
fault diagnosis network proposed in this paper is used to
replace the sparse FCNN in the diagnostic network with the

TABLE 7. Statistical data of the block fault diagnosis network training
parameters proposed in this paper.

TABLE 8. Statistics of the four algorithms fault diagnosis results.

BP neural network, SVM or CNN to complete a similar block
fault diagnosis. In the experiment, the BP neural network
structure consists of 6 hidden layers, 12 neurons per layer,
and the weight and bias of the network are updated by the
Levenberg-Marquard optimization algorithm. The multiclass
SVM classifier uses the radial basis function as the kernel
function and the training method to select the one-against-
all method. According to the data extraction mode of this
experiment, half of the data listed in Table 2 were randomly
selected as a training sample, and the rest were used as a
test sample. To obtain more accurate and general results,
we repeat the data extraction 100 times and diagnose the 100
networks of the diagnostic networks constructed by the above
three classification algorithms and obtain the average fault
diagnosis accuracy of the three algorithms. The details are
shown in Table 8.

It can be seen from Table 8 that for the diagnosis result of
the L1 module, the sparse FCNN obtains the highest classi-
fication accuracy of 98.8% among the four algorithms, and
the identification performance for the bearing fault location
is significantly better than the BP neural network (BPNN,
94.18%) and SVM (95.35%). The results show that through
effective training, sparse FCNN can improve the confusion
of various feature patterns due to different degrees of failure.
This method has certain advantages over CNN (97.04%).
This is because sparse FCNN has eliminated redundant signal
information and avoids interference of invalid signals, thus
eliminating the influence of training accuracy in subsequent
deep learning. For the maintenance and condition monitoring
of mechanical equipment, an accurate understanding of the
type of fault is the primary task, namely, the first module of
the fault diagnosis network proposed in this paper. Therefore,
in the task completion of the L1 module, the classification
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TABLE 9. Four methods calculation time comparison table.

performance of the sparse FCNN is much better than the BP
neural network and the SVM intelligent algorithm, which is
also better than the traditional CNN deep learning method.

As explained above, due to the successive connections
of the front and rear modules, the misjudgment of the first
module will have a direct negative impact on the second
module. It causes the second module classification result to
include the error of the previous module due to the fault
type in addition to the classification error of the module. For
the diagnosis results of the L2 module, the sparse FCNN
obtains the highest classification accuracy among the four
algorithms. In the three categories of L2 fault diagnosis,
the method has the highest classification accuracy, and there
is no considerable fluctuation. This shows that themethod has
good adaptive characteristics and self-learning characteris-
tics. The other three methods have certain fluctuation, which
indicates that these three methods do not have the ability of
adaptive learning to some extent.

To further analyze the calculation time of these four meth-
ods, Table 9 lists the calculation times for these four meth-
ods. The experimental software and hardware environment
processes are the same. The training time is the processing
time of the training samples in the experimental data set, and
the test time is the recognition time of the test samples in the
experimental data set.

It can be seen from Table 9 that the test time of this method
is the least, and the training time of the SVM method is the
least, but its test time is longer. Compared with the CNN
method, although the method has a small difference between
the training time and the CNN method, the method is shorter
than the CNNmethod. This also shows that the model trained
in this method can adaptively identify the test set. The feed-
back convolutional neural network mentioned in this paper
takes more time to construct the model and sparse process.
But the test process is directly using the trained model for
testing. At this point, it takes less time, and it also reflects the
need for feedback convolutional neural network modeling to
take more time.

In summary, the submodule fault diagnosis network pro-
posed by sparse FCNN can realize the comprehensive fault
diagnosis of rolling bearings that locates both the fault loca-
tion and the bearing fault degree. Compared with CNN,
BP neural network and the SVM intelligent classifier, it is
found that the sparse FCNN-based submodule fault diag-
nosis network is better for the function of each module.
Therefore, the deep learning algorithm represented by FCNN
has great mining value in the field of mechanical fault
diagnosis.

VI. CONCLUSION
In this paper, fault feature extraction and intelligent diagnosis
of rolling bearings in core parts of rotating machinery are
presented. Based on the sparse expression and convolutional
neural network theory of current research hotspots, a fault
diagnosis method based on feedback convolutional neural
network-sparse expression is proposed. First, the feedback
connection is constructed in the convolutional neural network
around the deep convolutional neural network feedback tar-
get, and the mathematical definition of the feedback adjust-
ment mechanism problem is given according to the feedback
connection and the feedback target. Finally, the feedback
optimization problem is abstracted. A new framework of
feedback convolutional neural networks based on gradient
descent is proposed. Then, sparse coding technology is used
to sparsely express the deep learning model, eliminate redun-
dant information, and seek a simple representation of the
outstanding essence of the data to reduce the difficulty of data
analysis. The main results are as follows:

(1) In this paper, the vibration signal of a rolling bear-
ing is affected by noise interference and other factors. The
sparse expression of various state data will produce intra-
class mode differences. Therefore, a new structural sparse
representation algorithm is introduced to preprocess the sig-
nal. It addresses the application limitation of standard sparse
expression only selecting features at the atomic level. It takes
into account the structural properties inside the signal. It can
get a more meaningful coefficient distribution. It can then
be used to identify the signal. The experiment proves that
the feature has strong stability and recognition and has
great application potential in the fault diagnosis of rolling
bearings.

(2) In the deep convolutional neural network, the cal-
culation model of the feedback adjustment mechanism is
proposed first. This paper reinterprets the composition of
convolutional neural networks from the perspective of feed-
back, highlights the existence of a stimulus-driven neuron
screening mechanism and its existing problems in the feed-
forward process of convolutional neural networks, and pro-
poses the basic framework for the operation of feedback
adjustment mechanisms. The mathematical model of con-
structing the whole feedback mechanism is completed, and
the feedback optimization problem is clarified. So, a gra-
dient descent method is proposed to solve the feedback
optimization problem we constructed, and the correspond-
ing feedback convolutional neural network architecture is
given.

(3) In this paper, the sparse representation of the structure
and the feedback convolutional neural network method are
proposed. The fault diagnosismethod of rolling bearing based
on feedback convolutional neural network-sparse representa-
tion is proposed. The diagnostic method was applied to the
analysis of rolling bearing data of the Case Western Reserve
University Bearing Data Center website and compared with
other existing mainstream rolling bearing fault diagnosis
methods. The experimental results show that the proposed
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method can not only identify the rolling bearing fault type but
also identify the rolling bearing fault degree. The recognition
effect is better than other mainstream rolling bearing fault
diagnosis algorithms. The method proposed in this paper has
the shortest test time for the rolling bearing signal. In other
words, it can accurately identify whether the rolling bearing
signal is faulty in the shortest time.
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