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ABSTRACT Diabetic retinopathy (DR) diagnosis methods in the literature are usually criticized as being
limit in diagnosing DR-related features or being lack of interpretability. To deal with these issues, this
paper investigates the feasibility of diagnosing both DR severity levels and the presence of DR-related
features in a two-step procedure. Specifically, this paper first analyzes the quality of annotations in DR
grading by measuring inter-grader variability. Cosine similarity is considered to evaluate the inter-grader
variability of the presence of DR-related features, and quadratic weighted Cohen’s kappa is employed to
assess the inter-grader variability of DR severity levels. Next, different annotation methods as follows are
compared to DR severity prediction performance using logistic regression: 1) single annotations by single
grader (SASG); 2) single annotations from multiple graders (SAMG); 3) multiple annotations by voting
(MAV); and 4) double annotations with adjudication of disagreement (DAAD). Based on the comparison
results, the feasibility of diagnosing both DR severity and features is investigated. In the experiments,
1589 fundus images graded by three retinal specialists and four general ophthalmologists are considered.
The results demonstrate that retinal specialists are more consistent than general ophthalmologists in grading
both the presence of DR-related features and DR severity. The SASG andMAV should be avoided if possible
while the DAAD is the good option when prediction performance is the highest priority and the SAMG is
especially beneficial when both prediction performance and grading costs are considered. The upper limit
performance of DR severity prediction gets accuracy 95.6% and kappa 0.962. When DR-related feature
prediction achieves average cosine similarity 0.823, it is potential to get accuracy 91.2% and kappa 0.905 for
DR severity prediction in real applications. These results together suggest the potential of diagnosis of both
DR severity and the presence of DR-related features in a two-step procedure.

INDEX TERMS Diabetic retinopathy (DR), DR severity, DR related features, inter-grader variability, data
annotation.

I. INTRODUCTION
Diabetic retinopathy (DR) is the leading cause of preventable
blindness among working-aged adults in the world [1]. It is
estimated that 35%of all patients with diabetesmellitus suffer
from DR [2], [3]. The risk of DR increases as the longer
a person has diabetes mellitus. According to World Health
Organization, DR is estimated to affect more than 77% of the
patients who have had diabetes 20 years andmore [4]. Fundus
photography is one of the most commonly used imaging
technique for the diagnosis of DR in the retina [5]. It has been
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widely used for DR screening because of its high resolution,
low cost, and easy storage and transmission. To facilitate DR
diagnosis, several classification systems have been developed
to classify DR severity in fundus images [6]–[8], in which DR
severity levels are defined by different DR related features.

Due to the importance of DR for patients with diabetes
mellitus, there have been great efforts in development of
computerized methods for automatic DR diagnosis in fundus
images, which can be broadly divided into two categories: DR
related feature detection and DR severity classification. The
traditional DR diagnosis methods usually target at DR related
feature detection, which have been widely studied in the
literature. For example, Sinthanayothin et al. [9] developed a
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method based on recursive region growing andMoat operator
to automatically detect important features of nonprolifer-
ative DR, including haemorrhages, microaneurysms, and
hard exudates. Sopharak et al. [10] proposed a set of opti-
mally adjusted morphological operators for exudate detec-
tion. Zhang et al. [11] designed a method by combining
mathematical morphology, feature extraction, and random
forest for exudate detection. Seoud et al. [12] employed
dynamic shape features for detection of microaneurysms and
hemorrhages. Although with great success, these methods are
usually designed for some pre-selected features and do not
work on the other features, thus limiting their application in
DR diagnosis.

More recently, with the success of deep learning in medical
image analysis, the study on the classification of DR severity
becomes popular. For example, Gulshan et al. [13] employed
GoogleNet to diagnose referable DR. Ting et al. [14] devel-
oped VGG-like convolutional neural networks (CNNs) for
referable DR and vision-threatening DR detection, respec-
tively. Li et al. [15] designed a CNN method for detecting
vision-threatening referable DR. Achieved high sensitivity
and specificity in the relative large test sets, however, these
methods are usually criticized as being lack of interpretabil-
ity. Except for the black box of deep learning models, another
important reason, we believe, is the lack of the information
about DR related features in the output of these methods.
Besides, all of these methods are only optimized for two-class
classification tasks, thus can not predict all of DR severity
levels.

Due to the problems mentioned above, in this study we
investigate the feasibility of developing automatic comput-
erized algorithms for diagnosis of both DR severity and the
presence of DR related features. It can be conducted in a two-
step procedure: the presence of DR related features in the
fundus images is first detected, and then the classification
of DR severity is predicted based on the detected features.
Note different from the traditional feature detection methods,
which provide both the number and the locations of some
pre-selected DR related features, this method considers the
presence of all DR related features. Instead of considering
two-class classification as the existing methods for DR diag-
nosis, this method classifies all DR severity levels. In the
two-step procedure, DR related feature detection problem can
be formulated as a binary multi-label classification problem,
and DR severity prediction problem can be formulated as
a multi-class classification problem. Both classifiers can be
trained with supervised learning, for which data with known
annotations have to be available.

In supervised learning, annotation quality has a great
impact on the classifier development [16]–[18]. The use of
inaccurate annotations may lead to decreased performance
in prediction, the high complexity of classification models,
and requirement of more training data [16]. For example,
Pelletier et al. [19] studied effect of noisy annotation on clas-
sification performances for land cover mapping with satellite
image time series and concluded that classifiers are little

influenced for low random noise levels up to 25%–30%,
but their performances drop down for higher noise levels.
Garcia et al. [20] investigated the effect of noisy annotation
on the complexity of classification problems by monitoring
the sensitivity of several indices of data complexity, and
demonstrated that some measures, such as separability of
the classes, alterations in the class boundary and densities
within the classes were the most affected ones by noise in
the annotations.

For DR grading, data annotations are usually provided by
human graders, such as retinal specialists and general oph-
thalmologists. However, due to the subjectivity of graders,
the imperfect experience and knowledge of the experts, and
the difficulty of the tasks, errors of annotations are unavoid-
able. Therefore, this study first analyzes the quality of anno-
tations in DR diagnosis. Annotation quality is generally
evaluated by metrics that assess inter-grader variability [21].
The low inter-grader variability usually indicate high quality
of annotations [22]. In the literature, several studies have
demonstrate fair to moderate agreement among graders for
the classification of DR severity [23]–[26]. However, to our
best knowledge, there is no inter-grader variability studies for
the presence of DR related features.

Furthermore, data annotation method also has great effect
onmodel development [27], which fundamentally determines
the quality of annotations. In the literature, different annota-
tion methods have been employed, such as single annotation
by multiple graders together [27], multiple annotations by
voting [13], and double annotations with adjudication of
disagreements [28], etc. However, the systematic comparison
of different annotation methods is rare. Therefore, this study
also quantitatively compares different annotation methods to
provide evidence and guidance for the selection of annotation
methods, based on which the feasibility of DR diagnosis for
both DR severity and the presence of DR related features is
investigated.

In summary, as a preliminary study, this work investigates
two important issues related to the feasibility of DR diagnosis
for both DR severity levels and the presence of DR related
features in fundus images. Firstly, we study the quality of
annotations in DR grading by analyzing the variability among
different graders in identifying the presence of DR related
features and classifying DR severity. Secondly, we quanti-
tatively compare different annotation methods for predicting
DR severity levels. The recommendations of data annotations
are provided and the feasibility of diagnosing both DR sever-
ity levels and the presence of DR related features is presented.
In this work, analyses are conducted on a set of 1589 fundus
images graded by three retinal specialists and four general
ophthalmologists. The results demonstrate that it is feasible
to diagnose both DR severity levels and DR related features
in fundus images with good performance.

The contributions of this study are summarized as follows:
1) First, we study the quality of annotations in DR grad-

ing, and present suggestions for the selection order of
graders for data annotation.
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2) Second, we quantitatively compare different annotation
methods, and provide recommendations for annotation
method selection.

3) Finally, we investigate the feasibility of diagnosing
both DR related features and DR severity using a two-
step procedure, and obtain the upper limit performance
of DR severity prediction.

II. METHODS
A. IMAGE DATASET AND GRADING
The dataset considered in this study consists of 45◦ field-of-
view digital fundus images. It includes 1589 images collected
in a DR screening project. The images are captured in either
macula-centered or optic-disk-centered. Seven graders par-
ticipated in the image grading. Among them, three are retinal
specialists (denoted as G1, G2 and G3) and four are general
ophthalmologists (denoted as G4, G5, G6, and G7). All of the
three retinal specialists are with certificate of grading in DR
screening jointly issued byGloucestershire Retinal Education
Group and Chinese Foundation for Lifeline Express. General
ophthalmologists are selected based on their experienced lev-
els in evaluating fundus images measured by the number of
years. Specifically, G4 has more than ten years of experience
in fundus image scoring,G5 havemore than five years but less
than ten years of experience,G6 has more than three years but
less than five years of experience, and G7 has more than one
year but less than three years of experience.

All images were graded using an online image grading
platform developed by Shenzhen SiBright Co. Ltd.
(Shenzhen, Guangdong, China), in which the graders can
zoom in/out images for better visualization. Before grading,
graders were required to participate a training, in which
100 images were given, and the ground truth of each
image was displayed immediately after the grading for self-
evaluation. Images in the dataset were randomly grouped
into 18 sessions for grading, with 90 images in the first
17 sessions and 59 images in the last session. During grading,
graders independently provide DR severity levels and detect
the presence of DR related features for each image.

The classification of DR severity is assessed based on the
International Clinical Diabetic Retinopathy (ICDR) scale [8],
which is one of themost popular DR classification system and
is recommended by The International Council of Ophthal-
mology (ICO) Guidelines for Diabetic Eye Care [29]. Based
on the progress stage of the disease, ICDR scale defines
five levels of DR severity as follows: none, mild, moderate,
severe, and proliferative DR.

During grading, all of DR related features as follows are
considered: 1) microaneurysms (MA), 2) intraretinal hem-
orrhages (IRH), 3) superficial retinal hemorrhages (SRH),
4) hard exudate (HE), 5) cotton wool spots (CWS), 6) venous
abnormality (VAN), including venous distortion and dila-
tion, venous beading, venous loops, venous reduplication,
7) intraretinal microvascular anomalies (IRMA), 8) new ves-
sels elsewhere (NVE), 9) new vessels at the disc (NVD), 10)

preretinal fibrous proliferation (PFP), 11) vitreous or pre-
retinal hemorrhage (VPH), and 12) traction retinal detach-
ment (TRD). However, VPH and TRD are excluded from
analysis in this study because they appear rare in the dataset
(seven graders detect 1.14 images with VPH on average and
none image with TRD). Note in this study, graders are only
required to determine the presence or absence of these fea-
tures, other information such as the number, sizes, locations,
and descriptions of the features are not acquired.

For quantitative analysis, in this study different DR severity
levels are denoted by integer number from 0 to 4, with value
0 for none and value 4 for proliferative DR. The gradings
of ten DR related features are represented by vectors with
ten elements, one element for a feature. For each element,
value 1 indicates the presence of the corresponding feature,
and value 0 otherwise.

B. EVALUATING QUALITY OF ANNOTATIONS FOR DR
GRADING
1) INTER-GRADER VARIABILITY FOR IDENTIFYING THE
PRESENCE OF DR RELATED FEATURES
To analyze the agreement among different graders for detect-
ing the presence of DR related features, cosine similarity [30]
is employed. Cosine similarity is a measure of similarity
between two non-zero vectors by evaluating the cosine of the
angle between them. Mathematically, for vectors Y1 and Y2,
their cosine similarity is defined as:

C =
Y1 · Y2

‖Y1‖‖Y2‖
(1)

where · sign denotes dot product and ‖Y‖ represents the
magnitude of Y. Cosine similarity is ranged from -1 to 1,
in which 1 means exactly same similarity, and 0 indicates
complete dissimilarity.

In this study, for a pair of two graders, cosine similarity is
calculated first for each image from the corresponding feature
vectors, and then average cosine similarity among all images
are obtained to measure their inter-grader consistency. Note
since only the presence of DR related features is interested
in this study, the images which are identified as absence of
any features by both graders are not considered in the average
process above.

2) INTER-GRADER VARIABILITY FOR GRADING DR SEVERITY
To quantitativelymeasure the agreement between two graders
for DR severity, quadratic weighted CohenâĂŹs kappa coef-
ficient κ [31] (short for kappa coefficient for simplicity in this
study) is considered. It evaluates the agreement of a pair of
graders in classifying N instances into C mutually exclusive
categories. Mathematically, it is defined as:

κ = 1−

∑C
i=1

∑C
j=1WijXij∑C

i=1
∑C

j=1WijEij
(2)

where Wij, Xij, and Eij are the quadratic weight, the number
of instances that received grading i by 1st grader and grading
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j by 2nd grader, and the expected number of instances that
received grading i by 1st grader and grading j by 2nd grader
by chance, respectively. The quadratic weight Wij is defined
as follows:

Wij =
(i− j)2

(C − 1)2
(3)

The use of quadratic weight is to penalize the gradings
with high difference between two graders. Kappa coefficient
varies from -1 to 1, where κ = 1 when the two graders are in
complete agreement, and κ = 0 for no agreement other than
what would be expected by chance.

3) RELATIONSHIP VISUALIZATION
To visualize the relationships among the graders in DR grad-
ing, we apply multidimensional scaling (MDS) [32], a data
visualization method by which data points having known
relationships to one another can be represented in a two-
or three-dimensional scatter plot. In an MDS plot, the data
points are arranged in such a way that the distance between
any two points reflects the relative degree of ‘‘dissimilarity’’
between those points. Consider a set of M data points, MDS
seeks to embed these data points in a lower-dimensional space
by minimizing the following objective function:

σ 2
1 =

∑
wij[d(xi, xj)− δij]2∑

wijδ2ij
, (4)

where xi are the embedded data points which are shown in
MDS, δij are their pairwise proximity measure, wij are their
corresponding weight factors (set as 1 in this study), and
d(xi, xj) denotes the Euclidean distance between points xi and
xj, i.e., d(xi, xj) = ‖xi − xj‖. The quantity σ1 is known as
Stress-1 [32], which measures the goodness of fit of the MDS
model. If two data points i and j have proximity measure δij,
then their corresponding points in the 2D MDS plot are to be
separated approximately by distance dij ≈ δij.
In this study, to visualize the relationships among graders

for classifying DR severity, each grader is represented as
a data point in a two-dimensional (2D) plane, wherein the
dissimilarity between a pair of graders is defined as 1 minus
their kappa coefficient. Thus, graders close in the MDS
plot are those exhibiting higher inter-grader consistency in
their readings. Similarly, to visualize the relationships among
graders for identifying the presence of DR related features,
the dissimilarity between a pair of graders is defined as
1 minus their corresponding average cosine similarity.

C. PREDICTING DR SEVERITY WITH DIFFERENT
ANNOTATION METHODS
1) DR SEVERITY PREDICTION AND EVALUATION
In the two-step procedure, DR severity is predicted by the
presence of DR related features. For this purpose, logistic
regression is considered. Logistic regression is a linear clas-
sifier for binary classification. It is one of the most widely
used classifiers in the literature due to low computational

complexity and good generalization [33]. Mathematically,
a linear classifier for feature vector x is expressed as

f (x) = wT x+ b (5)

where w is the discriminant vector and b is the bias. Suppose
(xi, yi), i = 1, 2, · · · ,N be a set of N training samples,
in which xi and yi are feature vector and label of the ith
sample, respectively. For logistic regression with L1 norm
regularization, parameters w and b are determined by max-
imizing the loss function as follows:

L(w, b) =
∑

log p(yi|xi;w, b)+ λ‖w‖1 (6)

The parameter λ is used to control the trade-off between log
likelihood loss (first term) and model complexity (second
term). The probability term is written as a logistic sigmoid
acting on the linear classifier model as follows:

p(yi = 1|xi;w, b) =
1

1+ exp(−f (x))
(7)

p(yi = 0|xi;w, b) = 1− p(yi = 1|xi;w, b) (8)

Such choice of the posterior probabilities of the two classes
is called logit transformation.

In this study, DR severity prediction problem is formu-
lated as a five-class classification problem. x denotes the
feature vector for the presence of DR related features and
y is the DR severity. To achieve five-class classification,
logistic regression models are trained using the one-vs-rest
scheme, in which each model discriminates between a sever-
ity level and all of the other levels. For model selection and
performance evaluation, a nested double-loop five-fold cross
validation procedure is considered. In the inner loop, a grid
search on parameter λ is combined with the inner five-fold
cross validation for model selection; the outer loop is for
performance evaluation.

To measure the prediction performance, both kappa coef-
ficient and accuracy are considered. Kappa coefficient mea-
sures the consistency between predictions and ground truths,
while accuracy evaluates the ratio of predictions which
exactly match with ground truths.

2) ANNOTATION METHODS FOR COMPARISON
To develop effective data annotation method for DR grading,
four different annotation methods as follows are considered,
in which suppose the cost of grading an image per each grader
is c dollars in expenses and s seconds in time, and let the
number of images be N .
(a) Single annotation by single grader (SASG): For this

method, annotations of all images are obtained by a
single grader. The cost of this method is Nc dollars and
Ns seconds. In this study, the single grader can be Gi,
i = 1, 2, · · · , 7.

(b) Single annotation by multiple graders together
(SAMG): Suppose n graders (n>1) participate in the
data annotation. For this method, images are randomly
divided into n non-overlap subsets, and each subset is
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assigned to a grader for independent image grading.
The cost of this method is Nc dollars and Ns seconds,
which is independent of the number of graders n. In this
study, the equivalent grader of this method is denoted
as AGnr , where r denotes randomly assigned images to
n graders with highest inter-grader agreement.

(c) Multiple annotations by voting (MAV): In this method,
annotations are obtained from voting of gradings from
multiple graders, in which the number of graders
(denoted as n) has to be odd. This method costs nNc
dollars and nNs seconds (n ≥ 3). In this study,
the equivalent grader of this method denoted as AGn,
in which n graders with highest inter-grader agreement
are considered.

(d) Double annotations with adjudication of disagreement
(DAAD): This method requires three graders. It is
conducted in two steps. Firstly, two baseline graders
independently score all images. Secondly, when there
is disagreement in the gradings of the two baseline
graders, the adjudication is done by a third grader.
The third grader is adjudication grader, who has to be
more experienced than the two baseline graders. Let
the disagreement ratio of the gradings from the two
baseline graders be r (0 ≤ r ≤ 1), then the cost of
this method is (2+ r)Nc dollars and (2+ r)Ns seconds.
In this study, the grader with highest inter-grader agree-
ment is selected as the adjudication grader (denoted as
GK ), and the other graders are randomly paired as the
baseline graders. The equivalent grader of this method
is denoted as Gi−Gj, where i, j ∈ {1, 2, 3, 4, 5, 6, 7}
and i 6= j 6= K .

III. RESULTS
A. ANNOTATION QUALITY ANALYSIS FOR DR GRADING
1) LEVEL OF VARIABILITY IN DETECTING THE PRESENCE OF
DR RELATED FEATURES
To evaluate variability among the different graders in iden-
tifying the presence of DR related features, we computed
average cosine similarity in a pairwise fashion for all of the
seven graders. The results are shown in Table 1. Owing to
the symmetry of the cosine similarity, the entries in the lower
triangular portion are omitted in Table 1. As can be seen,
among the different graders, the values of average cosine
similarity range from 0.217 (between G1 and G7) to 0.716
(between G1 to G3). For the individual graders, G3 is most
consistent with the others (mean of average cosine similarity
= 0.527), while G7 is least consistent (mean of average
cosine similarity= 0.237). Moreover, from Table 1, the mean
of average cosine similarity is 0.349 for general ophthal-
mologist pairs, which is much lower than 0.681 for retinal
specialist pairs. These results indicate that the gradings from
retinal specialists tend to be more accurate than those from
general ophthalmologists. Therefore, the best annotations can
be obtained as majority votings of the gradings from the
three retinal specialists (denoted asRS), which are considered

TABLE 1. Average cosine similarity obtained for different pairs of graders
for the presence of DR related features.

TABLE 2. Pair-wise inter-grader agreement for DR grading measuring by
kappa coefficient.

as ground-truth annotations for the presence of DR related
features in this study.

In Table 1, we also show the average cosine similarity
between individual graders and RS. It can be seen that the
average cosine similarity satisfies G3 > G1 > G2 > G4 >

G5 > G6 > G7, which suggests priority of grader selection
for annotating the presence of DR related features in fundus
images. The average cosine similarity scores are low for
G5 (0.453), G6 (0.445), G7 (0.237), which are even lower
than their corresponding average cosine similarity scoreswith
some other graders. For example, average cosine similarity
is 0.458 between G5 and G3, 0.477 between G6 and G5,
and 0.274 between G7 and G6. These results indicate that
it is inappropriate to use these graders alone for grading the
presence of DR related features.

2) LEVEL OF VARIABILITY FOR GRADING DR SEVERITY
To evaluate variability among the different graders in their
gradings of DR severity levels, we computed kappa coef-
ficients in a pairwise fashion for all of the seven graders.
The results are shown in Table 2. As can be seen, among
the different graders, the kappa values range from 0.430
(between G1 and G7, between G2 and G7) to 0.847 (between
G1 to G3), indicating moderate to almost perfect agreement.
Among the individual graders, G3 is most consistent with the
others (average kappa= 0.737), whileG7 is least agreed with
the others (average kappa = 0.488). Compared to general
ophthalmologists (average kappa= 0.616), retinal specialists
are more consistent with each other. Their average kappa
value is 0.814, indicating almost perfect agreement. There-
fore, the best annotations can be obtained as median values of
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FIGURE 1. MDS plot of seven graders for (a) identifying DR related features and (b) classifying DR severity
levels.

the gradings from the three retinal specialists (i.e. RS), which
are considered as ground-truth annotations for DR severity in
this study.

In Table 2, we also show the kappa coefficients between
individual graders and RS. As can be seen, kappa coefficient
satisfies G3 > G1 > G2 > G4 > G5 > G6 > G7, which
suggests priority of grader selection for annotating DR sever-
ity in fundus images.Moreover, kappa coefficients are low for
G5 (0.753), G6 (0.687) and G7 (0.473), which are even lower
than their corresponding kappa coefficients with some other
graders. For example, kappa coefficient is 0.770 between
G5 and G4, 0.692 between G6 and G5, and 0.572 between
G7 and G6. The results suggest that it is inappropriate to use
these graders alone for grading DR severity levels.

3) VISUALIZATION OF RELATIONSHIPS
Based on the inter-grader variability results of graders in
detecting the presence of DR related features in Table 1,
an MDS plot of all graders is shown in Figure 1(a)
(stress-1 = 0.274). Similarly, anMDS plot of all the different
graders in grading DR severity levels is shown in Figure 1(b)
(stress-1 = 0.053) based on the results in Table 2. In these
MDS plots, each grader is denoted by a point, and the
pairwise distance between the different points indicate how
consistent their corresponding graders are.

From Figure 1(a), it can be seen that the retinal specialists
are all placed within a small cluster and they are more densely
distributed. G4 is close to the cluster of the retinal specialists,
G5,G6 andG7 are further away from the others. These obser-
vations are consistent with the results obtained in Table 1. The
similar trends are observed from Figure 1(b) as well.

More importantly, it can be seen that the distribution and
relative positions of graders in Figure 1 (a) and (b) are very
similar to each other. It indicates that the gradings from
different graders yield very similar relationships between
DR severity levels and the presence of DR related features.
It implies the feasibility of accurately predicting DR severity
levels by the presence of DR related features.

B. COMPARISON OF DIFFERENT ANNOTATION METHODS
As demonstrated in Section III-A, the best annotations are
those provided by RS, which are treated as ground truth in
this study. To compare different annotation methods in super-
vised learning, the experiments in this subsection consider
DR severity prediction by assuming that the presence of DR
related features is known. For this purpose, we fix x as feature
vector provided by RS. For performance evaluation, ground
truth of y is set as DR severity levels from RS.

The different annotation methods only generate different
y’s in training. According to the results in Section III-A.2,
the individual graders satisfy G3 > G1 > G2 > G4 > G5 >

G6 > G7 in inter-grader agreement for DR severity, therefore,
this order is employed in SAMG and MAV methods for
multiple grader selection.

1) SINGLE ANNOTATIONS BY SINGLE GRADER
Table 3 shows the DR severity prediction performance for
SASG method. As can be seen, graders G1, G2, G3, and G4
yield very high accuracy and kappa, indicating the potential
of SASG method for data annotation. G5, G6 and G7 get
low accuracy and kappa, which are consistent with their low
inter-grader agreement results with RS in Table 2. Especially,
G7 gets extremely low accuracy (66.4%) and kappa (0.288).
It suggests that it might be very dangerous to use annotations
from graders with low inter-grader consistency in SASG
method. Together, these results indicate that it has to be
cautious to use SASG method for data annotation, especially
when the inter-grader consistency can not be estimated accu-
rately. Therefore, SASG method should be avoided for data
annotation when possible.

2) SINGLE ANNOTATIONS FROM MULTIPLE GRADERS
Table 4 shows the comparison results of different graders
in SAMG method for DR severity prediction. Due to the
random assignment of images in this method, the prediction
performance of eachAGnr is evaluated 10 times with different
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TABLE 3. Comparison of DR severity prediction performance for different
graders in SASG method.

TABLE 4. Comparison of DR severity prediction performance for different
graders in SAMG method. For each grader, the mean and standard
deviation (shown in the bracket) of accuracy and kappa obtained from
10 repetitions are given.

TABLE 5. Comparison of DR severity prediction performance for different
graders in MAV method.

randomization, and the mean and standard deviation (shown
in the bracket) of accuracy and kappa coefficient are given.

From Table 4, it can be seen that AG3r and AG4r has
highest mean accuracy and mean kappa, which are close to
results of G1, G2 and G3 in Table 3. The prediction perfor-
mance decreases as the join of graders with low inter-grader
consistency. The worst performance is obtained for AG7r
(accuracy = 87.9%, kappa = 0.842). Moreover, the stan-
dard deviations of both accuracy and kappa are low for all
graders, indicating the robustness of SAMGon random image
assignment. These results imply that SAMG is a good data
annotation method, which is robustness to the presence of
graders with low inter-grader agreement.

3) MULTIPLE ANNOTATIONS BY VOTING
Table 5 shows the DR severity prediction performance for
different graders in MAV method. Note RS = AG3 in MAV
method. As can be seen,RS gets accuracy of 95.6% and kappa
of 0.962. Due to both x and y obtained from RS are the best
annotations, these results are the upper limit of DR severity
prediction performance.

Moreover, from Table 5, for both accuracy and kappa,
RS = AG3 > AG5 > AG7. It implies that inclusion
of graders with low inter-grader consistency hurts the

TABLE 6. Comparison of DR severity prediction performance for different
graders in DAAD method, in which adjudication grader is set as G3. The
adjudication ratio for grading DR severity is also provided.

predictions. Therefore, it has to be cautious for grader selec-
tion in MAV method. Considering that MAV method is also
ineffective in cost, it should be avoided, if possible.

4) DOUBLE ANNOTATIONS WITH ADJUDICATION OF
DISAGREEMENT
Table 6 lists the results of graders in DAAD for DR sever-
ity prediction. The adjudication grader is set as G3 due to
his/her highest inter-grader agreement withRS. For reference,
the adjudication ratio is also given in Table 6 (last columns).
It can be seen that G1−G2 gets highest performance, close to
the upper limit of RS in Table 5. Comparing to RS in MAV
method, G1−G2 in DAAD method gets 28.2% reduction in
cost. Therefore, if the prediction performance is the highest
priority, G1−G2 in DAAD method should be considered
instead.

Moreover, it can be seen that except G5−G7 and G6−G7,
all of the other graders have large kappa values (i.e.
κ > 0.85). These results indicate that it is acceptable to
have one baseline grader with low inter-grader agreement,
but unacceptable to have both baseline graders with low inter-
grader agreement. Therefore, this method is a good candidate
for data annotation as well.

Finally, the adjudication ratio is largest forG1−G7 (33.0%)
and lowest for G1−G2 (15.3%), indicating that the former
costs 7.60% more than the latter. Therefore, in this method,
the difference in cost is small among different graders.
In conclusion, both SAMG and DAAD are good choices

for data annotation in supervised learning, while SASG
and MAV should be avoided if possible. More importantly,
SAMG is the best option if both prediction performance and
cost are considered, and DAAD is the choice if the prediction
performance has the highest priority.
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TABLE 7. Comparison of DR severity prediction performance by different
predictions of the presence of DR related features, which are simulated
as gradings of different graders in SAMG method. The average cosine
similarity for different predictions of the presence of DR related features
is provided as well.

C. FEASIBILITY OF TWO-STEP PROCEDURE
FOR DR DIAGNOSIS
The experiments in the previous subsection assume that x
is the annotations obtained from RS, however, such high
quality of x (accuracy = 100%, kappa = 1) can not be
obtained in the two-step procedure since x is the prediction of
the classification model in the first step. To investigate how
the performance of the classification model in the first step
affect the final DR severity prediction, we simulate different
predictions of the presence of DR related features (denoted
as x) by gradings from different graders in SAMG method.
In these experiments, y is obtained by AG3r . The ground truth
of x and y are obtained as the gradings provided by RS to
evaluate the performance of the DR related feature detection
model in the first step and the DR severity prediction model
in the second step, respectively.

Table 7 shows the results of different predictions of the
presence of DR related features (simulated by different
graders in SAMG method) are used as input for DR sever-
ity prediction. DR related feature prediction performance is
measured by average cosine similarity, and the results are
listed in Table 7 as well (in the last column). It can be seen
that the best DR severity prediction performance (accuracy
= 91.2% and kappa = 0.905) is obtained by AG3r when x
has average cosine similarity of 0.823 (highest among all x’s);
while the worst DR severity performance (accuracy= 81.6%
and kappa = 0.745) is obtained by AG7r when x has lowest
average cosine similarity of 0.621 (lowest among all x’s). For
reference, a 5-class classification with random guessing has
accuracy of 20% and kappa of 0. Therefore, even the worst
performance in Table 7 is very high and might be acceptable
depending on the applications.

Notice in Table 1, the average cosine similarity between
retinal specialists and RS are 0.863 for G3, 0.829 for G1, and
0.788 for G2. Therefore, among the simulated predictions,
highest performance of x (0.823) is close to the gradings
obtained by G1 and lower than those by G3. These results
indicate that the best x has similar performance to the grad-
ings provided by single retinal specialists. Numerous stud-
ies in medical imaging have demonstrate that deep learning
can achieve performance close to or even better than human
graders [13], [28]. Therefore, it is highly promising to get
deep learning model with DR related feature prediction

performance close to 0.823. These results demonstrate that
it is feasible to achieve good prediction performance for
diagnosis of both DR severity levels and the presence of DR
related features in the two-step procedure. Note development
of deep learning algorithm for DR related feature prediction
requires a large number of fundus images with good anno-
tation quality, which should be conducted based on the data
annotation recommendations made in this study and will be
studied in the future.

IV. CONCLUSION
This study investigated the feasibility of diagnosing both
DR severity levels and the presence of DR features by a
two-step procedure. The results demonstrated that the retinal
specialists are more consistent than general ophthalmologists
in grading both the presence of DR related features and DR
severity levels. Among different annotation methods under
consideration, SAMG is the good choice when both predic-
tion performance and grading costs are considered, while
DAAD is the good option if prediction performance is the
highest priority. For DR severity prediction, the upper limit
of performance is accuracy of 95.6% and kappa of 0.962.
When DR related feature prediction achieves average cosine
similarity close to and higher than 0.823, it is potential to
get accuracy of 91.2% and kappa of 0.905 or above for DR
severity prediction. These results indicate that it is feasible to
diagnosing both DR severity and the presence of DR related
features in fundus photography. In the future, it would be
interesting to apply annotations obtained by SAMG method
to DR diagnosis by the two-step procedure, in which a deep
learning model is trained first to predict the presence of DR
related features, and then DR severity levels are obtained by
logistic regression.
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