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ABSTRACT This paper presents a complete system for automatic recognition and the diagnosis of electrical
insulator strings which efficiently combines different deep learning-based components to build a versatile
solution to the automation problem of the power line inspection process. To this aim, the proposed system
integrates one component responsible for insulator string segmentation and two components in charge
of its diagnosis. The insulator string segmentation component consists of a novel fully convolutional
network (FCN) architecture, termed Up-Net, which enhances the capabilities of the state-of-the-art U-Net
network by introducing new skip connections at certain levels of the architecture. Furthermore, we propose
a second variant of the Up-Net network by training it within a generative adversarial network (GAN)
framework. The capabilities of the proposed Up-Net variants are incremented by the application of data
augmentation and transfer learning techniques, achieving accurate segmentation of the insulator string
elements (i.e., discs and caps). Regarding the insulator string diagnosis, we design a convolutional neural
network (CNN) which takes as input the mask generated by the insulator string segmentation component and
is capable of identifying the absence of a variable number of discs. The second diagnosis component consists
of a novel strategy which integrates a Siamese convolutional neural network (SCNN) designed for modeling
the similarity between adjacent discs and allowing the detection of several types of disc defects using the
same model. The proposed system has been extensively evaluated in several video sequences from real aerial
inspections of high-voltage insulators, showing robust insulator recognition and diagnosis capabilities.

INDEX TERMS Convolutional networks, deep learning, generative adversarial networks, intelligent fault
diagnosis, power line inspection, semantic segmentation, Siamese networks, transfer learning.

I. INTRODUCTION

Insulator strings are an important component in high voltage
power transmission lines owing to their role in electrical
insulation as well as mechanical support. Damage in these
elements can cause serious outages in the power transmission
lines. Thus, prevention of possible failures in these elements
is a priority for electric companies. Insulators are exposed
to wildlife and meteorological conditions such as rain,
wind, or snowfall. As a consequence, these components are
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vulnerable to the appearance of defects such as ruptures, pol-
lution, and contamination, which can even cause explosions.
This forces electrical companies to carry out inspections on a
regular basis to prevent the appearance of the aforementioned
defects.

In recent years, diverse inspection strategies have been
developed using manned and unmanned aerial solutions
in order to inspect electrical transmission lines efficiently.
Nowadays, one of the most common approaches is the use
of manned helicopters flying along the power line corri-
dor and equipped with several sensors for recording the
inspection data (RGB cameras, IR cameras, LiDAR, etc.).
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However, this kind of inspection is usually very demanding in
terms of human and energy resources. In addition, inspections
with manned helicopters may present some risk because the
helicopter must fly close to the electric power transmission
line in order to obtain a better capture of the inspection data.

In order to address these limitations, several alternative
solutions from the field of mobile robotics have emerged: the
use of Unmanned Aerial Vehicles (UAVs) [1], [2] and Rolling
on Wire (ROW) robots or climbing robots [3], [4]. UAVs have
the main advantage over ROW robots in the sense that their
design does not need to be adapted to a different scenario (e.g.
high versus medium voltage power lines). As a counterpart,
UAVs and particularly multirotors, have an important limita-
tion in terms of flight endurance, which makes it very difficult
to inspect large power transmission corridors during the same
flight.

Regardless of the type of strategy used to capture the
data, the huge amount of data acquired during the inspection
are analyzed by an experienced crew of human inspectors.
This process is extremely time-consuming since the special-
ized inspectors are required to exhaustively review the video
sequences searching for potential defects in the elements of
the electric power transmission lines. In order to reduce the
considerable workload derived from this inspection process,
research efforts are currently focused on automating the diag-
nostic process of these elements. Building such an automatic
system requires robust insulator detection and diagnosis algo-
rithms capable of dealing with the enormous variability in
the captured data. In this context, images captured from
helicopters, UAVs, or other platforms used for power line
inspection, usually have very complex and heterogeneous
backgrounds. In addition, insulators can be made of different
materials (glass, ceramic, composite, etc.) which drives to
a huge variability of the appearance of the insulator in the
image. Glass and ceramic insulators surfaces can have reflec-
tions due to sunshine, which greatly hinder the diagnosis
of possible defects. Furthermore, depending on the platform
used to capture the images, insulators can appear with very
different points of view in the image and even present occlu-
sions, which significantly complicates the tasks of inspection
and diagnosis.

Added to the above difficulties is the enormous variability
of defects that can appear in the insulator strings, varying
from burned, rusted, polluted, or cracked elements to the
presence of bird excrements on their surface. The latter has
proven to be an important cause in the appearance of defects
in electrical power supply facilities, such as flashovers [5].
Furthermore, some defects are rare and only appear under
particular conditions. Thus, there is a significant difficulty
in obtaining enough data for each type of defect in all its
variants. Under these constraints, where only a small number
of examples per defect type are available, and when only
some types of defects are known in advance at the time of
training, traditional classification methods have some limita-
tions as highlighted in [6]. In these situations, Siamese neural
networks have shown to be an effective solution, providing
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remarkable results in other fields of computer vision such
as face verification [6] and character recognition [7]. On the
other hand, one of the requirements of electric companies is
the detection of defects in early stages which reduces the risk
of power cuts with consequent savings for electric companies.

In order to accurately detect and segment the insulator
string in RGB images under the aforementioned conditions,
and to be able to precisely detect the defects and diagnose
them even in early stages, a versatile system with advanced
capabilities is required. For this purpose, strategies based on
traditional computer vision algorithms can provide appropri-
ate results in structured images under controlled illumination
and background conditions. However, as stated in [8], most of
these approaches are based on heuristics which require sev-
eral assumptions and handcrafted thresholds [9], [10] which
need to be manually tuned and re-adjusted to properly oper-
ate under previously unseen conditions. In contrast, strate-
gies based on machine learning techniques, when trained
in meaningful datasets, can provide more flexible solutions,
making the insulator recognition and segmentation process
more robust to changes in illumination, background, type of
insulator, etc. As a drawback, machine learning models and
especially deep learning ones, usually require a large amount
of data to be trained properly.

Despite this limitation, recent advances in deep learn-
ing, and more concretely in semantic segmentation, have
demonstrated outstanding capabilities for solving computer
vision problems in a wide range of industrial applications,
facilitating their automation [11]. However, fully autonomous
solutions for power line inspection, that is, without the inter-
vention of human inspectors in the inspection process, are far
from being a reality. This means that in production systems,
the presence of specialized human operators in the last stages
of the inspection process is inevitable. Taking this argument
into consideration, this paper focuses on the development
of a reliable system which can be integrated into an actual
production system for reducing the workload derived from
completely manual inspections. For this purpose, we do not
focus specifically on the accurate detection of defects in the
image but instead, we focus on providing accurate predictions
of the frames that contain defective insulator strings within a
video sequence. As a result, only the frames where our system
has automatically found the insulator string to be defective
will be further reviewed by a specialized human inspector,
resulting in shortened inspection times.

The main contributions of this work, which are aimed to
achieve the aforementioned objectives are:

« A fully automatic system for insulator string recognition
and diagnosis. The proposed system is based on two
main subsystems for insulator string segmentation and
fault diagnosis and has been validated over several video
sequences captured in real aerial inspections, containing
different types of insulators, backgrounds, defects, etc.

« A novel Fully Convolutional Network (FCN) architec-
ture for insulator string segmentation. The proposed
approach is able to accurately segment the elements of
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the insulator string (caps and discs) facilitating the sub-
sequent stages for fault diagnosis. Furthermore, we val-
idate the proposed network using an adversarial training
procedure based on a conditional Generative Adversarial
Network (GAN) framework [12].

« Anew strategy for detecting the absence of disc insulator
units within the insulator string. The proposed approach
uses a Convolutional Neural Network (CNN) trained
directly on the masks generated by the insulator seg-
mentation component and is capable of identifying the
absence of a variable number of disc units within the
insulator string.

o A novel strategy for intelligent diagnosis of damaged
discs based on a Siamese Convolutional Neural Network
(SCNN), which is capable of diagnosing several types
of disc units defects using the same network. The pro-
posed method is mainly trained using synthetic images
of defective disc units and is evaluated in different
sequences from real aerial inspections of high voltage
insulators.

The remainder of the paper is organized as follows:
Section II provides an overview of the related work.
Section III introduces the proposed system for insulator seg-
mentation and fault diagnosis. In Section IV, the experiments
conducted and the results obtained during the evaluation of
the proposed system are described before being discussed in
Section V. Finally, Section VI provides the conclusions and
future research directions.

Il. RELATED WORK

In the past decades, most of the approaches for detecting
the electric tower and the insulators in RGB images were
based on traditional computer vision algorithms using color,
shape, and texture information. As an example, direct tem-
plate matching was used in [13]. In [14] a corner detector
was combined with a corner matcher in order to track the
movement of pole tops of medium voltage towers. In [15],
a median filter was applied in the HSL color space for
segmenting medium voltage towers, which was combined
with a watershed segmentation for refining the detection of
the towers when no cross arms were present. The Graph-cut
algorithm was utilized in [16] for power pole segmentation.
More recently, authors in [9], [17] used color information as
the main feature for segmenting the insulator string. In both
works, several thresholds in the RGB color space were iden-
tified from a set of 100 insulator images.

Recent advances in power line inspection make use of
machine learning techniques in order to identify the ele-
ments that comprise the electric power transmission infras-
tructure. Support Vector Machine (SVM) classifiers were
used in [18]-[20] for insulator identification and analysis.
In [18] Gabor features were used to train an SVM classi-
fier for insulator identification. Qualitative results were only
reported for one type of insulator and two aerial images.
In [19] Local Binary Pattern (LBP) and wavelet features
were combined for training an SVM classifier in order to
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diagnose medium voltage insulators among three categories
(good, marginal or risky). Results were only reported on a
test set composed of 30 images. SVMs were also used for
electric tower detection in images of several spectra (visible
and infrared) in [21].

In the last five years, machine learning strategies have
evolved towards the usage of deep learning techniques, which
have proven to provide outstanding results for object recogni-
tion in multiple applications. For this reason, several authors
have addressed the power line inspection problem by using
deep learning models: in [20], insulator diagnosis was per-
formed by means of a pre-trained CNN based on the AlexNet
architecture [22] for feature extraction followed by an SVM
with RBF kernel classifier. In [23], two models were trained
and compared for electric wire detection: a pre-trained CNN
based on the GoogLeNet architecture [24], and a CNN model
with 4 convolutional layers where HOG features [25] were
used as input to the CNN. In the approach presented in [26],
GoogLeNet pre-trained network was also used for addressing
the detection of several power line components such as wires,
pylons, and insulators, where the output of the CNN model
was post-processed using a spectral clustering algorithm.
More recently, several authors have addressed the problem
of insulator detection by using consolidated object detectors
such as Faster R-CNN [27], YOLOv2 [28] or Single Shot
multibox Detector (SSD) [29]. The former was used in [30]
and [31], YOLOV2 detector was utilized in [32] for detecting
different type of insulators (polymer and ceramic insulators).
SSD pre-trained using the COCO dataset was used in [33]
to detect composite and ceramic insulators. SSD in combina-
tion with deep residual networks was also utilized in [2] for
detecting different components and faults in medium voltage
electric towers.

Within the field of deep learning, most recent approaches
for insulator string segmentation make use of Semantic Seg-
mentation algorithms [8], [30], [31]. In [30] and [31] Faster
R-CNN was used for insulator localization in RGB images.
After locating the insulator, in [30] an FCN-8s [34] allowed
the extraction of each disc of the insulator string for pos-
terior diagnosis tasks. Again, only qualitative results were
presented in a very limited set of test images, showing inac-
curate disc segmentation results. In [31] U-Net [35] was used
for segmenting the pixels of the absent disc unit within the
insulator string. A conditional GAN framework was adopted
in [8] for insulator segmentation providing good segmenta-
tion results for a large variety of insulator types with different
material, point of view, and orientation. However, a posterior
stage for fault diagnosis was not addressed in their solution.

Regarding the fault diagnosis problem, most of the
approaches in the state-of-the-art are focused only on the
identification of absent disc units within the insulator
string [9], [17], [30], [31], [36]. Moreover, most of these
approaches based their diagnosis capacity on the computation
of the distance (in pixels) between adjacent disc units, making
them prone to unpredictable results when more than one disc
is missing in the insulator string. In this paper, we use a
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FIGURE 1. System description (best seen in color). The proposed system is mainly based on the combination of an insulator string
segmentation component, a post-processing component for rectifying the orientation of the insulator string, and two components

responsible for fault diagnosis.

CNN for the identification of absent disc units regardless
of the number of disc units missing in the insulator string.
Despite the problem of absent disc units is very relevant
due to its implications on possible interruptions of the power
system, other types of defects, such as dirtiness or pollution
in insulator discs, may also produce severe damages to the
infrastructure such as flashovers [5]. Only a few works in
the literature address the identification of multiple defects.
In [37], five types of defects were addressed by using a
Nearest-Neighbor algorithm on handcrafted Local Direc-
tional Pattern (LDP) descriptors with Chi-square similarity
measure. In [20], authors addressed the diagnosis of cracked
and dirty insulator discs using a CNN for feature extraction
in combination with an SVM with RBF kernel. However,
the results presented in these works were only validated in
a few number of images of defective components. In addi-
tion, most of the works in the state-of-the-art for insulator
recognition and diagnosis do not provide any result in video
sequences captured during real flights, which would greatly
help in assessing their results in a qualitative way. In this
paper, we conduct an extensive evaluation of the proposed
system over several video sequences captured during real
aerial inspections, each of them composed of thousands of
frames.

As compared to most of the previous approaches in the
literature for insulator recognition and diagnosis, in this paper
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we do not use an insulator detection algorithm prior to its
segmentation. Alternatively, we explore the effectiveness of
directly using semantic segmentation on the entire input
image with the purpose of saving computation resources.
In addition, for diagnosing multiple types of defects, we adopt
an SCNN architecture responsible for computing the simi-
larity between adjacent disc units. A similar concept about
measuring the similarity between adjacent disc units was also
presented in [38], with the difference that in our approach the
weights of the SCNN are learned for maximizing the similar-
ity/dissimilarity between pairs of non-defective or defective
discs respectively, whereas in [38] these descriptors were
fixed and handcrafted.

In our previous works [21], [39], [40] we presented an
automatic electric tower detection and tracking system for
operating in fast speed helicopter inspections (non-intensive
inspections). In this paper, we extend our previous works
for providing a complete solution in intensive inspections,
where the higher quality of the captured images allows the
application of systems for fault diagnosis.

Ill. SYSTEM DESCRIPTION

The main objective of the proposed system is to automate
the process of fault diagnosis in the RGB images cap-
tured after the inspection flights. For this purpose, the pro-
posed system is based on the combination of different deep
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FIGURE 2. Up-Net architecture designed for insulator string segmentation (best seen in color). The U-Net architecture presented in [35] is
modified in this work by adding new skip connections (green oblique arrows). In addition, when transfer learning is conducted from
VGG16, new convolutional layers are added to the encoding path, yielding Up-Net_vgg16 (in the figure) which has 35.45M parameters.
Up-Net takes an RGB image as input and outputs a 2-channel image with pixels belonging to cap and disc classes. This illustration follows
the structure presented in [35] for better comprehension and comparison with their seminal work.

learning-based components for insulator string segmentation
and fault diagnosis (see Fig. 1). The input to the system
consists of an RGB image which is subsequently processed
by the insulator string segmentation component. As a result, a
2-channel mask is obtained where the different elements in
the insulator string (i.e., caps and discs) are classified at pixel
level. Using the resulting mask, we compute the orientation
of the insulator string and rectify it for further processing.
The rectified mask is used by the absent discs diagnosis
component (see Section III-C.1) in order to predict if the
current frame contains a defective insulator string in these
terms (i.e., absent disc units). At the same time, the rectified
mask and input image are used to extract the Region Of
Interest (ROI) of every element in the insulator string using
image processing algorithms based on contours extraction
and their subsequent filtering by size. Using these ROls,
the cropped images corresponding to the different discs are
combined in pairs and passed to the SCNN, which works
as the core of the damaged disc diagnosis component (see
Section III-C.2).

A. INSULATOR STRING SEGMENTATION

This component is based on a fully convolutional neural net-
work used for semantic segmentation purposes. The proposed
FCN network uses the base architecture of the U-Net [35]
network, which is modified by adding several “up-skip”
connections at certain levels of the architecture. The pro-
posed network, termed Up-Net (see Fig. 2), is inspired by
the FCN networks design proposed in [34], where the skip
connections are used in order to fuse more local information
extracted by shallower layers, which have smaller receptive
fields, with the semantic information extracted from deeper
layers. The ‘““‘up-skip” connections are added in consec-
utive levels of the U-Net architecture (see oblique green
connections in Fig. 2), leveraging the benefits of the FCN
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networks described in [34] and the U-Net network proposed
in [35].

The proposed Up-Net is composed of an encoding and a
decoding paths. When transfer learning is conducted from
VGG16 (Up-Net_vggl6), the encoding path follows the
VGG16 architecture proposed in [41], which consists of a
combination of 3 x 3 convolutional layers (padded convo-
lutions) with a stride of 1 and ReLLU activation functions,
followed by 2 x 2 max-pooling layers with a stride of 2. After
each pooling operation, the number of channels is increased
by a factor of 2 until reaching 512 channels in the fourth
convolutional block of the encoding path. The decoding path
is nearly symmetric to the encoding one, and consists of a
combination of upsampling and convolutional layers. In the
upsampling layers, a nearest-neighbor interpolation with an
upsampling factor of 2 is applied to double the resolution
of the feature maps in the previous level. This upsampling
operation is always followed by 2 x 2 convolutional layers
(“‘up-convolution™) in order to halve the number of chan-
nels, which allows the application of the skip connections to
fuse the information coming from the encoding path. Each
“up-convolution” is followed by 3 x 3 convolutional layers
(padded convolutions) with a stride of 1 and ReL.U activation
functions, mimicking the design of the encoding path. The
last layer of the decoding path consists of a 1 x 1 convolutional
layer in order to reduce the number of feature channels to the
number of output labels in the model.

In the specific case of the proposed system, we have con-
sidered two labels for classifying the pixels as belonging to
the cap and disc classes. The activation function of the last
layer implements a sigmoid activation function which maps
the output predictions of the network to the interval [0, 1],
where 0 encodes the pixels that belong to the background
class and 1 represents the labels associated to the cap or disc
class. As compared to previous state-of-the-art works in
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which the proposed segmentation algorithms consider the
insulator string as a whole, we believe that the proposed
strategy of segmenting the different elements of the insulator
string in separate classes can greatly facilitate posterior stages
for component identification and fault diagnosis.

B. INSULATOR STRING ORIENTATION RECTIFICATION

This component of the system is responsible for computing
the orientation of the segmented insulator string in the image
and rectify its orientation for the subsequent operation of the
fault diagnosis components. In order to identify the current
orientation of the insulator string, this component uses a
pixel-wise OR operation in order to fuse the information of
the different channels from the output mask provided by the
insulator string segmentation component. Once the informa-
tion is fused, giving as a result a single-channel image, com-
puter vision techniques are applied in order to detect the most
prominent contour in the image associated with the insulator
string. A rotated bounding box enclosing the insulator string
contour is then extracted, which allows computing the angle
of the insulator string with respect to the horizontal image
axis. Having identified the actual orientation angle, a warping
operation consisting of a 2D rotation is applied to the pixels
of the original RGB and segmentation mask images in order
to rotate vertically the insulator string. Some examples of the
output provided by this component can be reviewed in Fig 1.

C. FAULT DIAGNOSIS

In this work, we divide the diagnosis of defects in the power
line insulator strings into two separate problems. On the one
hand, we leverage the output provided by the insulator string
segmentation component and use it as input to a CNN model
trained for recognizing if there are disc units absent within
the insulator string. This approach is described in detail in
Section III-C.1. Second, we address the diagnosis of defects
in the disc units of an insulator string by designing a Siamese
network which takes as input pairs of disc images extracted
from the insulator string. This approach is explained in detail
in Section III-C.2.

1) DIAGNOSIS OF ABSENT DISC UNITS

This component consists of a 10-layer CNN (see Fig. 3)
which takes as input the segmentation mask (extended to
3 channels) provided by the insulator string segmentation
component, and outputs a probability of the occurrence of
the disc absence defect. Thus, the training procedure of this
network has been conducted using only RGB masks such
as the one shown as the input image in Fig. 3. This design
provides important capabilities to our system:

o A large number of training samples can be synthetically
generated by randomly subtracting disc units within the
insulator string mask.

o A variable number of disc units can be removed from
the mask, making the proposed network robust to a
large number of possible defect configurations where
several discs can be absent from the insulator string.
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FIGURE 3. Proposed Convolutional Neural Network architecture for
diagnosing the absence of disc units within an insulator string. The
proposed CNN takes as input a segmented insulator string image and
outputs the probability of discs absence. “FC” stands for fully-connected.

This property makes this component more flexible
and robust as compared to other state-of-the-art works
trained directly on the original RGB images, where there
is a limited amount of defect configurations.

The architecture of the proposed CNN for disc absence
diagnosis is shown in Fig. 3. As shown in Fig. 3, the proposed
CNN consists of 5 convolutional layers, 3 max-pooling lay-
ers, 1 fully-connected layer, and a single-unit output layer.
The first layer in the architecture applies a 7 x 7 unpadded
convolution with a stride of 2 and ReLLU activation function,
followed by a 3 x 3 max-pooling layer with a stride of 2. The
following layers alternate 7 x 7 convolutional layers (padded
convolutions) with a stride of 1 and ReLLU activation function,
with 2 x 2 max-pooling layers with a stride of 2. In each
level of the architecture, we increase the number of feature
channels by a factor of 2 until reaching 128 channels in the
last convolutional and pooling layers. The resulting 15 x 15 x
128 volume is flattened and introduced to the fully-connected
part of the CNN, which contains 64 hidden units, featuring
ReLU non-linearity as the activation function, connected to
a single-unit output layer. The final output unit consists of
a sigmoid unit which allows for providing predictions in the
range [0, 1], where 1 indicates a fault in the insulator string,
and 0 reveals that the insulator string is not defective.

Several CNN architectures have been studied, conducting
a detailed analysis about the number and size of the con-
volutional layers and the size of their receptive field, with
the intuition that larger receptive fields can be beneficial for
detecting the absence of disc units within the insulator string.
For this purpose, several CNN architectures with varying ker-
nel sizes have been evaluated. The results of this evaluation
are presented in Section IV-C. The CNN architecture adopted
in the final system is the one shown in Fig. 3.

2) DIAGNOSIS OF DAMAGED DISC UNITS

In this section, we describe the strategy designed for diag-
nosing different types of defects in the disc units of the
insulator string (e.g. disc polluted, rusted, burned, etc.). For
convenience, we will name any type of disc unit defect as
“damaged” from now on in the document. Insulator strings
can appear under a wide range of conditions within the
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FIGURE 4. Proposed Siamese Convolutional Neural Network architecture
for diagnosing damaged disc units. The SCNN takes as input a pair of disc
images within the insulator string and outputs the probability of
dissimilarity between the input images. “FC” stands for fully-connected.

image (e.g. different color, texture, point of view, lighting
conditions). Moreover, the great majority of insulators dis-
posed along the power transmission lines are ceramic or made
of glass, which usually causes the presence of reflections
in the discs (see input image in Fig. 2). This constraint can
significantly complicate the diagnostic process of the insu-
lator string elements due to visual similarities with respect
to certain types of disc surface pollution. In order to build
a robust diagnosis system able to tackle the aforementioned
constraints, in this work we propose a novel strategy based
on an SCNN architecture (see Fig. 4). As shown in Fig. 4,
the proposed SCNN consists of two twin CNNs with shared
weights which are joined after the fully-connected layers
by an energy function, which computes a distance met-
ric between the hidden states of the twin CNNs. In this
work, we have evaluated different SCNN architectures and
energy functions whose classification results are shown in
Section IV-D. The best performing SCNN is the one shown
in Fig. 4, where each twin CNN follows a VGG16 archi-
tecture until the third convolutional block (conv3). After
this, a max-pooling layer with kernel size and stride of 2
is followed by a 1 x 1 convolutional layer, which plays an
important role in reducing the number of channels before
the fully-connected network. The resulting volume is flat-
tened and introduced to the fully-connected part of each twin
CNN, consisting of two hidden layers of 64 units each, using
ReLU activation function. Dropout with 50% probability is
introduced between the two hidden layers. The two hidden
states from the twin CNNs (denoted by 41 and hy) are then
introduced to the L1 layer followed by a single logistic output
unit. Similar to the work in [42] and [7], this final block of the
SCNN computes a weighted L1 distance between the hidden
states of the form d(hi, hp) = o(Q; a),-|h(1') — h(zl)|), where
o is the sigmoid activation function, and w; are the weights
learned in the output layer. The output of the SCNN computed
by the sigmoid output unit is within the range [0, 1], where
0 encodes the condition where the two input images are the
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“same”’, which means no defect in the discs, and 1 encodes
the condition where the two input images are ‘““different”,
thus, indicating the presence of a defect in one or both discs.

In order to identify damaged disc units and locate them
within the insulator string, our strategy uses Algorithm 1,
which is based on computing all the combinations between
pairs of discs within the insulator string in the current frame
using "C> = n!/(2!(n—2)!), where n is the number of detected
discs in the current frame. Each of these combinations of
cropped images (see Fig. 1) is introduced to the SCNN model
for classifying them as “damaged” or not. From these com-
binations, we extract a list of the corresponding disc pairs that
have been classified as “damaged” by the proposed SCNN
and compute the most frequent elements in the list. If the
number of occurrences of these elements is greater or equal
to n — 1 it means that all remaining discs within the insulator
string have voted for the specific disc as being “damaged”,
and thus the defective disc is located. It should be noted that
the proposed strategy needs at least two disc units in order to
start diagnosing the insulator string, and at least three disc
units in order to precisely locate the defective disc in the
image. In the former case, when only two disc units are visible
at the current frame, we mark the corresponding pair of discs
as “damaged”, in case there is a defect.

It should be noted that despite the proposed strategy can
increase the computational cost of the whole system since

Algorithm 1 Damaged Discs Diagnosis Strategy

Input: I, (current RGB frame), I45 (current seg-
mented frame), model (SCNN model)
Output: damaged_disc_flag, L_defect_ids
(ids of damaged disc units)
I: damaged_disc_flag <« false
n <— ComputeNumDiscs(Zygsk) >eg.n=3
C<"Cr=(y > compute disc combinations
for each c in C do
img_a < Igp [c[0].roi]
img_b < I [c[1].70i]
P(damaged) < model.Predict([img_a, img_b])
if P(damaged) > threshold then
L_ids.Add(c[0].index)
L_ids.Add(c[1].index)
end if
: end for
: count < CountVotes(L_ids)
2:1}
14: if max(count .values) > n — 1 then
15: damaged_disc_flag <« true
16: fork <~ 0 to n—1do
17: if count[k] == n — 1 then
18: L_defect_ids.Add(k)
19: end if
20: end for
21: end if

R A o

— — =
M e

>e.g. L_ids={0,1,0,2}
> e.g. count={0:2, 1:1,

(95}

>e.g. L_defect_ids={0}
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FIGURE 5. Examples of images used for training the insulator string segmentation models. a) Original RGB images. b) Ground truth annotations. The

pixels of the insulator string are assigned to the disc (green) or cap (red) class.

all the disc pairs combinations are introduced to the SCNN,
it provides an additional filtering stage which allows for the
removal of possible false positives.

IV. EXPERIMENTAL RESULTS
The aim of this section is to describe the experiments and
present the results obtained during the evaluation of the pro-
posed system. In Sections I'V-B to IV-D we provide a detailed
evaluation of the models selected for each component of the
system. In Section IV-E the experiments and results regarding
the evaluation of the final system are presented.

All the videos relative to the results presented in
Section IV-E for the evaluation of the proposed final system
can be reviewed in: https://vimeo.com/album/5782445.

A. EXPERIMENTAL SETUP

All the networks described in Section III have been imple-
mented in Python and trained using the Keras' and PyTorch?
deep learning frameworks. The latter has been used for
working with all the models that involve GANs [43], while
the former has been used for working with the remaining
models. All the experiments have been conducted on an
Nvidia GeForce GTX 1080Ti GPU under Ubuntu 16.04 LTS.
OpenCV 4.0.03 is used for image processing tasks.

B. INSULATOR STRING SEGMENTATION

This section presents the experiments that have been con-
ducted in order to select the most appropriate model for the
insulator string segmentation task. For this purpose, several
state-of-the-art semantic segmentation networks have been
evaluated and compared to the proposed Up-Net architecture.
In addition, a thorough analysis has been conducted for study-

ing the effects of three main aspects:
o Data augmentation: all the networks have been trained

using the original dataset composed of 160 images, and
an augmented dataset containing 640 images.

! https://keras.io/
2https://pytorch.org/
3https://docs.opencv.0rg/4.0.0/
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o Transfer learning: most of the networks evaluated in this
section have been trained after transferring the weights
of the VGG16 network previously trained on the Ima-
geNet database [44].

o Generative adversarial networks: we evaluate the per-
formance of state-of-the-art conditional GANs applied
to the insulator string segmentation task. In addi-
tion, we integrate the U-Net and Up-Net networks
within a conditional GAN framework (GAN_U-Net and
GAN_Up-Net) in order to study its influence. In this
case, no transfer learning is performed in order to
properly compare to other baseline networks involving
GAN:S.

1) DATASET

In order to train and validate all the models implemented for
the task of insulator string segmentation, a total of 160 images
of 720 x 576 pixels were manually annotated, where the pixels
of the insulator string were assigned the disc or cap class.
Some examples of the original images and the ground truth
annotations can be reviewed in Fig. 5. In order to analyze the
effect of the number of training samples in each evaluated
model, and taking into account the characteristics of the
images that make up the original dataset, in this work two
main data augmentation techniques have been considered.
First, all the images have been augmented by a horizontal
flip, thus doubling the number of images in the dataset.
Subsequently, a gamma correction technique is applied to
the original image by applying a lookup table (LUT), where
each value (pixel intensity) in the table is computed using the
expression: LUT[i] = (i/255)7 x 255, where i ranges from
0 to 255 and we clip the previous expression to be within the
range [0, 255]. For each image in the original dataset, two ran-
dom values of gamma were picked from the range [0.4, 0.8]
for the first value and [1.2, 2.5] for the second. Using the
aforementioned data augmentation techniques, the original
dataset was augmented by a factor of 4, obtaining a total of
640 images.
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In order to perform a detailed evaluation and comparison
of all the networks presented in this section, a test set of
240 images was created and manually annotated. This test
set includes images from a similar domain as the ones pre-
sented in the training set, and 75 images (i.e., 31%) with a
completely different domain, which were downloaded from
the Internet.

2) TRAINING METHODOLOGY

All the networks have been trained by considering a binary
classification problem for each of the two classes (i.e.,
disc or cap), where each of the two channels of the out-
put layer of the corresponding network computes a sigmoid
function which models the probability of the corresponding
pixel as belonging to disc or cap class versus the background
class. Thus, a binary cross-entropy is used as the loss func-
tion, using the Adam optimizer [45] for its minimization
during a training process of 60 epochs and a minibatch size
of 4 images. The learning rate used in the Adam optimizer
has been empirically found for each network using a grid
search procedure, being 10~ for the proposed Up-Net and
GAN_Up-Net networks. The rest of the hyperparameters are
set as described in the original work [45]. We apply the
weight initialization technique proposed in [46] where the
initial values of the weights are sampled from a truncated
normal distribution centered on 0 and standard deviation of
~/2/fan_in, where fan_in is the number of input units in the
weight tensor.

Inspired by the results obtained in [47] we also train the
best performing models under the conditional GAN frame-
work proposed in pix2pix [47]. GANSs are generative models
which learn a mapping function from a random noise vector to
an output image (G : z — y). Conversely, in the conditional
GAN framework, the mapping is learned from a random noise
vector and an input image (G : {x, z} — ).

The loss functions of the generator and discriminator
used for training the conditional GAN models are computed
using (1) and (2) respectively. As can be seen in (1), the loss
function encompasses two terms. The first term implements
an L1 operation, aiming at modeling the low-frequency part
of the desired output. The second term is intended to model
the high-frequency part of the signal (edges and complex
details) and is learned using a second network (discrimi-
nator). This new network is trained using (2) in order to
distinguish ground truth labels from the ones generated by the
generator network. During training, the two networks (gener-
ator and discriminator) take turns to update their parameters.
We have found that performing a training step every time a
batch is sampled is the most appropriate method for obtaining
a correct convergence in the specific task of insulator string
segmentation presented in this work.

L6en(G, D) = Ex - [lly — G(x, 2)I1]
+ o (Ex ; [log(D(x, G(x,2))]) (1)
Lpis(G, D) = Exy [log D(x, y)]
+E,; [log(1 — D(x, G(x,2)]  (2)
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where G and D denote the generator and discriminator net-
works respectively, x and y represent the input RGB image
and the desired output mask respectively, and z is a random
noise vector. The parameter « in (1) models the influence of
the conditional GAN framework. This parameter has been
selected by performing a grid search over a wide range
of values (@« € [0.01, 50]), obtaining an optimal value of
o =0.1.

In all the experiments, the images of the corresponding
dataset (i.e., original or augmented) are resized to 256 x 256
pixels and randomly divided into train and validation sets
with a percentage of samples of 80% and 20%, respectively.

3) BASELINE METHODS

A detailed evaluation of the proposed method for segmenting
insulator strings has been conducted by comparing its per-
formance to several state-of-the-art algorithms which have
proven to provide outstanding results in different semantic
segmentation problems. In the next paragraphs we provide a
brief description of the implementation details of the different

baseline approaches considered:
o Fully Convolutional Networks (FCNs): we implement

the FCN-8s model presented in [34] with the base archi-
tecture of the VGG16 network and adding the skip
connections described in the original work which allow
fusing the information from the last convolutional layer
(conv7) with the information of lower levels in the
architecture (pool4 and pool3). This is done by applying
4x and 2x upsamplings using deconvolution layers.
In addition, we experimented with several versions of
the FCN-8s model with and without L2 regularization
with a decay of 27*. The resulting model has 134.27M
parameters. The Adam optimizer with a base learning
rate of 10~ is used for training the FCN-8s network.

o SegNet: this network follows the implementation
described in [48] which consists of an encoder-decoder
architecture, in which the encoder is based on the
VGG16 architecture with 13 convolutional layers, each
of one having its analogous convolutional layer in the
13-layer decoding network, yielding a model of 29.46M
parameters. Each convolutional layer in the encoder and
decoder networks is followed by a batch normaliza-
tion layer after which a ReLU non-linearity is applied.
As described in the original work, the upsampling oper-
ations are performed by using the memorized pooling
indices from the max-pooling layers of the encoder
network. In the case of the SegNet model, the most
suitable learning rate for the Adam optimizer has been
empirically obtained, being 5.

« Convolutional Autoencoder (CAE): the topology of this
model follows the encoder-decoder architecture of the
SegNet network with the only difference being that in
this case we do not use the pooling indices from the
encoder network but instead the upsampling operations
use a nearest-neighbor interpolation. Thus, the number
of parameters of this model is the same as the SegNet
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architecture. This model is trained using a base learning
rate of 10~ for the Adam optimizer.

« U-Net: in this case, two types of architectures have been
implemented depending on whether transfer learning
is carried out or not. The first architecture in which
transfer learning is not applied, named U-Net as the
original work, follows the architecture described in [35],
having about 31M parameters. The only difference with
the original U-Net architecture is the application of
padded convolutions, and two 50% dropout layers in
the fourth and fifth convolutional blocks. In the second
architecture, termed U-Net_vggl6, we perform trans-
fer learning from the VGG16 network trained on the
ImageNet database. In this case, the original encoder
network from the U-Net architecture is extended from 10
to 12 convolutional layers, yielding an architecture with
33.98M parameters, where the first 10 convolutional
layers are identical to those of the VGG16 network. All
the networks consisting of a U-Net-based architecture
are trained considering a base learning rate of 10~ for
the Adam optimizer.

The implementation details of the baseline models trained
within a GAN configuration are summarized in the next
paragraphs.

o ISNet: we implement the conditional GAN network
described in [8], having a generator with 9.65M param-
eters. The implementation follows closely the one
explained in the original paper with two main differ-
ences. First, we only perform a single-stage training
instead of the two-stage training finally suggested by the
authors, and second, we perform a grid search of all the
parameters (not provided by the authors) as described in
Section IV-B.2.

 pix2pix: this model follows the generator-discriminator
architecture presented in [47], where the generator con-
sists of a U-Net architecture and the discriminator is
based on an N x N “PatchGAN”, in which the dis-
criminator is responsible for distinguishing between real
and fake image patches. In this case, we use directly the
released code* provided by the authors, in which they
include several improvements as compared to the origi-
nal paper. First, a least squares GAN framework [49] is
implemented, which substitutes the loss function in (1),
and second, a deeper version of the U-Net generator is
included, yielding a network with 54.41M parameters.
A minimal change was made for training the pix2pix
model, consisting of deactivating the data augmentation
per batch in order to properly compare to the other
semantic segmentation models.

4) EVALUATION METRICS

The metrics used to evaluate the different insulator string seg-
mentation networks are taken from [34], and are summarized
here for a better understanding of the results obtained:

4https:// github.com/junyanz/pytorch-CycleGAN-and-pix2pix
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o Pixel accuracy: ), n;i/ > i ti
o Mean accuracy: (1/n¢) Y _; (nii/t;)
o Mean Intersection over Union (Mean IoU):
(L/ner) 3o mii/ \ti 4+ 22 ni — ”ii)
« Frequency weighted IoU (f.w. IoU):
-1
(Cet) X timi/ (fi + D — ”ii)
where n.; represents the number of classes included in the
ground truth segmentation, n;; is the number of pixels of class
i predicted to belong to class j, and ¢; is the total number of
pixels of class i in the ground truth segmentation. In this work,

we consider n, = 3, including the disc, cap and background
classes.

5) RESULTS IN INSULATOR STRING SEGMENTATION

The results obtained during the evaluation of the insulator
string segmentation networks are shown in Table 1. Several
trainings (from 5 to 10) have been conducted for each network
in order to select the most appropriate set of hyperparameters.
The results obtained by the best models are shown in Table 1.

As can be noticed in Table 1, the networks that integrate
into their architecture the topology proposed in this paper
(i.e., Up-Net_vgg16 and GAN_Up-Net), are those that obtain
the best performance in the task of insulator string segmen-
tation when training on the augmented dataset. Table 1 also
reveals the huge impact in performance produced by the
application of data augmentation and transfer learning tech-
niques. Data augmentation clearly benefits networks without
pre-training (e.g. FCN-8s and SegNet where the mean accu-
racy is improved by 4.7% and 3.6%, and the mean IoU is
improved by 6.3% and 4.2%, respectively), and is remarkable
in the networks GAN_U-Net and GAN_Up-Net in which
the mean accuracy is improved by 4.3% and 3.6%, and the
mean IoU is improved by 7.3% and 5.2%, respectively. It is
interesting to note that although in most of the networks the
increase in performance is clear after the application of data
augmentation, in others the improvement is very small, as in
the case of U-Net_vggl6 and pix2pix.

On the other hand, the application of transfer learning
produces the most significant improvement in performance
across all the networks considered. As shown in Table 1,
the mean accuracy of the networks FCN-8s, SegNet, and
U-Net is increased by 7%, 10.5% and 6.2%, and the mean
IoU is improved by 10.8%, 12.3% and 8.6% respectively
when the networks are pre-trained using the weights of the
VGG16 previously trained on ImageNet.

Qualitative segmentation results on a subset of images
from the test set are illustrated in Fig. 6 and 7. This subset
of images is quite representative as it encompasses insulators
made of different materials (i.e., glass and ceramic), differ-
ent points of view, backgrounds, presence of shadows and
reflections on the surface of the insulator, etc. As shown
in Fig. 6 and 7, most of the networks provide accurate seman-
tic segmentation results, being the most challenging images
the second (i.e., ceramic insulator with shadows) and sixth
(i.e., a tilted insulator with shadows). Fig. 7 shows the results
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TABLE 1. Semantic segmentation results on the test set composed of 240 images, resized to 256 x 256 pixels, when training on the original and
augmented datasets. Metrics are expressed in percentage. Networks whose name ends in “vgg16” are pre-trained with the weights of the VGG16 network
trained on ImageNet. Best results are indicated in bold.

M Original dataset Augmented dataset .
odel Inference time
Pixel Acc.  Mean Acc.  MeanloU f.w.IoU  Pixel Acc. Mean Acc. MeanloU f.w. IoU (ms/image)
FCN-8s 94.60 80.51 72.65 90.64 96.04 85.19 78.98 92.81 52.07
FCN-8s_vggl6 96.84 87.56 83.47 94.08 97.81 90.36 86.87 95.84 51.75
SegNet 94.52 81.59 76.26 90.19 95.49 85.23 80.48 91.89 29.12
SegNet_vggl6 97.99 92.09 88.53 96.21 98.07 93.64 90.19 96.41 29.37
CAE 96.34 85.82 79.98 93.33 96.83 88.28 83.07 94.23 14.42
CAE_vggl6 97.04 90.02 83.95 94.57 97.45 91.07 85.85 95.30 14.41
U-Net 96.25 87.98 81.80 93.26 96.77 89.24 85.44 94.00 14.91
U-Net_vggl6 98.19 94.14 90.41 96.58 98.20 93.98 90.94 96.60 15.67
Up-Net_vggl6 (ours) 98.21 93.65 90.31 96.60 98.58 95.16 92.06 97.30 19.28
ISNet 95.91 87.67 79.10 92.73 97.35 91.56 85.77 95.11 4.52
pix2pix 97.32 90.00 84.71 95.05 97.20 91.20 84.60 95.00 10.95
GAN_U-Net 96.27 89.45 81.42 93.38 97.99 93.78 88.70 96.32 10.81
GAN_Up-Net (ours) 97.01 91.05 84.84 94.60 98.24 94.60 90.03 96.73 14.72
Original

FCN-8s_vgg16

SegNet_vgg16

CAE_vgg16

U-Net_vgg16

Up-Net_vgg16
(ours)

FIGURE 6. Semantic segmentation results on a subset of images from the test set obtained by the networks trained without a conditional GAN framework.

of the networks trained within a conditional GAN framework, Taking into account the results presented in Table 1,
where it can be clearly appreciated how these networks tend the network Up-Net_vggl6 is selected as the most appro-
to produce more noisy segmentation results, in which false priate for the insulator string segmentation task and is the
positives, related to the structure of the electric tower, appear one used for the evaluation of the complete system presented
for most of the networks. in Section IV-E. For this purpose, and in order to be robust
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Original

ISNet

pix2pix

o E.HEEE!E

GAN_Up-Net
(ours)

FIGURE 7. Semantic segmentation results on a subset of images from the test set obtained by the networks trained within a conditional GAN framework.

to different insulator string orientations, this network is re-
trained on a second augmented dataset. This new augmenta-
tion involves the application of two random rotations between
the range [30°, 60°] and [—60°, —30°] respectively for each
of the 640 images of the augmented dataset, yielding a total
of 1920 images. We have observed that training the Up-
Net_vggl6 network using this second augmented dataset
does not worsen the ability to segment vertical insulator
strings and provides the appropriate capabilities for segment-
ing insulator strings in various orientations.

C. DIAGNOSIS OF ABSENT DISC UNITS

In this work, we address the problem of diagnosing the
absence of disc insulator units within an insulator string as
a classification problem, where the objective is to identify
the occurrence of this fault at frame-level. For this purpose,
the network in charge of diagnosing this defect takes as
input the output mask generated by the insulator string seg-
mentation component and outputs the probability of fault
occurrence.

1) DATASET

Owing to the relatively small amount of defective images in
our dataset, we have left the real images containing defective
samples only for evaluation purposes and create a synthetic
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dataset for training and validating the component responsible
for diagnosing the absence of disc insulator units. The dataset
is composed of 1200 negative images (non-defective) and
1200 positive images (i.e., with one or more absent disc units)
of 256 x 256 pixels (see Fig. 8 for an example). Inside this
dataset, the negative samples have been obtained by doing
inference over some of the networks presented in Table 1
for the RGB training images used for semantic segmentation.
We use several networks at different epochs of the training
process for obtaining a heterogeneous dataset of negative
samples. In addition, 10% of these images have been man-
ually altered by removing some pixels of the disc and cap
classes in order to simulate errors in the semantic segmenta-
tion stage (see the last image in Fig. 8a). Using the negative
samples, we generate the dataset of positive samples, where
60% of the 1200 images have been automatically generated
using computer vision techniques by alternatively removing
some of the disc units within an insulator string. In addi-
tion, random noise is added to some of these images. The
remaining 40% of the positive samples have been manually
generated by removing the pixels belonging to some of the
caps and disc units within the insulator string.

The evaluation of the different CNNs designed for diag-
nosing the absence of disc insulator units is conducted on
a test set composed of 400 images, where the samples are
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FIGURE 8. Examples of images used for training the component responsible for diagnosing the absence of disc insulator units. Images containing false
positives and false negatives are included in the training set to provide robustness to possible errors that might appear in the insulator segmentation
stage. a) Negative samples (non-defective images). b) Positive samples (defective images) synthetically generated to reproduce different defect

configurations relative to the absence of disc units.

TABLE 2. CNN architectures designed for diagnosing the absence of disc insulator units. k represents the kernel size, and s is the stride. The number
before the @ represents the number of kernels in the corresponding convolutional layer. “FC” refers to the fully-connected part of the CNN.

Layer CNN1 CNN2 CNN3
convl 32Qk X k x 3,s =2 32Q@k X k x 3,s =2 32Q@Qk X k x 3,s =2
pool 1 3% 3,5=2 3% 3,5=2 3% 3,5=2
_ 64Qk X k x 32,5 =2 64Qk x k x 32,s =1

comv2  64Qk X kX325 =1 ciapxkx6ds=1 64@k x k x 64,5 = 1
pool2 2% 2,5=2 2% 2,5=2 2% 2,5=2

o G4Q@k X kx64s=1 128Qk X k X 64,5 = 1
conv3  128@k x kx 645 =1 ciap kx6ds=1 1280k xkx 1285 =1
pool3 2% 2,5=2 2% 2,5=2 2% 2,5=2
FC 64 % 1 64 % 1 64 % 1

equally distributed between the negative and positive classes
(i.e., 200 images for each class).

2) NEURAL NETWORK VARIANTS

We have experimented with different CNN architectures,
conducting a detailed analysis of the number and size of the
convolutional layers and the size of the convolution kernels.
Three main CNN architectures have been evaluated, whose
architecture is depicted in Table 2. As shown in Table 2,
CNNI is composed of 3 convolutional and 3 pooling layers.
CNN2 architecture consists of a 10-layer CNN, in which we
add one more convolutional layer in the second and third
convolutional blocks (conv2 and conv3). Another represen-
tative characteristic of CNN2 is that we increase the stride
of the first convolutional layer in the second convolutional
block (conv2) with the purpose of reducing the number of
parameters in the network. Finally, CNN3 has a similar
architecture as compared to CNN2, where the stride of the
first convolutional layer in the second convolutional block
is restored to 1, and we double the number of kernels in
the third convolutional block (conv3). All the pooling layers
are identical in the three CNN architectures and consist of a
3 x 3 max-pooling operation with a stride of 2 in the first
pooling layer, and a 2 x 2 max-pooling operation with a
stride of 2 in the second and third pooling layers. The fully-
connected network at the end of each CNN is identical for the
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three architectures and consists of one hidden layer composed
of 64 units followed by a single-unit output layer.

3) TRAINING METHODOLOGY

In this work, we consider the problem of diagnosing the
absence of disc insulator units as a binary classification prob-
lem, in which the current frame analyzed can be defective,
which means that one or several disc units are absent from the
insulator string, or correct, which implies that the insulator
string is in good condition. As a binary classification prob-
lem, we use the binary cross-entropy loss function, which is
minimized during a training process of 60 epochs using the
Adam optimizer with a base learning rate of 24 and the rest
of hyperparameters as described in the original work [45].
The minibatch size utilized in each update of the optimization
process is 128 images.

In each experiment, we perform a randomly stratified split
of the training dataset (i.e., 2400 negative and positive sam-
ples) into training and validation sets, where the percentage
of samples in each set is 80% and 20%, respectively.

4) EVALUATION METRICS

For the sake of obtaining an appropriate comparison of
the CNN architectures considered, we use standard metrics
widely applied in the research community for evaluating
binary classifiers. These metrics are summarized here for a
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TABLE 3. Mean and standard deviation obtained by averaging the results of 5 different models (5 trainings) for each CNN configuration while diagnosing
the absence of disc insulator units on a test set of 400 images. The number of parameters of the network is expressed in millions. Best results are

indicated in bold.

CNN arch.  kernel size Accuracy (%) Precision (%) Recall (%) Fiscore (%) ROC-AUC (%)  #param (M)
3x3 90.75 + 0.91 91.29 + 1.03 90.13 + 2.56 90.68 + 1.03 97.07 + 0.36 1.94
CNNI1 5x5 94.63 £+ 0.32 93.76 = 0.56 95.75 + 0.65 94.74 + 0.24 98.59 + 0.19 2.10
X7 96.38 £ 0.14 96.05 £+ 1.01 96.75 £ 0.96 96.39 + 0.13 99.01 + 0.26 2.35
3 x3 94.44 £+ 0.85 92.09 £+ 1.22 97.38 £ 0.75 94.66 + 0.85 98.72 + 0.20 0.39
CNN2 5x5 96.72 + 0.70 95.58 + 1.45 98.06 + 0.78 96.80 + 0.71 99.40 + 0.26 0.56
X7 97.85 4+ 0.45 97.44 +£1.02 98.30 + 0.84 97.86 & 0.44 99.36 + 0.07 0.91
3x3 95.06 £ 0.38 95.12 £ 0.26 95.00 + 0.58 95.06 + 0.38 98.65 + 0.05 2.12
CNN3 5x5 96.84 + 0.35 96.54 + 1.01 97.19 + 0.59 96.86 + 0.33 99.15 + 0.25 2.61
TXT 98.88 £0.48 98.40+0.72 99.384+0.95 98.88+0.48 99.89+0.10 3.35
better understanding of the results: 1F —= =
o
o Accuracy: (tp +tn) / (tp + tn + fp + fnn) 095 LA _,_I'_'_ |
« Precision: tp/ (tp + fp) 1
o Recall: tp/ (tp + fin) § 0.9 1 1
o Fyscore: 2tp/ 2tp + fp + fn) ,2085 I
« Areaunder the Receiver Operating Characteristic (ROC) S IN e A
curve (ROC-AUC): this curve depicts the True Positive § 08 NN s (ADG—o8 5000
Rate (TPR) versus the False Positive Rate (FPR), show- NN (UG53
ing how the correctly classified positive examples (TPR) 078 HL NN e ADeo0.490
vary with respect to the incorrectly classified negative 07 w w w —CNNG 77 (AL1C-99.95%)
0 0.05 0.1 0.15 0.2 0.25 0.3
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where tp, tn, fp, and fn stand for true positive, true negative,
false positive, and false negative, respectively.

All the metrics utilized for the evaluation of the different
models have been computed using scikit-learn [50].

5) RESULTS IN THE DIAGNOSIS OF ABSENT DISCS
The results obtained after the evaluation of the different CNN
architectures considered are depicted in Table 3, which shows
the mean and standard deviation after conducting 5 trainings
for each of the CNN configurations. According to these
results, the network CNN3 with a kernel size of 7 x 7 outper-
forms the other CNN configurations, having an average ROC-
AUC of 99.89%. The results presented in Table 3 also reveal
the considerable effect of the number of convolutional layers
and the size of the convolution kernels in the performance
of the different CNN architectures. The former is evidenced
when moving from CNNI1 to CNN3, in which the Fjscore
is improved by 4.4%, 1.9%, and 2.5% using kernel sizes
of 3 x 3,5 x5, and 7 x 7 respectively. The effect of the
size of the convolution kernels is noted when increasing the
size from 3 x 3 to 7 x 7 which leads to an increment in
the Fiscore of 5.7%, 3.2%, and 3.8% for the CNN1, CNN2,
and CNN3 architectures respectively. This effect is also evi-
denced when analyzing the ROC-AUC, which experiments
an increment of 1.9%, 0.6%, and 1.2% for the CNN1, CNN2,
and CNN3 respectively. These results are consistent with the
intuition that larger receptive fields can benefit the diagnosis
of this type of defect.

In order to provide better insight into each CNN archi-
tecture studied in this section, in Fig. 9 we show the ROC
curves generated by the best models selected from the
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FIGURE 9. ROC curves generated by the best model for each CNN
configuration tested for the disc absence defect diagnosis (best seen in
color).

5 training experiments conducted on each CNN configu-
ration. The results presented in Fig. 9 provide additional
information about the capabilities of each CNN architec-
ture, showing the high AUC obtained for the CNN2 and
CNN3 architectures with 5 x 5 and 7 x 7 kernel sizes. Taking
into account the results presented in Table 3 and Fig. 9,
CNN3_7 x 7 is selected as the network utilized in the final
system for diagnosing the absence of disc insulator units.

Some of the prediction results generated by the
CNN3_7 x 7 model on a subset of representative images
from the test set are shown in Fig. 10. In this figure, we also
show the real RGB images (see Fig. 10a) from which the
masks are computed using the Up-Net_vggl6 model (see
Fig. 10b). Furthermore, Fig. 10b provides a complementary
validation of the performance obtained by the insulator string
segmentation component (Up-Net_vgg16).

D. DIAGNOSIS OF DAMAGED DISC UNITS

In this section, we describe the experiments that have been
conducted in order to select the most appropriate network
for the task of diagnosing the presence of damaged discs
within the insulator string. As explained in Section III-C.2,
we address the problem of diagnosing this type of defect
by designing a siamese architecture, which receives as input
a pair of disc images and outputs a probability which
encodes the dissimilarity between the input images, where
0 represents that the two input images are the ‘“‘same”
(non-defective) and 1 when they are ““different” (defective).
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FIGURE 10. Examples of images from the test set used for evaluating the component responsible for diagnosing the absence of disc units. a) Original RGB
images from which the masks for evaluation purposes are extracted. b) Masks generated by the insulator string segmentation component (Up-Net_vgg16)
and probabilities predicted by the selected model for diagnosing the absence of disc units (CNN3_7 x 7). As shown in the two right-most images

in Fig. 10b, the proposed CNN3_7 x 7 is able to correctly handle false positives and false negatives that might appear in the insulator segmentation stage.

1) DATASET

In order to build the dataset for diagnosing damaged discs,
we leverage from the annotations performed for training the
insulator string segmentation networks (see Section IV-B.1).
Thus, from the 160 images annotated for semantic segmen-
tation purposes, we extract all the discs within the insulator
strings of these images, yielding 579 and 18 non-damaged
and damaged discs, respectively. After that, we generate all
possible combinations of disc pairs within an insulator string
for the corresponding image. This process allows obtaining a
total of 802 images of negative (non-damaged) pairs and 95
positive (damaged) pairs (see Fig. Fig. 11a and 11b). In order
to deal with this highly imbalanced dataset, several strategies
have been applied and evaluated.

« Synthetic samples generation: we manually generate
synthetic defects within the disc surface by mimicking
the appearance of real defective discs. For this purpose,
125 synthetic damaged disc images were created by
placing synthetic defects on top of healthy insulator
discs. After this, the 125 images generated were com-
bined with non-defective disc images obtaining a total of
762 images of defective pairs (see Fig. 11c), which are
merged with the 95 real defective pairs in order to obtain
a total of 857 defective pairs for training purposes.

« Training using only real or only synthetic data: the sec-
ond strategy studied in this section consists of training
the SCNNSs taking into account only real or only syn-
thetic data. In the first case, the training is performed
using the dataset composed of 802 non-damaged pairs
and 95 damaged pairs. This strategy implies the modifi-
cation of the loss function used for training the SCNNs
for classification (i.e., binary cross-entropy loss) in order
to tackle the problems derived from a highly imbal-
anced dataset. This new loss function is explained in
Section IV-D.3. In the second case, the training is per-
formed using the dataset composed of 802 non-damaged
pairs and 762 damaged pairs.
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In order to evaluate all the networks considered for diag-
nosing damaged discs, a test set of 193 images provided by
an electric company has been used, which is composed of
133 non-damaged and 60 damaged discs. These images are
combined in pairs as in the training set, yielding 245 image
pairs. As in the case of the training set, this test set is also
imbalanced, being composed of 162 images of non-damaged
disc pairs and 83 damaged pairs, containing only real defec-
tive and non-defective images.

2) NEURAL NETWORK VARIANTS

Within the SCNN framework, we experiment with different
variants of the main architecture presented in Fig. 4. The main
analysis is based on the evaluation of different distance layers.
In this work, we evaluate the performance of the SCNNs
using the L1 and the Chi-squared distances. The latter, once
connected to the final output layer of the SCNN, computes
the similarity between hidden states usin; the expression:
d(hi, ) = o (X 0i(h — K2 /(WY + 1Y + €)), where o
is the sigmoid activation function, w; are the weights learned
in the output layer, and ¢ = 107° is introduced to obtain
numeric stability. Within the SCNN framework, three main
neural network variants have been designed, depending on
the architecture of the twin CNNs within the SCNN. The
first SCNN architecture, named SCNN-LI/XZ, has fewer
parameters as compared to other SCNN variants and con-
sists of 3 convolutional blocks (convl to conv3 in Fig. 4)
of 1 x 32, 2 x 64, and 2 x 64 respectively. The second
SCNN architecture studied, named SCNN-c3-L1/ Xz’ follows
the VGG16 architecture until the third convolutional block
(conv3), consisting of 2 x 64, 2 x 128, and 3 x 256 convolu-
tional blocks. The final SCNN architecture analyzed, named
SCNN-C4-L1/X2, introduces a fourth 1 x 1 convolutional
block and is explained in detail in Section III-C.2. All the
CNNs within the different SCNN architectures finish with
a fully-connected part composed of 2 hidden layers with 64
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FIGURE 11. Examples of images used for training the proposed SCNN model. a) Real examples of non-damaged pairs. b) Real examples of damaged
pairs. c) Examples of damaged pairs which contain synthetic defects. Images of disc units showing a small degree of pollution due to bird excrements and

with rust on their surface are used for training the proposed SCNN.

units each. Finally, we analyze the effect of transfer learning
in the SCNN-c3-L1/x2 and the SCNN-c4-L1/x2 network
variants, which are evaluated with and without pre-training
using the VGG16 network previously trained on ImageNet.

Additionally, in order to compare the performance of
the proposed SCNN framework to traditional classification
methods such as CNNs, we evaluate the best performing
SCNN model (SCNN-c4-L1_vggl6) against its analogous
CNN (CNN-c4_vggl6). The latter is built by extracting one
of the twin CNNss from the SCNN-c4-L1_vgg16 and connect-
ing it directly to the output unit (i.e., omitting the L1 layer),
yielding the CNN-c4_vggl6.

3) TRAINING METHODOLOGY

The SCNN training procedure is almost identical to the one
described previously in Section I'V-C.3 for the CNNs used for
diagnosing the absence of disc insulator units. We also model
the diagnosis of damaged discs as a binary classification
problem where the pair of images introduced to the siamese
network (x; and x») can be classified as damaged or non-
damaged. Thus, we use a binary cross-entropy loss function,
which is modified according to (3) for training using an
imbalanced dataset. In all cases, we minimize the correspond-
ing loss using the Adam optimizer during a training process
of 60 epochs, using a minibatch size of 128 images, and
considering a base learning rate of 1074,

£6, x50 = =y, ) log ()", )

—« (1 —y(xii), x?)) log (1 - ﬁ(xii), xg))) 3)

where y represents the ground truth label which is 0 when-
ever x| and x; are the “same” (non-damaged) and 1 other-
wise, y is the output prediction of the SCNN, and & = 1
for all the network variants except when training the
SCNN-c4-L1_vggl6 model using only real damaged disc
defects, where o = 0.002 has been empirically found.

The CNN-c4_vggl6 used in the comparative analysis has
been trained using the 579 and 143 (18 real, plus 125 syn-
thetic) images of non-damaged and damaged discs, respec-
tively. The set of damaged discs is augmented by a horizontal
flip procedure, doubling the number of defective images.
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Regarding the training methodology, the CNN-c4_vggl6 is
trained using a binary cross-entropy loss, which is minimized
using the same optimization method with the same hyperpa-
rameters as in the training process of the SCNN.

4) EVALUATION METRICS

As we deal with a slightly imbalanced dataset for evaluation
purposes (test set), in which the number of negative samples
doubles the number of the positive ones, in this section we
consider several metrics, computed using scikit-learn, that
are usually utilized in the state-of-the-art for imbalanced
datasets [51]:

o True Negative Rate (TNR): also called specificity is
computed by: tn/ (tn + fp)

« True Positive Rate (TPR): also called sensitivity or recall
is given by: tp/ (tp + fn)

o Geometric mean (G-mean) [52]: «/TPR x TNR

o Area under the ROC and Precision-Recall curves: In
the specific case of this section, we also consider the
Precision-Recall (PR) curve which analyzes the pre-
cision versus the recall (see Section IV-C.4). The PR
curve can provide additional information in the case of
imbalanced datasets as the precision is affected by the
class imbalance owing to the computation of the false
positives.

where #p, tn, fp, and fn stand for true positive, true negative,
false positive, and false negative, respectively.

5) RESULTS IN THE DIAGNOSIS OF DAMAGED DISCS

The results obtained during the evaluation of the different
SCNN models on the test set composed of 245 images are
illustrated in Table 4. The results presented in Table 4 show
the mean and standard deviation after conducting 10 experi-
ments on each SCNN configuration and thresholding at 0.5
the output of the sigmoid activation function of the final
layer for computing the TNR, TPR and G-mean metrics.
The ROC-AUC and PR-AUC are computed in the standard
way by considering several classification thresholds. As can
be seen in Table 4, both distance layers (i.e., L1 and Chi-
squared) provide high performance for diagnosing damaged

VOLUME 7, 2019



C. Sampedro et al.: Deep Learning-Based System for Automatic Recognition and Diagnosis of Electrical Insulator Strings

IEEE Access

TABLE 4. Mean and standard deviation obtained by averaging the results of 10 different models (10 trainings) for each SCNN configuration while

diagnosing damaged disc units on a test set of 245 images. Networks whose name ends in “vgg16” are pre-trained with the weights of the
VGG16 network trained on ImageNet. The number of parameters of the networks is expressed in millions. Best results are indicated in bold.

SCNN conf. TNR (%) TPR (%) G-mean (%)  ROC-AUC (%) PR-AUC (%)  #param (M)
SCNN-LI 86.67+4.95  92.77+2.72  89.61+241  9358+1.05  92.53+1.22 1.29
SCNN-y2 87.534+4.20 91.93+3.01 89.64+1.44  92.08+1.85  91.50+£2.11 1.29

SCNN-c3-L1 88.64 £4.10  89.52+4.33  89.02+2.69  91.48+£3.57  91.27 +3.06 6.00

SCNN-c3-x2 89.32+5.13  87.47+2.74 88324203 89.71+£232  89.62+2.53 6.00

SCNN-c3-L1_vggl6 86.23 £4.87  93.14+3.17  89.54+1.67 9241+124  88.64+1.53 6.00
SCNN-c3-x2_vggl6 81.98 £2.17  93.624+234  87.59+1.64  92.50£222  90.57 £ 2.65 6.00
SCNN-c4-L1 88.83+5.75  9241+1.61  90.55+2.80 93.92+1.24  93.98+1.28 2.82
SCNN-c4-y2 82204535  92.17+297  87.00£204  93.11+1.80  92.88+2.22 2.82
SCNN-c4-L1_vggl6 90.49+4.09 94.10+155 9225+193 9659+1.60 9636+1.11 2.82
SCNN-c4-x2_vggl6 84.32+3.26  93.50+214  88.76+1.30 94.89+0.83  94.45+ 1.00 2.82
SCNN-c4-L1_vggl6_SYN  83.33+4.83  89.88+3.69 8647203  92.37+268  89.80 + 3.54 2.82
SCNN-c4-L1_vggl6_REAL  87.414+5.41  60.12+£5.66  72.36+£3.30 71904399  73.67+4.30 2.82

disc units, being the performance of the networks using the
L1 layer greater in most of the configurations analyzed.
This can be clearly observed when analyzing the config-
urations SCNN-L1/x2, SCNN-c3-L1/x2, SCNN-c4-L1/x2,
and SCNN-c4-L1/x2_vggl6, where the relative improve-
ment considering the ROC-AUC and PR-AUC scores respec-
tively is 1.5% and 1.0% for the SCNN—LI/XZ, 1.8% and 1.7%
for the SCNN-c3-L1/x2, 0.8% and 1.1% for the SCNN-c4-
L1/x?, and 1.7% and 1.9% for the SCNN-c4-L1/x%_vggl6.
Another interesting result derived from the results presented
in Table 4, is the considerable influence of transfer learning.
In all the architectures analyzed, the usage of pre-trained
weights from the VGG16 model produced an important
increase of the TPR. This can be noticed in Table 4 when
analyzing the results of the configurations SCNN-c3-L1 and
SCNN-c4-L1, where the usage of their pre-trained counter-
parts produced an increment of the TPR of 3.6% and 1.7%
respectively. This effect is also appreciated in the case of
the SCNN-c3- x2 and SCNN-c4- x 2 variants, where the incre-
ment in the TPR when using a pre-trained model is 6.2% and
1.3% respectively. Finally, it should be remarked the effect
of adding the 1 x 1 convolutional layer (c4 configurations).
According to the results presented in Table 4, this new archi-
tecture has beneficial effects when considering the L1 variant.
The transition from SCNN-c3-L1 to SCNN-c4-L1 produces
an increment of 1.5%, 2.4%, and 2.7% when analyzing
the G-mean, ROC-AUC, and PR-AUC respectively. Simi-
larly, The transition from SCNN-c3-L1_vggl16 to SCNN-c4-
L1_vggl6 causes an increment in G-mean, ROC-AUC, and
PR-AUC of 2.7%, 4.2%, and 7.7% respectively.

The two final rows of Table 4 show the results obtained
when training the SCNN-c4-L1_vggl6 model using only
synthetic or only real defects. Interestingly, training the
SCNN-c4-L1_vggl6 model using only synthetic defects pro-
vides a G-mean score of 86.47% which is very close to the
performance of other variants of the model when trained
on the complete dataset (i.e., real plus synthetic defects).
On the other hand, training the SCNN-c4-L1_vggl6 model
using only real defects allows obtaining a decent performance
(G-mean score of 72.36%) taking into account that only
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18 damaged discs images (95 image pairs) containing real
defects were available for training purposes.

Fig. 12 shows the ROC and PR curves generated by the best
models among the ten trainings conducted on each SCNN
configuration. In this case, the best model is selected by
taking the one with the highest ROC-AUC score. According
to the results presented in Table 4 and Fig. 12, the SCNN-
c4-L1_vggl6 architecture exhibits the best performance in
the diagnosis of damaged discs, and is further evaluated
in Table 5 against its CNN counterpart. In order to properly
compare both models, since they take different types of inputs
(i.e., the CNN takes as input a single image, whereas the
SCNN takes as input a pair of images), for each image
evaluated on the CNN we extract the corresponding pairs in
which this image appears from the SCNN'’s test set. Then,
the probabilities generated by the SCNN are averaged using
the corresponding pairs and compared to the probability pre-
dicted by the CNN. The result of this comparison is summa-
rized in Table 5, which shows how the SCNN-c4-L1_vggl6
outperforms the CNN-c4_vggl6 by 1.8% and 3.5% in
ROC-AUC and PR-AUC, respectively. Furthermore, the
SCNN-c4-L1_vggl6 exhibits an improvement of 3.6% when
analyzing the TPR, which is of significant interest for fault
diagnosis purposes.

Taking into account the results presented in Table 4 and 5,
the SCNN-c4-L1_vggl6 architecture is selected as the final
model for diagnosing damaged disc units in the final
system. Fig. 13 shows the predictions generated by the
selected SCNN-c4-L1_vggl6 in some representative exam-
ples extracted from the test set. As compared to the training
set, the test set contains a more heterogeneous set of defective
images in terms of the type of material and the type of defect.
As shown in Fig. 13b, the test set encompasses images of
disc units made of different material such as glass or ceramic,
which can be burned, polluted (with a small to severe degree
of pollution), or present rust on their surface. Furthermore,
within each defect type, there exists considerable variability
in the appearance of the defect on the surface of the disc, and
even some discs can show more than one type of defect. The
high performance of the proposed SCNN-c4-L1_vggl6 for
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FIGURE 12. ROC and Precision-Recall curves generated by the best model for each SCNN configuration tested for the diagnosis of damaged disc units
(best seen in color). a) ROC curve depicted using the best model out of 10 for each SCNN configuration. b) Precision-Recall curve generated by the
selected model from Fig. 12a. Axes in both figures have been adjusted for visualization purposes.

FIGURE 13. Examples of disc images captured in different inspections of high voltage power lines, extracted from the test set used for evaluating the
SCNN models. a) Non-damaged examples and probabilities predicted by the SCNN-c4-L1_vgg16. b) Damaged examples and probabilities predicted by the
SCNN-c4-L1_vgg16. Defects of varying nature such as discs burned, polluted (with different degrees of pollution), and rusted are efficiently detected by

the proposed SCNN.

the diagnosis of the aforementioned types of defects reveals
the good generalization capabilities of this model, which are
confirmed in the results presented in Table 6 for several
video sequences related to inspections of high voltage power
transmission lines.

E. SYSTEM EVALUATION RESULTS

The objective of this section is to perform a thorough
evaluation of the complete system proposed in this work.
To this aim, we integrate all the previously evaluated com-
ponents and evaluate them on several video sequences cap-
tured during real aerial inspections of overhead power line
infrastructure. Our proposed system has been evaluated in 5
video sequences corresponding to inspections of high voltage
power lines (see Table 6), comprising a total of 5806 frames of
720 x 576 pixels, which have not been used in the training
process of any of the components of the system. Sequences
1 to 4 contain high voltage insulator strings with different
types of defects, sequence 1 being the most representative
as it comprises defects of varying nature such as discs with
bird excrements, with rust, etc. As stated previously in this
document, we include all these types of defects within the
“damaged” category for convenience. Sequence 5 contains
four high voltage insulator strings, which do not present any
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defects. However, this sequence is of particular interest since
two insulator strings are in a vertical position, and the other
two are tilted, thus allowing the validation of the proposed
system to changes in the orientation of the insulator string.
All the sequences have been manually annotated where each
frame has been classified as defective or not by a human
inspector.

Regarding the absent disc defect, none of the five test
sequences present any defect of this type. Thus, in order to
further evaluate the disc absent diagnosis component, two
additional sequences have been generated (see Table 7) where
we simulate the absence of disc insulator units in each insu-
lator string by alternatively removing disc units in the mask
generated by the insulator string segmentation component. In
order to automate the process for removing disc units within
the masks, a computer program has been implemented, which
takes as input a correct segmentation image, and uses image
processing algorithms (contour extraction, contour approxi-
mation, and drawing functions) to alternatively remove disc
units. The disc or discs to be removed for a given image
are indicated to the program by manually clicking on the
designated disc.

The results obtained for each diagnosis component on the
video sequences of real inspections are shown in Table 6.
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TABLE 5. Comparison between the best performing SCNN and its CNN counterpart. The results are obtained by averaging the performance of 10 different
models (10 trainings) for each type of architecture using a test set of 193 disc images. Best results are indicated in bold.

Model arch. TNR (%) TPR (%) G-mean (%) ROC-AUC (%) PR-AUC (%) #param (M)
CNN-c4_vggl6 86.69 + 2.38 86.83 £ 2.77 86.74 £ 1.73 91.84 £ 0.83 89.28 £2.16 2.82
SCNN-c4-L1_vggl6 86.56 + 3.93 90.42+3.18 8842+1.64 93.67+203 92.75+1.70 2.82

TABLE 6. Results obtained in the evaluation of the proposed system using five video sequences of real aerial inspections. The processing time represents
the time taken by the proposed system for processing each video sequence. The average diagnosis time considers each diagnosis component

independently.
Seauence #fames LU PERDE ponent e o) 8 (Y
a5 w9 gmedy g 3R 0
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TABLE 7. Results of the disc absent fault diagnosis on the simulated sequences shown in Fig. 15. The processing time represents the time taken by the
proposed system for processing each video sequence, disabling the damaged disc diagnosis component.

Sequence  #frames #msplator processing diagnosis #dlagnos;d accuracy(%) ave. diagnosis
strings time (s) component frames time (ms/frame)
Seql 1700 3 44.58 absent disc 804 99.25 2.81
Seq2 1213 3 33.42 absent disc 600 98.33 2.83

Similarly, the results obtained for the disc absent diagnosis
component on the simulated sequences are shown in Table 7.
In both tables, the accuracy represents the performance of
each diagnosis component for classifying each frame as
defective or not, taking as ground truth the labels annotated
by a human inspector. As can be seen in Table 6, the accuracy
of the system is above 88.9% and 97.6% for the damaged-disc
and absent-disc diagnosis components respectively in all the
sequences.

In order to properly understand the results presented
in Table 6, in Fig. 14 we show the average probability gen-
erated by the damaged disc diagnosis component on each
frame of the sequences. This probability is calculated by
averaging the probabilities of all the disc pairs combina-
tions when the criteria for considering a disc damaged are
not satisfied, and averaging the probabilities of the posi-
tive disc pairs (those combinations with a probability given
by the SCNN-c4-L1_vggl6 model greater than a threshold)
when the defect criteria are satisfied. As can be noticed
in Fig. 14a and 14c, sequences 1 and 3 contain prominent
defects which are correctly identified by our proposed system
with a high probability in almost every frame in which they
appear. This leads to a very low false negative rate which
is translated into the high accuracy obtained for sequences
1 and 3 (96.6% and 98.8% respectively).

On the other hand, Fig. 14b and 14d show the aver-
age probabilities given by the damaged disc diagnosis
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component on sequences 2 and 4 respectively. As can be
seen in these figures, sequences 2 and 4 present small defects
mainly due to bird excrements which are correctly detected by
our system. The second insulator in sequence 2 (frames 548
to 709 in Fig.14b) has a very small defect annotated by the
human inspector which is detected by our system with a prob-
ability greater than 0.5 in only two frames of the sequence.
Similarly, the second insulator in sequence 4 (frames 266
to 458 in Fig.14d) has a small defect which in addition is
blurred due to the camera movement. Despite this fact, our
system is capable of detecting this defect with a probability
greater than 0.5 in four frames of the sequence. The fact of
detecting the defect in only a few frames increases the false
negative rate in detriment of the accuracy, which is 93.3% and
88.9% for sequence 2 and 4 respectively. Despite obtaining
few detections in some sequences, due to the aforementioned
constraints, we want to remark that the overall performance
of the damaged disc diagnosis component, when considering
the number of detected defects, is greater than the accuracy
presented in Table 6 as only one frame is enough to consider
one defect as detected.

Another important aspect to take into account when ana-
lyzing the results presented in Table 6 and Fig.14 are the
criteria adopted for considering the current frame as defective
in terms of damaged discs. The criteria followed by the exper-
iments presented in this section are explained in Algorithm 1
and consider a frame as defective if there is unanimity of all
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FIGURE 14. Results obtained by the damaged disc diagnosis component in 4 test video sequences corresponding to real aerial inspections of high voltage
power transmission lines (best seen in color). a) to d) correspond to sequences 1 to 4 in Table 6. Taking into account the output provided by the insulator
string segmentation component, some of the frames are automatically discarded (not diagnosed) by our system when the insulator string does not

contain the sufficient number of discs.

the disc image pairs in the current frame. As an example,
if we consider the first insulator string in sequence 2 (frames
45 to 307 in Fig.14b), frame 208 (see frame a in Fig.14b) is
marked as defective, and the defect on the first disc is located
in the image, since three out of the four disc units are voting
for having a defect when combined with the first disc of the
insulator string.

Regarding the evaluation of the absent disc diagnosis
component on the simulated sequences shown in Table 7,
in Fig.15 we illustrate the probabilities generated by the
absent disc diagnosis component on each frame of the
sequences. As shown in Fig.15a, different scenarios for the
disc absent defect have been simulated, where we alternately
remove one or more disc units. The results presented in Fig.15
show the low false positive and false negative rates of the
system which leads to a classification accuracy of 99.3%
for sequence 1. Similarly, Fig.15b depicts the probabilities
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generated by the absent disc diagnosis component in
sequence 2. As shown in Fig. 15b, the system is able to
correctly detect the absence of disc insulator units even when
the segmented insulator string occupies a small area in the
image (see frame c in Fig.15b) which leads to an accuracy of
98.3%.

V. DISCUSSION

The process of inspecting electric power transmission lines is
a hugely expensive process for electric companies because of
both the capture process and the analysis of the captured data.
Due to the considerable variety of defects that may appear
in these facilities, the analysis of the data is carried out by
a team of specialized inspectors who review the collected
images frame by frame. In order to automate the inspection
process, machine learning approaches are gaining significant
importance as they can provide versatile solutions able to
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FIGURE 15. Results obtained by the absent disc diagnosis component in two simulated sequences (best seen in color). a), b) correspond to
sequences 1 and 2 in Table 7 respectively. The absence of disc units is simulated by alternatively removing discs from the mask generated by the insulator
string segmentation component. Taking into account this mask, our system automatically discards some of the frames when they do not contain an

insulator string for being diagnosed.

work under a wide range of conditions. The results presented
throughout this document demonstrate that the proposed sys-
tem for insulator string recognition and diagnosis represents a
breakthrough in this direction, providing an effective solution
for automating the inspection process.

Regarding insulator string recognition and segmentation,
throughout the results presented in Section IV-B.5, it is shown
that semantic segmentation techniques are able to provide
accurate segmentation results for the insulator recognition
task without the need for a prior stage using an object detec-
tion algorithm. Avoiding a previous stage of object detection
can lead to considerable savings in computational resources,
which can become of utmost importance in systems with hard
computational constraints. In this work, we have conducted
an extensive evaluation and comparison of several seman-
tic segmentation techniques, ranging from classical state-of-
the-art models to more sophisticated approaches involving
GAN:Ss. In addition, our proposed architecture for semantic
segmentation, termed Up-Net, has demonstrated outstand-
ing capabilities obtaining a mean accuracy and mean IoU
of 95.16% and 92.06% respectively. Furthermore, we have
explored the integration of the proposed Up-Net within a
GAN configuration (GAN_Up-Net). The results obtained
when using the GAN_Up-Net correspond to the second best
performing model in terms of pixel accuracy, mean accuracy
and frequency weighted IoU (98.24%, 94.60%, and 96.73%
respectively), which consolidates the proposed architecture.

The proposed Up-Net architecture is an adaptation of the
original U-Net network [35] in which we add new ‘‘up-
skip” connections from deeper to shallower levels of the
architecture. The modifications added to the base U-Net net-
work provide an improvement with respect to the original
network of 1.2%, 1.1%, and 0.7% in mean accuracy, mean
IoU, and frequency weighted IoU respectively when training
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in the final dataset utilized (augmented dataset). These results
reveal how the semantic information coming from deeper lay-
ers can be efficiently incorporated by these new connections,
refining the segmentation results.

Results presented in Table 1 also reveal the influence
that the data augmentation and transfer learning techniques
have in the insulator string segmentation task. The former
consists of using a horizontal flip and two gamma correc-
tion operations which allow multiplying by 4 the number
of training images in the original dataset. Transfer learning
is explored in this paper by using the VGG16 network pre-
trained on the ImageNet dataset. The analysis of the results
presented in Table 1 evidences the positive impact of the data
augmentation and transfer learning techniques on the perfor-
mance of the semantic segmentation networks evaluated in
this work. In most of the networks, the usage of the proposed
data augmentation strategy produces an increment between
2% to 5% and 3% to 7% in mean accuracy and mean loU
respectively. The networks more influenced by the data aug-
mentation strategy are the FCN-8s with an improvement in
mean accuracy and mean IoU of 4.7% and 6.3% respectively,
and the GAN_U-Net which improves the mean accuracy and
mean IoU by 4.3% and 7.3% respectively. Using transfer
learning, most of the networks experiment an increment in
mean accuracy and mean IoU between 4% to 11% and 4% to
12% respectively, being the SegNet network the one which
exhibits highest improvements with an increment in mean
accuracy and mean IoU of 10.5% and 12.3% respectively.

Regarding the fault diagnosis problem, in this work we
leverage from the accurate results obtained by the insulator
string segmentation component and adopt the strategy of
splitting the problem of fault identification and diagnosis
into two separate components. On the one hand, absent discs
within the insulator string are diagnosed by a convolutional
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network trained directly on the masks generated by the insu-
lator string segmentation component. On the other hand,
we address the problem of diagnosing damaged disc units
within the insulator string by designing a novel strategy which
uses a siamese convolutional network architecture, trained for
modeling the similarity between adjacent disc units within the
insulator string.

The final selected CNN responsible for diagnosing the
absence of disc units within the insulator string (CNN3_7 x7)
consists of a 10-layer convolutional network, with 3 con-
volutional blocks (1 x 32, 2 x 64, and 2 x 128) and con-
volution kernels of 7 x 7. This network has been trained
using only synthetic masks and is able to perform remarkably
well on real masks generated by the semantic segmentation
component from real defective RGB images. This can be
reviewed in Fig. 10, where the accurate results produced
by the insulator string segmentation component are again
validated on images with very different backgrounds, points
of view, zoom, and lighting conditions. However, some errors
in the insulator segmentation stage are inevitable, especially
in extremely challenging conditions such as the ones shown
in the two right-most images in Fig. 10b. The false positive
generated in the penultimate image (disc partially generated
between caps in the region where a disc is absent) and the
false negative shown in the last image (missing cap) maintain
the alternating order between caps and discs, which is usually
presented in healthy insulator strings. Despite this challeng-
ing scenario, where traditional image processing techniques
would require a set of non-trivial heuristics to identify the
absent disc defect, the proposed CNN3_7 x 7 model is
able to identify the absence of disc units with high con-
fidence, revealing its good generalization capabilities. This
high performance is further demonstrated in the rest of the
test images in Fig. 10b for a wide range of scenarios with
a variable number and size of the discs within the insulator
string. This yields to an Fiscore and ROC-AUC of 98.9%
and 99.9% respectively in a test set of 400 images as shown
in Table 3. The results presented in Table 3 also reveal the
good performance obtained by the CNN2 network variants
and concretely the CNN2_5 x 5 which obtains a ROC-AUC
of 99.4% having 0.56 millions of parameters. This balance
between performance and computational resources makes the
CNN2_5 x 5 an appropriate alternative candidate in systems
with hard computational constraints.

The results presented in Section IV-C.5 also show that
the proposed strategy based on training using the masks
generated by the insulator string segmentation component
can provide several advantages over other state-of-the-art
methods. First, it has been demonstrated to be an effec-
tive strategy when no training data containing real defects
are available. Second, contrary to many state-of-the-art
approaches, the proposed method is capable of detecting
defects that involve the absence of a variable number of
disc units within the insulator string, as can be seen in the
results presented in Fig.15a. As a limitation of the proposed
method for diagnosing the absence of disc insulator units,
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the predictions of the network are completely dependent on
the segmentation results of previous stages.

With respect to the diagnosis of damaged disc units, in this
paper we have analyzed the effect of different distance lay-
ers (i.e., L1 and Chi-squared) for computing the similarity
between the hidden states of the twin CNNs inside the SCNN.
According to the results presented in Table 4, despite both dis-
tance layers provide similar results, the SCNN architectures
integrating the L1 layer obtain better performance in most
of the cases with improvements between 1% to 2% in both
ROC-AUC and PR-AUC as compared to their Chi-squared
counterparts. The highest difference in performance is pro-
duced when analyzing the SCNN-c4-L1/x? with pre-training,
in which the network SCNN-c4-L1_vggl6 outperforms by
1.7% and 1.9% in ROC-AUC and PR-AUC respectively
its Chi-squared counterpart (SCNN-c4-x%_vgg16). The final
SCNN model selected for diagnosing damaged discs (SCNN-
c4-L1_vggl6)is composed of 4 convolutional blocks (2 x 64,
2 x 128, 3 x 256, and 1 x 64) and two fully-connected
layers of 64 units each, after which an L1 layer is applied.
The previous architecture when removing the L1 layer, and
directly connecting the fully-connected part to the final
output unit, allows obtaining an analogous CNN (CNN-
c4_vggl6), which is also pre-trained with the weights of the
VGG16 network trained on ImageNet and has the same num-
ber of parameters as the SCNN-c4-L1_vggl6. The latter has
proven to provide better generalization capabilities as com-
pared to its analogous CNN, highlighting the improvement of
3.6% and 3.5% in TPR and PR-AUC, respectively, as shown
in Table 5. Despite this improvement, it should be noted
that the computational cost derived from the operation of
the SCNN-c4-L1_vggl6 is higher than the one of the CNN-
c4_vggl6, since the former operates on all the disc pairs
combinations at the current frame, and the computational cost
of the CNN-c4_vggl6 is directly proportional to the number
of discs at the current frame. Thus, in detriment of the per-
formance, the CNN-c4_vggl6 can be used as an alternative
solution in systems with hard computational constraints.

As derived form Table 4, the SCNN-c4-L1_vgg16 is bene-
fited by its fourth convolutional block (conv4), which imple-
ments a 1 x 1 convolutional layer as a similar concept of
the “Network in Network™ proposed in [53], with a double
purpose of shrinking the number of channels before reaching
the fully-connected part, providing at the same time another
complex level of abstraction to the SCNN. The performance
of the SCNN-c4-L1_vggl6 is also benefited by the train-
ing strategy proposed in this work (see Section IV-D.3).
Training the SCNN-c4-L1_vggl6 using a combined dataset
which includes synthetic and real defects (89% and 11%
respectively) provides much better performance (PR-AUC of
96.4%) than training the proposed model using only synthetic
defects (PR-AUC of 89.9%) or using only the small available
dataset of real defects (PR-AUC of 73.7%).

Relevant qualitative and quantitative results showing the
performance of the SCNN-c4-L1_vggl6 are also illustrated
in Fig. 13. These results on a representative subset of images
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from the test set of 245 images, validate the performance of
the SCNN-c4-L1_vggl6 under a wide range of real-world
conditions such as type of insulator (e.g. glass or ceramic),
type of defect (disc burned, painted, with bird excrements on
the surface, etc.), lighting conditions, backgrounds, etc. Fur-
thermore, we want to emphasize at this point, the capability
of adaptation of the proposed model based on SCNNs. As in
other “one-shot” learning applications (e.g. face verifica-
tion), where the system must deal with new samples that can
be incorporated into the system, the proposed SCNN can be
easily adapted to new defects that may arise in the power line
inspection process, without needing to change the structure
of the model.

A limitation of the proposed strategy for diagnosing dam-
aged discs is that it requires a minimum of two disc units for
providing a diagnosis. Thus, it can not diagnose an insulator
disc unit in isolation. Although this could be a problem in
another type of applications, the great majority of high volt-
age power transmission lines contain insulator strings which
are made up of dozens of disc units. Therefore, the inspection
of these facilities with a predefined flight strategy to correctly
capture the data would be beneficial to ensure the proper
functioning of the proposed system.

After integrating the different components for insulator
string segmentation and fault diagnosis, the proposed system
has been thoroughly evaluated using several video sequences
corresponding to real aerial inspections of high voltage power
transmission lines. The results after evaluating the proposed
system are shown in Table 6 and 7, and Fig. 14 and 15.
The performance of the proposed system is always above
88.9% in both the damaged-disc and absent-disc diagno-
sis. We want to remark here that this performance takes
into account the classification accuracy computed for each
frame of the sequence as containing a defective or non-
defective insulator string. Overall, the recall of the system
when considering the number of defects is 100%, meaning
that all the defects that are present in the video sequences are
detected by the proposed system. In this case, we consider
that detecting the corresponding defect in one frame can be
sufficient as we assume that a specialized human inspector is
in charge of reviewing the positive frames diagnosed by our
system.

The fact that in some sequences (e.g. sequences 2 and 4 in
Table 6, Fig. 14b and 14d) the proposed system only detects
the corresponding defect in few frames of the sequence is
in part due to the conservative voting scheme implemented
inside the damaged disc diagnosis component. Based on this,
the system diagnoses a damaged disc only when there is
unanimity of all the remaining discs. That is, if an insulator
string is composed of several disc units with one defective
disc, the system would detect the defect if all the combi-
nations which include the defective disc are giving positive
predictions. In other conditions where the low false positive
rate is not a requirement, a more relaxed condition can be used
where the defect can be identified taking into account only
one positive combination. This would lead to a considerable
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increment in the number of positive detections, but also in the
false positive rate.

The results presented in Table 6 also reveal the real-time
diagnosis capabilities of the proposed system. Diagnosing
absent disc units involves the computation of a feed-forward
pass to the proposed 10-layer CNN, giving very fast diagnosis
results (2.9 ms per image of 256 x 256 pixels on average).
The diagnosis of damaged discs using the proposed strategy
based on SCNNs involves the computation of a feed-forward
pass to the SCNN for each disc pair combination. This strat-
egy makes the computation depends on the number of disc
units that are present in the current frame. For this reason,
the average diagnosis time varies according to the sequence,
being the diagnosis time for sequence 5 higher as compared
to other sequences as the number of discs to be diagnosed per
frame can be up to 6, which is translated into the diagnosis
of C, = 15 disc pair combinations. The current strategy
can be greatly optimized by splitting the computations of the
SCNN into two steps for feature extraction (considering the
CNN of the SCNN) and distance calculation (considering
the L1 layer and the final output layer). On the one hand,
the feature extraction step for computing the hidden states
of the disc images can be performed in batch for all the
disc images at the current frame. Subsequently, the resulting
hidden states can be arranged in pairs for the corresponding
combinations and passed to the L1 layer for computing the
final prediction of the SCNN. This would avoid repetitive
calculations for the extraction of the hidden states of the disc
images, with the corresponding savings in computation time.
This optimization procedure will be considered for future
work.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, a fully automatic system which efficiently com-
bines different deep learning-based components for insulator
string recognition and fault diagnosis has been presented. The
proposed system has been extensively evaluated on a large
number of images and video sequences captured during real
aerial inspections of overhead power line infrastructure, con-
taining more than 5800 frames. The results obtained in these
sequences reveal that the proposed system brings an effective
solution for automating the power line inspection process and
can greatly help in reducing the workload required by the
manual inspection process which is nowadays conducted by
specialized human inspectors for diagnosing defects in these
facilities.

Regarding the insulator string recognition and segmenta-
tion, the proposed Fully Convolutional Network (FCN) archi-
tecture, termed Up-Net, and its variant GAN-Up-Net (when
training Up-Net within a Generative Adversarial Network
framework) have shown accurate segmentation capabilities
as compared to several state-of-the-art semantic segmentation
networks under a wide range of conditions with varying
insulator type (e.g. ceramic and glass), lighting conditions,
point of view and orientation of the insulator string, among
others. The proposed Up-Net architecture is an adaptation
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of the state-of-the-art U-Net network in which new “up-
skip” connections have been integrated at certain levels of the
architecture. These connections have proven to provide bene-
ficial effects for incorporating the semantic information from
deeper layers of the architecture, obtaining accurate results
for segmenting the different elements in the insulator string
(i.e., caps and discs), which greatly facilitates the posterior
stages for fault diagnosis. These results are positively influ-
enced by the use of data augmentation and transfer learning
techniques (using the VGG16 trained on ImageNet) which
allow increasing by a large margin the performance of the
proposed model and state-of-the-art networks.

With respect to the fault identification and diagnosis, two
main components have been implemented for diagnosing the
absence of disc insulator units and the presence of dam-
aged disc units within an insulator string. The detection
of absent disc units has been addressed in this paper by a
10-layer Convolutional Neural Network (CNN) which takes
as input the segmented image generated by the insulator string
segmentation component. This strategy permitted to train
the proposed CNN using only synthetic masks of insulator
strings, allowing to create a large number of training samples
in order to reproduce a wide variety of defect configurations
(e.g. absence of a variable number of disc units). With these
capabilities, the proposed 10-layer CNN obtained diagnostic
accuracies above 97% in all the evaluated sequences, reach-
ing 100% in some cases.

On the other hand, the diagnosis of damaged disc units
has been addressed in this paper by a novel strategy which
integrates a Siamese Convolutional Neural Network (SCNN)
responsible for modeling the similarity between adjacent disc
units. The proposed diagnosis strategy has proven to be an
effective approach for diagnosing a wide range of defects (e.g.
discs polluted, burned, rusted, etc.) when a small amount of
training data of each type of defect are available. The results
obtained in the evaluation of different SCNN architectures
reveal the beneficial effect of integrating a 1 x 1 convolutional
layer before the fully-connected part of each twin CNN of the
SCNN, which helps in reducing the number of parameters of
the network while providing an additional level of abstrac-
tion. In addition, the integration of an L1 distance layer has
shown to provide better diagnosis capabilities as compared
to other distance layers (e.g. Chi-squared). Added to this is
the positive effect shown when conducting transfer learning
using the weights of the VGG16 model previously trained
on the ImageNet dataset. The selected SCNN architecture
composed of two 13-layer twin CNNs joined by a weighted
L1 energy function obtained diagnostic accuracies above
89% in all the evaluated sequences, reaching 100% in some
cases.

According to the results presented in this work, the authors
are greatly satisfied with the results obtained to date, however,
there is still room for improvement due to the enormous vari-
ability of elements and defects that may arise in the electric
power transmission infrastructures. To this aim, some future
work lines have been considered, which are summarized next.
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To provide a higher level of robustness to the current system,
we believe that the disc extraction stage used before the
operation of the SCNN can be improved by designing an
end-to-end learning-based solution. To this aim, a regression
stage can be integrated after the insulator string segmenta-
tion component for providing the location of the discs (i.e.,
the coordinates of their ROIs) within the segmented image
and filtering at the same time possible errors that might
occur in the segmentation stage. In addition, according to
the outstanding results obtained for diagnosing damaged disc
units by training the SCNN models using manually gen-
erated synthetic defects, we believe that an automatic syn-
thetic defect generation method using generative models such
as cycle GANs can greatly benefit the proposed diagnosis
system. Furthermore, the versatility shown by the proposed
SCNN while modeling the similarity between inputs has led
to the consideration of alternative solutions for addressing
the absent disc and damaged disc defects using the same
SCNN framework. To this aim, one alternative solution for
diagnosing the absence of disc units is to design an SCNN
which takes as input a pair of segmented images correspond-
ing to insulator strings extracted from the output provided by
the insulator string segmentation component. This alternative
SCNN can operate in video sequences taking as input a pair of
segmented insulator strings corresponding to two consecutive
frames of the sequence, providing a positive detection when
one or both images of the pair present an absent disc.

Finally, the extension of the proposed automatic inspection
strategy to other components in the power line infrastructure
will be considered for future works.
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