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ABSTRACT Optical network-on-chip (ONoC), designed with non-blocking optical switches, is gaining a
significant research attention to meet the upcoming requirements of higher throughput, larger bandwidth,
lower latency, and reduced power consumption for manycore processors. In this paper, we propose an
algorithmic framework to construct non-blocking optical switches with multiple interconnection possibili-
ties. The design is accomplished by scaling the optical switch from N-to-2N ports using two intermediate
mapping matrices each of size 2N × 2N . These mapping matrices are the row and column permutations of
identity matrices, where 1’s represent passive interconnections among the optical switching units (OSUs).
The proposed framework provides validation to the design by identifying all the non-blocking permutations
of the mapping matrices, thereby, providing a flexibility to adopt any permutation as an interconnection
scheme. Furthermore, it has the ability to quantify the redundancy in switching combinations which exists
for any input-to-output routing, authenticates the non-blocking feature of the optical switch and to reduce
the number of optical switching units while preserving the non-blocking characteristic. For the scaled 4× 4
and 6×6 optical switches, we respectively identified 16 and 192 different interconnections to build multiple
non-blocking switches. Moreover, a 20% reduction in OSUs is achieved by optimizing a 6× 6 switch. The
influence of the insertion loss, power consumption, and crosstalk noise on various scaled optical switch
networks are also analyzed and compared with several existing optical switch topologies.

INDEX TERMS Optical network-on-chip (ONoC), optical switch, optimization, scalability, silicon
nanophotonics.

I. INTRODUCTION
In the past decade, demand for computationally intensive
applications has increased which leads to the evolution of
manycore era. Requirements of the on-chip parallel process-
ing can be fulfilled with network on chips (NoC) in manycore
processors [1], [2]. Optical network on chip (ONoC) has
progressed as a feasible replacement of electrical NoC which
can provide superior network performance [3], [4]. Design
of optical switch (OS) is an important aspect for ONoC,
where optical switching units (OSUs) provide routing of data
from the input to the output (I/O) ports. As the radix of
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network increases, OSU count also increases which leads
to higher latency, poor power consumption and insertion
loss [5]. Scalability of high radix optical switch, designed for
high performance applications, requires special design con-
siderations to alleviate the intrinsic characteristics of insertion
loss, crosstalk noise and power consumption in optical on-
chip interconnects.

Increase in switching units also affects the complexity
and footprint of optical switch [6]. Optimal number of
OSUs and their configuration can reduce overall crosstalk
noise, insertion loss and power consumption for the optical
switch [7]. Several non-blocking architectures based on dif-
ferent network topologies have been proposed in literature
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i.e. Spanke-Benes (SB) [8], Benes [9], double layer net-
work (DLN) [10], clos [11], switch and select (S&S),
cross-point switch matrix (CSM) [12] and path independent
loss (PILOSS) [13]. Spanke-Benes is a N -stage non-blocking
switch architecture based on N (N -1)/2 number of switching
units to construct N × N port switch [8]. Benes network
is a rearrangeable non-blocking architecture with ((2log2N )-
1)N /2 OSUs for N × N port switch [9] (details of different
topologies are provided in Section V). Design of an optical
switch based on aforementioned non-blocking architectures,
with minimal number of switching units, needs optimiza-
tion of OSUs. Several schemes are adopted to construct
optical switch with optimal number of switching units and
different methods are proposed to optimize the number of
OSUs [14]–[20].

Optimization of optical switch topology by substitut-
ing OSUs with waveguide crossings while maintaining
non-blocking feature intact with reduced optical switching
units is proposed in [14]. A universal scheme for construction
of Microring (MR) based N -port non-blocking optical switch
is proposed for different sizes in [15]. Another methodol-
ogy for constructing a universal non-blocking N -port optical
router for photonic NoC is proposed in [16] where MRs
or Mach-Zehnder (MZ) based switch, works as a 2 × 2
optical switching element. A reconfigurable 5-port optical
router based on eight OSUs that uses thermo optical tuning
effect is proposed in [17]. Transfer matrix based simulation
framework with modeling of a 4× 4 non-blocking MZ opti-
cal switch which allows to calculate transmission spectra of
any multistage switch is proposed in [18]. A mathematical
theorem is presented in [19] to find the routing path in MR
based Benes network which can reduce power consumption
of switch network. Another approach to minimize computa-
tional time for optimal optical switch network using heuris-
tics is proposed in [20]. However, optimization of optical
switch along with scalability to meet future requirements
of ONoCs requires a comprehensive framework which is
lacking in previously proposed methodologies. Aforesaid
methodologies does not provide a generic algorithmic scheme
to construct an OS.

Higher port count of optical switches for high end appli-
cation in future on-chip optical interconnects and large
bandwidth communication applications are greatly antici-
pated [21]–[24]. For instance, high performance comput-
ers (HPC) require optical switching fabrics that can evade
the limitations of power consumption and port count caused
due to conventional interconnects [25]. From the perspective
of ONoCs, cluster based Mesh ONoC needs 8 ports optical
switch and Clos based ONoC requires 9 / 12 ports optical
router at terminal and middle nodes respectively [16]. From
that viewpoint, higher scale network are extremely desir-
able for future on chip interconnections [26]. The number
of OSUs, per path OSU count and number of waveguide
crossings are key factors that play critical role in inser-
tion loss, crosstalk and power consumption of OS topol-
ogy. For instance, Benes network requires fewer number

of OSUs which consume lower power, however, first order
crosstalk is unavoidable in this type of switch network [27].
Spanke-Benes network utilizes lesser OSUs with reduced
first order crosstalk as compared to Benes network, however,
requirement of per path OSUs is higher. DLN employs higher
number of OSUs to achieve non-blocking feature with sup-
pressed first order crosstalk. Therefore, it’s a tradeoff between
number of OSUs, per path OSU count and waveguide cross-
ings that needs to be addressed during the design of optical
switch network.

Motivated with the aforementioned requirements and
demands, in this manuscript, we propose a comprehensive
framework which not only constructs optical switch using
scaling from any multistage N × N optical switch to 2N ×
2N optical switch network but also provides an algorithmic
methodology to check the non-blocking feature and optimize
the OSU count in optical switch with different interconnec-
tion possibilities. Switch topology designed using proposed
framework provides a combination of reduced OSU count,
number of OSU per path used and number of crossings. To the
best of our knowledge, the proposed framework ismost up-to-
date approach that can scale any multistage network as well
as provides optimization and verification of non-blocking
property of optical switch. Before proceeding further, we list
our major contributions in this paper as follows:
• An algorithmic framework is proposed that maps N ×N
non-blocking optical switch to a 2N × 2N non-blocking
optical switch to construct a higher order switch.

• We present, a set of algorithms for validation of switch
topology construction with optimization to: identify the
redundant switching combinations for a desired I/O
mapping; verify the non-blocking feature of proposed
switch network and utilized optimization procedure to
substitute the OSUs with waveguide crossings while
maintaining the non-blocking property of optical switch.

• In addition, an algorithm to find all non-blocking
inter-connection possibilities that can provide multiple
options to connect intermediate stages is also proposed.
Hence, it allows flexibility for designers to select and
choose between different parameters depending upon
actual requirements e.g. reduced power consumption,
insertion loss or crosstalk noise. Different permutations
yield multiple non-blocking switch designs e.g. 16 and
192 different designs for N = 4 and 6 port optical
switches respectively.

This paper proceeds as follows; Section II provides the
details of mapping model and transfer matrix for 2×2 optical
switch. Section III focuses on proposed framework for scaling
methodology from N × N to 2N × 2N optical switch and
emphasizes on generalized scheme illustrated with the help of
an example. Section IV furnishes with the details of proposed
algorithms for intended optical switch networks. Simulations,
experimental results and their detailed assessment are dis-
cussed in Section V. Finally, our conclusion along with future
work is added in Section VI of this article. In later part of this
article, we will use term optical switch, alternatively network
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FIGURE 1. 2× 2 OSU (a) 2-MRs based OSU Off / Bar state; (b) 2-MRs
based OSU On / Cross state.

FIGURE 2. OSU matrix representation (a) Off / Bar state; (b) On / Cross
state.

or topology for a whole or complete optical switch while term
optical switching element or unit (OSU) for a basic 2 × 2
switching element.

II. OPTICAL SWITCHING UNIT AND MATRIX
TRANSFORMATION
In this Section, we review the analytical model using matri-
ces to define transfer matrix for a multistage optical switch
architecture provided in [14]. Most common element used
for optical switching consists of a 2 × 2 I/O pair. A 2 × 2
switch has two switching states; bar (off) and cross (on) states.
Different types of OSU architectures are available, one of the
type is based onMRoptical switch, in which switching ofMR
depends upon the resonating wavelength. If the resonance of
wavelength matches with the MR’s respective wavelength,
it means that signal propagates to respective output port,
otherwise the signal is transmitted via other output port. Fig. 1
(a) and Fig. 1(b) show the MR based optical switch in ‘‘off’’
and ‘‘on’’ states respectively [7].

Non-blocking multistage network architectures consist of
a basic 2×2 OSU. An OSU in either state can be analytically
expressed in the form of 2 × 2 matrices as SOff or SOn
[14] as expressed in (1). Step wise pictorial transformation
of 2 × 2 OSU to corresponding transfer matrices is shown
in Fig. 2 [14].

SOff =
[
1 0
0 1

]
SOn =

[
0 1
1 0

]
(1)

Any N × N non-blocking optical switch network is com-
posed of number of OSUs, straight or cross interconnects and
waveguides that can be divided into K stages / columns [28]
as shown in Fig. 3 [14]. Any particular stage of switch can
be modeled by an N × N block diagonal matrix, which
we will call as the permutation matrix for that stage. Each
diagonal entry in matrix represents an OSU (SOn for on
and SOff for off), a straight interconnect or a waveguide
crossing.

FIGURE 3. N × N Non-blocking stage wise division of optical switch
network, C1, C2 . . . CK represents K stages of networks.

If we consider the k-th stage, then its permutation matrix is
denoted byGk [14] and is given by the following relation (2);

Gk = blk_diag[ SOn/Off SOn/Off · · · SOn/Off ] (2)

We call this as a permutation matrix because every permu-
tation of input ports yields a different switching combination
and hence a different matrix. To elaborate, we write down the
permutation matrix for the stage C1 in Fig. 3 as in (3)

G1 = blk_diag
[
SOn SOff · · · 1 SOn/Off

]

=


SOn 0 0 0 0
0 SOff 0 0 0

0 0
. . . 0 0

0 0 0 1 0
0 0 0 0 SOn/Off

 (3)

where the straight interconnect has given a unity gain. Since
the whole switch is divided into K cascaded stages [14], the
permutationmatrix of the complete switch, whichwewill call
as transfer matrix and denote by T expressed in (4), can be
obtained as the product of permutation matrices of individual
stages i.e.

T = GKGK−1 · · ·G2G1 =

1∏
k=K

Gk (4)

The over-all I/O relation is then given by the following
expression (5);

O = TI (5)

where O = [O1, O2 . . .ON ]T and I = [I1, I2 . . . IN ]T are
length N vectors of I/O ports and [.]T represents the matrix
transpose operation [14]. Depending upon the state of OSUs
(on or off), the permutation matrix of each stage will have
different values. This means that there exist more than one
switching combinations that can yield the desired I/O map-
ping. In Section IV an algorithm, to identify all the switching
combinations that are derived by the same transfer matrix,
is proposed. This alsomanifests that there exists a redundancy
in the switching states for multistage network architectures.
For complete I/O mapping, an N -port non-blocking optical
network with n number of OSUs requires N ! switching states
where each switching state is mapped via unique permutation
matrix [14]. Since there are 2n, possible switching states, this
implies that there exist 2n - N ! redundant switching states.

VOLUME 7, 2019 101429



M. R. Yahya et al.: Algorithmic Framework to Construct Optical Switch via Scaling From N-to-2N Ports for ONoC

FIGURE 4. Block level architecture of proposed 2N × 2N non-blocking
optical switch.

Hence, for the N × N optical network to be non-blocking
there exists N ! different permutation matrices. Based on
this concept we present another algorithm that verifies the
non-blocking property of an optical switch. Since 2n > N !
for all N > 2, this redundancy in the network is intrinsic
and cannot be completely eliminated. However, it can be
minimized by reducing the OSU count. In Section IV we
present an optimization algorithm to reduce the number of
OSUs which results in reduced redundancy [14].

III. MAPPING FROM N × N TO 2N × 2N NON-BLOCKING
OPTICAL SWITCH
In this Section, we present a mapping model to construct
N port optical switch fabric using scaling from N × N to
2N × 2N non-blocking optical switch. The block level archi-
tecture of the proposed mapping network is shown in Fig. 4,
where the intermediate passive interconnects are connected
based on interconnectionmatrices that provides non-blocking
property for proposed switch. Multiple non-blocking permu-
tation matrices are available that can be identified using our
proposed Algorithm-4 in Section IV. The Fig. 4 shows that
the proposed switch topology comprises of an input-stage
(with two N × N switch networks), an intermediate stage
with N 2 × 2 OSU and an output-stage same as input-
stage. The middle stage connects input-stage OSUs to the
output-stage elements in non-blocking fashion to construct
an over-all non-blocking switch topology. For illustration,
we have chosen one of the possible permutations that connect
the top (bottom) inputs of each intermediate stage elements to
outputs of the top (bottom) network of input-stage, thereby,
making sure that each output from the input-stage gets routed
in either cross or bar mode depending upon the switching
state. A similar argument holds for routing the intermediate
stage outputs to the output-stage inputs. Our proposed design
consists of N (N − 1)/2 OSUs with K = N + 1 number of
stages for a 2N × 2N optical switch.

To construct optical switch via proposed framework,
we introduce two passive intermediate stages MI and MO,
which provide mapping between the input side and out-
put side as shown in Fig. 4. The matrices MI and MO are
respectively the column and row wise permutations of the
identity matrix and can be effectively computed by employ-
ing Algorithm-4 provided in Section IV. This algorithm is
capable of identifying all the non-blocking interconnection
possibilities for the OS constructed via proposed framework.

FIGURE 5. (a) 3× 3 Non-blocking optical switch with stage wise matrices
G1, G2 and G3; (b) Possible switching states and I/O mapping.

The algorithm works by first listing down all the N ! per-
mutations of N × N identity matrix and then subsequently
verifying the non-blocking property of the OS by inserting
each permutation asMI (column wise) andMO(row wise).

As an example, we transform a 3 × 3 optical switch to a
2N = 6 i.e. for instance, a 6 × 6 OS network via proposed
mapping. For that purpose, as an example, we employ a 3×3
optical switch using basic 2 × 2 OSUs as shown in Fig. 5
(a) and then apply the mapping to scale the network up to
6×6. It can be seen that the 3×3 switch has three stages, each
having one switch and a straight interconnect which implies
a simple structure for the permutation matrices G1, G2 and
G3. The transfer matrix T for 3 × 3 switch is given by the
following relation (6);

T = G3G2G1 =

[
SOn/Off3 0

0 1

] [
1 0
0 SOn/Off2

] [
SOn/Off1 0

0 1

]
(6)

In order to design a scaled 6 × 6 non-blocking network,
we first need to verify the non-blocking feature of 3×3 optical
switch. This can be done by exhausting all possible switching
combinations (states) and then calculating the over-all trans-
fer matrix T for each state via above relation. For a 3 × 3
switch, there exists eight possible switching states which are
shown in Fig. 5 (b) and each state generates a transfer matrix.
Since 3! = 6, there exist six possible input permutations,
which implies that two out of the eight transfer matrices are
redundant and only six are required for complete I/O map-
ping. This shows that the 3×3 switch is a non-blocking switch
and can be used to build larger networks. This scheme forms
the basis of our generalized non-blocking test algorithm that
will be discussed in detail in Section IV. A schematic output
of that algorithm is shown in Fig. 6. Once it is established
that the designed 3 × 3 switch is non-blocking, we are in a
position to map it to a 6 × 6 network. Transfer matrices of
3× 3 switch are shown in Fig. 5 (a).

Detailed design of 6× 6 optical switch is shown in Fig. 7.
It can be observed that the 6 × 6 switch has seven active
stages each consists of certain number of OSUs and two
passive intermediate stages MI and MO that provide the I/O
mapping. These mapping matrices are the column and row
permutations of the identity matrices, where ‘1’ represent
passive interconnection among OSUs. The transfer matrix for
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FIGURE 6. Schematic view of all I/O mapping with OSUs in ‘‘On’’ or ‘‘Off’’
states.

FIGURE 7. Detailed architecture of proposed 6× 6 non-blocking optical
switch.

6× 6 can be expressed as (7);

T = G1G2G3MIG4MOG5G6G7 (7)

where G1, G2,G3, G4, G5, G3 and G7 are permutation matri-
ces of each stage of the network and are radially identified
from Fig. 7 as shown in relations (8), (9), (10) and (11)

G1 =


SOn|Off1 0 0 0

0 1 0 0
0 0 SOn|Off2 0
0 0 0 1

,

G2 =


1 0 0 0
0 SOn|Off3 0 0
0 0 1 0
0 0 0 SOn|Off4

 (8)

G3 =


SOn|Off5 0 0 0

0 1 0 0
0 0 SOn|Off6 0
0 0 0 1

,

G4 =

 S
On|Off
7 0 0
0 SOn|Off8 0
0 0 SOn|Off9

 (9)

G5 =


SOn|Off10 0 0 0

0 1 0 0
0 0 SOn|Off11 0
0 0 0 1

,

G6 =


1 0 0 0
0 SOn|Off12 0 0
0 0 1 0
0 0 0 SOn|Off13

 (10)

FIGURE 8. (a) Matrix representation of MI for 6× 6 OS; (b) Matrix
representation of MO for 6× 6 OS.

G7 =


SOn|Off14 0 0 0

0 1 0 0
0 0 SOn|Off15 0
0 0 0 1

 (11)

From Fig. 7, it can be seen that scaled 6 × 6 switch
architecture consists of 15, 2×2 OSUs. I1 to I6 are the inputs
of the OS, I ′1 to I

′

6 are the inputs of the mappingMI , O′1 to O
′

6
are outputs of MI and joined to inputs of intermediate stage
OSUs S7, S8 and S9. Similarly, the outputs of S7, S8 and
S9 OSUs are denoted by I ′′1 to I

′′

6 , act as inputs to MO stage
producing O′′1 to O′′6 , which are finally routed to the actual
outputs O1 to O6 of the optical switch architecture. Thus,
for each intermediate interconnecting stage, there exists an
analytical mapping matrix as shown in Fig. 4, where MI and
MO takes the outputs from one stage and maps to the inputs
of other stage.

To further illustrate, pictorial representation ofMI andMO
to construct 6× 6 OS is shown in the Fig. 8. From Fig. 8 (a),
it can be observed that MI is the column wise permutation
of identity matrix and maps inputs of MI from I ′1 ∼ I ′6 to
outputs O′1 ∼ O′6 via permutation matrix MI . Similarly,
MO is also shown in Fig. 8 (b). Once the interconnection
scheme is finalized for a particular scale, we can generalize
it for N port OS. We have used [1 3 5 2 4 6] permutation as
interconnection in 6 × 6 OS, which consumes least number
of waveguide crossings and given a generalized form using
brute force method to compute MI . The generalized expres-
sions to compute MI and MO to build higher scale OS with
least number of waveguide crossings achieving the mapping
expressed in (12) are provided in (15) and (16) respectively.{[
I ′1, I

′

2, I
′

3 . . . I
′
N

]
→
[
O′1,O

′

3 . . .O
′

2N−1,O
′

2,O
′

4 . . .O
′

2N

][
I ′′1 , I

′′

2 , I
′′

3 . . . I
′′
N

]
→
[
O′′1,O

′′

3 . . .O
′′

2N−1,O
′′

2,O
′′

4 . . .O
′′

2N

]
(12)

Detailed method to find non-blocking intermediate mappings
with minimum crossings is elaborated via Algorithm-4 in
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Section IV. Permutation interconnection examples of differ-
ent scales are expressed as follows;

4× 4: [I1, I2, I3, I4]→ [O1, O3, O2, O4]
6× 6: [I1, I2, I3, I4, I5, I6]→ [O1, O3, O5, O2, O4, O6]
8 × 8: [I1, I2, I3, I4, I5, I6, I7, I8]→ [O1, O3, O5, O7, O2,

O4, O6, O8]
Similarly for the higher scales, interconnection for inter-

mediate permutation matrices can be calculated and used. For
a 6 × 6 network, mappings MI and MO are the column and
row wise permutations of a 6×6 identity matrix given by the
following relations expressed as (13).

MI =


1 0 0 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 0 0 1

, MO =


1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1


(13)

The inputs and outputs are related to these mappings via
following relations (14);

O′ = MI I ′ and O′′ = MOI ′′ (14)

where I ′/O′ are the 6 × 1 input / output of the map MI and
I ′′/O′′ serve the similar purpose for the map MO. A detailed
architecture of the proposed 6 × 6 switch along with the
intermediate mappings is shown in Fig. 7. The architecture
shown in Fig. 7 is taken for the sake of illustration, however,
any other N × N non-blocking OS can be used to construct
2N × 2N using proposed scaling scheme.
An important observation is that the proposed mappings

partition the whole network into symmetric architectures for
input-output stages. This feature results in significant reduc-
tion in matrix computations thereby allowing fast implemen-
tation of algorithms proposed in Section IV. For instance G1,
G3, G5, and G7 hold the same structure while G2 andG6 are
similar in construction. Thus for same switching states, one
can obtain the transfer matrix T for the 6 × 6 network only
by computing G1, G2, and G4 with respective OSU index.
Since there exist 215 possible switching states, only 6! transfer
matrices are needed to compute for complete I/O mapping
which can also be verified by the proposed algorithm. The key
idea upon which the proposed mapping relies is to identify
the column and row permutations of identity matrix. Based
on above mentioned architecture and mathematical model,
we propose a generalized mapping scheme that can scale any
N × N to 2N × 2N optical switch architecture for which
the column and row permutations are given by the following
vectors (15) and (16) respectively;

PI =
[
1 3 . . . 2N − 1 2 4 . . . 2N

]T (15)

PO =
[
1 3 . . . 2N − 1 2 4 . . . 2N

]
(16)

where PI permutes the column of 2N×2N identity matrix for
the input side and PO permutes the rows of 2N × 2N identity

TABLE 1. Procedure to construct optical switch using scaling from an
N × N network to a 2N × 2N network.

FIGURE 9. 2nd configuration of 6× 6 non-blocking optical switch.

FIGURE 10. 3rd configuration of 6× 6 non-blocking optical switch.

matrix for the output. Table 1 summarizes the required steps
to transform an N × N network to a 2N × 2N network.
The permutation vectors shown in (15) and (16) are one of

the non-blocking permutations written in generalized form,
however, multiple switching permutations are available for
the presented optical switch topology which can be iden-
tified using proposed framework and can be used to con-
struct OS. To further extend our idea, we have shown several
switch designs / configurations of 6 × 6 non-blocking opti-
cal switches in Figs. 9, 10 and 11 using different combi-
nations of 3 × 3 switch. We present only 4 non-blocking
configurations in this article, however proposed framework
allows several possible non-blocking switch configurations
that can be used as alternatives depending upon requirement
of different applications. The mapping matrices MI and MO
used in Figs. 9, 10 and 11 are same as expressed in (13).
For different scales, number of OS configurations would be
different.
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FIGURE 11. 4th configuration of 6× 6 non-blocking optical switch.

TABLE 2. Algorithm-1 to identify switching combination for a particular
I/O mapping.

IV. ALGORITHMS
In this Section, we proposed a set of algorithms i.e. first
algorithm is used to identify the switching combinations
for particular I/O mapping. Second algorithm verifies the
non-blocking property of optical switch. Third algorithm
adapted from [14] is tailored for the proposed design to
optimize the number of OSUs by replacing them with the
waveguide crossing. Finally, an algorithm to determine all
possible interconnection possibilities that can be used to con-
struct multiple non-blocking optical switches.

A. ALGORITHM FOR IDENTIFICATION OF SWITCHING
COMBINATIONS FOR A PARTICULAR I/O MAPPING
As mentioned in Section 2 that multistage optical networks
suffer from an inherent redundancy in switching states, which
is mainly caused by more than one state of the OSU that
yield different permutation matrices for each stage of the
switch. In other words, by redundancy, we mean that there

TABLE 3. Algorithm-2 to check non-blocking characteristics of optical
switch.

exist more than one switching combinations that can achieve
a desired I/O mapping. In Table 2 we present an algorithm to
identify such switching combinations.

Using Algorithm-1, for straight I/O mapping we identify
total 16 and 144 non-blocking switching combinations for 4×
4 and 6×6 optical switches respectively. For 4×4, best case
combinationwithminimumOSU in off states utilized 2OSUs
in off state and 4 OSUs in on state, while for 6 × 6, only
3 OSUs found in off state and 12 OSUs in on state. By using
best case, minimum power consumption and insertion loss
can be achieved.

B. ALGORITHM TO VERIFY NON-BLOCKING PROPERTY
OF OPTICAL SWITCH
To verify the non-blocking property of proposed framework,
an algorithm to check non-blocking feature of proposed OS
is adapted from [14] which is modified according to design
scheme of the proposed OS. For an N × N optical switch
to be non-blocking, N ! switching states are required to pro-
vide complete I/O mapping. Since there exist 2n permuta-
tion matrices from which if repeated (redundant) matrices
are counted only once, then remaining matrices are unique
and equal to N !. If this is not true, then the network is
unable to route all input permutations, hence, the network is
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TABLE 4. Algorithm-3 to optimize switching elements.

blocking [14]. Steps for the proposed algorithm are detailed
in Table 3.

For 4× 4 optical switch to be non-blocking, it should find
24 total unique matrices and similarly for 6 × 6 it should
have 720 unique matrices. Optical switches constructed using
proposed framework allows non-blocking feature, hence for
4 × 4 and 6 × 6, simulation results match the unique matri-
ces count of 24 and 720 for 4 × 4 and 6 × 6 switches
respectively.

C. OPTIMIZATION ALGORITHM
We utilize optimization algorithm proposed in [14] in combi-
nation with algorithms, presented in Table 2 and Table 3 for
proposed framework to minimize the number of OSUs.
To accomplish this, first we have to choose a desired I/Omap-
ping for which the network is to be optimized. The algorithm
in Table 2 effectively performs this task from which a suit-
able layout can be adopted according to the design require-
ments. In order to quantify the feasibility of optimization,
the algorithm in Table 3 can be adopted. We tailored the com-
plete optimization algorithm in accordance with proposed
framework. Algorithm is summarized in Table 4 that sub-
stitutes some OSUs with waveguide crossings to minimize
the OSU count keeping the non-blocking property intact e.g.
for N = 4, total 24 switching combinations and for N = 6,
total 720 switching combinations are intact. This reduction
in number of OSUs aid to minimize power consumption and
gain compact footprint. Detailed results of optimizations in
different configurations are discussed in Section V.

TABLE 5. Algorithm-4 to identify all possible non-blocking permutations.

D. IDENTIFICATION OF ALL POSSIBLE NON-BLOCKING
PERMUTATIONS
We present another algorithm which identifies all possi-
ble non-blocking permutations that can be employed as
intermediate matrices to provide interconnection between
stages in proposed switch topology. This feature provides the
flexibility and multiple choices to construct optical switch
topology. For instance, using Algorithm-4 for 4 × 4 we get
16 non-blocking permutations and for 6 × 6 we found
192 non-blocking permutations, where optical switches are
established as non-blocking. In other words, 16 and 192 dif-
ferent type of switches can be constructed using proposed
framework according to design requirements. Complete algo-
rithm is described in Table 5. UsingAlgorithm-4, we compute
all possible permutations for interconnection matrices that
can be used in intermediate stages as MI and MO in column
and row wise permutations.

Starting from descending order, each permutation is veri-
fied for non-blocking property, if the particular MI and MO
interconnection scheme holds the non-blocking feature, it is
stored in permutation table else discarded. Once, the table
is filled with all non-blocking interconnection permutations,
the non-blocking permutation listed at the bottom possesses
least number of waveguide crossings, which leads to most
optimum design of OS with minimum number of waveguide
crossings as shown in Table 6. The design of 4 × 4 switch
topology using proposed framework is shown in Fig. 12.
Six OSUs are used to construct non-blocking 4-port opti-
cal switch. We have chosen 1st and 16th permutations from
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TABLE 6. Possible non-blocking permutations.

Table 6 to construct two non-blocking 4 × 4 switch shown
in Figs.13 (a) and (b) respectively. From figure, it can be
observed that Fig. 13 (a) has maximum number of crossings
which is constructed using permutation [4 2 3 1] presented as
non-blocking permutation count ‘‘1’’ in Table 6. However,
Fig. 13 (b) is constructed using non-blocking permutation
count ‘‘16’’ i.e. [1 3 2 4] with minimum number of waveguide
crossings. Similarly, for 6×6 we have chosen permutation [1
3 5 2 4 6] as interconnection matrix with minimum number of
crossings presented in Table 6 at non-blocking permutation
count ‘‘192’’ for 6 × 6. For 4 × 4 OS there exits 4! =
24 possible interconnection permutations, but all are not non-
blocking, only 16 out of 24 interconnection permutations are
identified in which 4 × 4 OS holds the property of non-
blocking OS. Similarly for 6 × 6 there exists total of 6! =
720 possible interconnection permutations, but only 192 are
identified as non-blocking. Our proposed framework pro-
vides 16 different possibilities to construct 4×4 non-blocking
switch topologies. These 4× 4 switch designs can be further
utilized to construct 8 × 8 scale switch topology exploiting
presented framework. We can observe that Fig. 13 (b) is sim-
ilar to 4× 4 Benes architecture. Using Table 6, we can select
any non-blocking permutation from 16 different permutations
to connect intermediate stages for 4×4 and any from 192 for
6 × 6 optical switch topologies. We list all the 16 possible
non-blocking permutations of 4 × 4 and few possible out
of 192 for 6× 6 optical switches in Table 6.

An important aspect in the proposed framework is the
computational cost associated with the computations of
the stage (e.g. Gi) and the permutation (M ) matrices.
The proposed set of algorithms may lead to enhance the

FIGURE 12. 4× 4 optical switch topology.

FIGURE 13. 4× 4 optical switch topology with possible permutations.

TABLE 7. Calculation of execution time for N = 4, 6.

complexity in terms of execution time as the scale of network
grows. However, because of the symmetry with respect to the
central stage, the matrix computation actually gets halved.
Once the input side matrices are computed, the output side
matrices can be determined using the symmetry of the archi-
tecture. To estimate the computational time, we use Matlab
2016a to implement the algorithms and run on Intel core i5-
4590 CPU desktop computer with 8GBmemory and acquired
the following execution time for 4×4 and 6×6 scales. Elapsed
time for single and total permutation in case of 4×4 and 6×6
OS architectures are listed in Table 7.

The reason for higher execution time in case of 6-port un-
optimized optical switch is because of the 215 = 32768
possible switching combinations, where 15 is the number
of OSUs in 6 × 6 OS. After optimization, we observed a
significant reduction in execution time i.e. 6.34 seconds for
one iteration. In case of optimized 6 × 6 OS with 12 OSUs,
there exists only 212 = 4096 which is 87.5% lower than
32768 switching combinations. Small reduction in the num-
ber of OSUs lead to significant decrease in number of switch-
ing combinations which yield lower computational time. The
execution time provided includes the time to compute set of
all the transfer matrices T ′s expressed as (7), as well as the
time to determine the set of unique matrices UT required in
Steps 13 and 14 of non-blocking Algorithm-2 for validation
of non-blocking property of optical switch. So higher number
of OSUs not only affects the performance and area of overall
switch but also leads to higher execution time which may
increase the design complexity of OS.

To identify the non-blocking interconnections for MI and
MO without any intelligent / algorithmic approach is a dif-
ficult task. Therefore, proposed Agorithm-4 allows the fea-
ture to identify all possible non-blocking interconnection
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permutations and select whichever is most suitable according
design requirements. In some cases, the complexity of MI
and MO is higher where number of crossing waveguides is
higher. In this article, we have chosen the best interconnection
scheme in which least number of waveguide crossings are
identified i.e. 06 (three on left side and three on right side) for
6 × 6 OS. In addition, the proposed framework also allows
the design of optical switches based on asymmetric non-
blocking permutations and is the subject of our future work.
The passive interconnection scheme provides more flexibility
for input-output routing paths, where least number of optical
switching units (OSUs) are identified in off / bar states which
lead to minimize power consumption and insertion loss of
optical switch architecture. Detailed performance analysis is
provided in Section V of this article.

V. SIMULATION RESULTS, ANALYSIS AND
COMPARISONS
In this Section, we compare proposed switch topology with
different switch designs and then analyze the performance of
proposed framework from view point of OSU count, waveg-
uide crossings, per path OSU count, network optimization
and performance parameters like power consumption, inser-
tion loss and cross talk for 4 × 4 and 6 × 6 scale switch
fabrics. We use MATLAB to implement above algorithms
and perform simulations with different arrangements and
OS scales to verify the authenticity of proposed framework.
For simplicity, we chose straight I/O mapping i.e. I1 →O1,
I2 → O2 and IN → ON for proposed switch (any I/O map-
ping can be chosen). For proposed 6 × 6 switch, employing
algorithm-1, one can verify that for straight transfer matrix,
there exit 144 switching states that provide the desired I/O
mapping, whereas 237 switching states exist for the Spanke-
Benes architecture yielding a higher index of redundancy than
the proposed. This reduction in redundancy is gained because
of the I/O mappings introduced in the intermediate stage of
the network.

A. HARDWARE COST OF NON-BLOCKING SWITCH
TOPOLOGIES
We have compared proposed switch network with different
topologies in terms of OSU count, waveguide crossings and
per path OSU count discussed in [25]. Table 8 lists com-
parisons of different switch topologies in terms of N I/O
ports. Waveguide crossings of proposed switch are shown as
arbitrary because, for different permutations and configura-
tions crossing count is different, so it cannot be given in a
generalized form. However, for a particular scale, we have
shown numerical value of waveguide crossings that can be
easily calculated once optical switch construction using scal-
ing framework is accomplished.

Performance comparisons of different architectures taking
aforementioned parameters for different scales e.g.N= 4, 6 is
listed in Table 9. Here we can observe that proposed switch
for N = 4, consumes 6 OSUs which is same as Benes and
Spanke-Benes switch networks and in case of optimized form

TABLE 8. Comparison of non-blocking switch topologies.

TABLE 9. Comparison for different scales.

only 5OSUs are consumed.While in case ofN= 6, optimized
switch utilizes only 12 OSUs that is lowest as compared
to other switch topologies of the same radix. We have also
noticed, that per path OSU count has also reduced in case
of optimized form which leads to reduce crosstalk noise in
overall switch network. Waveguide crossing count varies,
depending upon optimization structure that is discussed in
later part of this Section.

Comparisons for state of the art optical switches/routers
for 4 × 4 and 6 × 6 in terms of OSU count, number of
waveguide crossings and per pathmaximum number of OSUs
are also provided. From Table 10, it can be observed that
optical switches (OS) constructed using proposed framework
has advantage of reduced number of OSUs and per path
maximum number of OSUs. For the scale of 4× 4, proposed
optimized OS utilizes only 5 OSUs which is lesser than [15],
[24] and [29] and similar to proposed in [14]. In addition,
proposed optimized 4× 4 OS uses lesser number of per path
OSUs i.e. only 3 OSUs. Similarly, for the scale of 6 × 6,
in comparison to [15] and [24], 50% reduction in OSU is
observed and up to 20% decrease in number of OSU as
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TABLE 10. Comparisons of 6-port optical switches/routers.

FIGURE 14. 4× 4 port optical switch optimization.

FIGURE 15. Optimized 6× 6 optical switch in 1st configuration.

compared to [29]. The OSU count of [14], [30] and [31]
are same as proposed 6 × 6 OS i.e. 12 OSUs. However,
the architecture presented in [30] consumes more number
of crossings and doesn’t support N ! routing combinations as
well as doesn’t allow one-to-one I/O mappings.

B. OPTIMIZATION OF PROPOSED OPTICAL SWITCH
TOPOLOGIES
For network optimization we consider one-to-one I/O map-
ping and apply the optimization algorithm. In order to ensure
that no switching states are lost, we verify the non-blocking
property before and after optimization of switch network.
First, we consider N = 4 in two different configurations
shown in Figs. 14(a) and 14(b) and optimize those switches to
reduce the OSU count.We observe that S6 and S1 are replaced
with waveguide crossings in respective OS networks, corre-
sponding optimized switches are shown in Figs. 14(a) and
14(b) respectively, where almost 17% reduction inOSU count
is noticed.

For 6 × 6 using the same optimization algorithm,
we observed that 3 OSU are substituted with waveguide
crossings. It can be seen in Fig. 15 that S1, S2 and S5
are replaced by waveguide crossings providing almost 20%
reduction in OSUs as compared to the un-optimized network.
Using the optimization algorithm Spanke-Benes switch also

FIGURE 16. Optimized 6× 6 optical switch with swapped inputs.

FIGURE 17. Different OSU optimization results in 1st configuration.

FIGURE 18. OSU Optimization in 3rd Configuration.

achieved 20% reduction in OSU count as reported in [14].
Although the optimization gain is similar for proposed and
Spanke-Benes networks in terms of OSUs optimization, still
proposed framework provides another opportunity with mul-
tiple design configurations for designers to choose switch
topology according to varying application demands.

Further optimization of optical switch shown in Fig. 16 by
replacing waveguide crossing with straight waveguides and
swap inputs I1 with I2 and I4 with I5, we can reduce the num-
ber of crossings and stage count for optical switch topology.
Optimized topology is shown in Fig. 16, it we can be observed
that further optimization eliminates one more stage with
crossings that can reduce insertion loss and crosstalk noise in
optical switch topology. Optimization of different OSUs can
be achieved for particular OS using optimization algorithm.
We have shown another optimized structure in Fig. 17 for
initial design configuration where S3, S10 and S11 are also
replaced with waveguide crossings to reduce OSU count.

Multiple switch configurations are shown in Figs. 9,
10 and 11 respectively, which can achieve different optimiza-
tion results with non-blocking characteristics. For instance,
we have shown the optimization of third configuration where
S1, S2 and S3 are replacedwith waveguide crossings as shown
in Fig. 18. In a similar fashion, several configurations and
permutations can be employed and variety of optical switch
topologies can be constructed using proposed framework.
Table 11 lists possible optimization in number of OSUs for
different scales for proposed switch topologies.

C. IMPACT OF OSU COUNT OF PERFORMANCE METRICS
In this Section, we analyze the impact of OSU count on power
consumption, insertion loss and crosstalk noise for 4× 4 and
6×6 scale topologies. In order to calculate, we assume 2-MRs
based switch as basic OSU shown in Fig. 1 with following
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TABLE 11. OSU count after optimization for different scales.

TABLE 12. Performance analysis.

performance parameters i.e. power consumption (PWR) at
off / bar state is 200µW, on / cross state is 0 µW, insertion
loss (IL) at off / bar state is 1.4dB, On / cross state is 0.2dB,
crosstalk noise (CN) at off / bar state is -44.6dB and on / cross
state is -17.8 dB respectively [20].

From Table 12, it can be seen that OSU count has signif-
icant influence on PWR and IL of the optical switch topolo-
gies. For maximum PWR and IL, we assume all OSUs in
off / bar states and minimum PWR and IL are calculated
considering all OSUs in on / cross states. It can be observed
that optimized switch for both scales i.e. for N = 4, 6 has
minimum PWR and IL. ForN = 4, up to 17% in PWR and IL
is achieved in comparison to Benes and Spanke-Benes switch
networks. While for N = 6, in comparison to Spanke-Benes
up to 20% reduction in PWR and IL is achieved.We have also
provided maximum crosstalk noise for 4×4 and 6×6 optical
switches. The OSU is characterized by insertion loss (IL),
extinction ratio (ER) and crosstalk noise (CN) in ‘‘off’’ and
‘‘on’’ states [32]. Crosstalk noise is determined by insertion
loss and extinction ratios and expressed as (17) and (18) [32]:

CTCross = ILBar/(ILCross · ERBar ) (17)

CT Bar = ILCross/(ILBar · ERCross) (18)

Total crosstalk of optical switch is sum of CT of all OSUs
in on / cross and off / bar states. Extinction ratio of 2-MRR

TABLE 13. Best and worst case switching combinations.

based switching element in off / bar state is 11.5dB, whereas
7.8dB in on / cross state [33] while insertion loss in off /
bar state is 1.4dB and 0.2dB in on / cross state [20]. Using
the above expressions, we have calculated the crosstalk noise
of 4 × 4 and 6 × 6 for one-to-one mapping and observed
maximum crosstalk noise of 2.47dB for un-optimized 4 × 4
OS and 1.86dB for optimized 4× 4 OS. Similarly, maximum
of 7.35dB of crosstalk for un-optimized 6 × 6 OS while
5.53dB for optimized 6× 6 OS is observed.

Finally, Table 13 presents the best andworst case switching
combinations of OSUs for straight I/O mappings for N = 4,
6. We present best and worst cases for one-to-one I/O map-
ping. Best case is defined as minimum number of OSUs in off
/ bar state, whereas worst case is the switching combinations
of OSUs with maximum OSUs in off / bar state. Switching
combinations of S1, S2 . . . S15 are shown in Table 13, where,
‘0’ represents off / bar state and ‘1’ represents on / cross
state. It can be observed that for the worst case maximum
number of OSUs are found in off / bar state for one-to-one
I/O mapping which leads to maximum power consumption.
However, the best case for same I/O mapping has minimum
number of OSUs in the off / bar state which lead to minimized
power consumption.

Lastly, we have analyzed the feasibility of fabrication and
implementation of proposed OS depending upon available
technology and fabrication options. Several examples for
fabrication / realization of optical switches of different scales
are available where implementation options are available
to realize optical switches. During past few years, diverse
manufacturing technologies, fabrics and packaging methods
using various switching schemes are proposed and discussed
for on-chip optical switch architectures. A comprehensive
most up to date review about current methodologies used by
researchers to construct OS fabric and survey of state of the
art architectures from view point of technological as well as
architectural level is presented and discussed in [25].

Different fabrication options for OSU to construct OS
i.e. Mach-Zehnder interferometer (MZS), microring res-
onator (MRR) and directional coupler based optical switches
are recently proposed and demonstrated. Some latest and
recently proposed OS with physical demonstration of MRR
and MZS based OS includes; 5-port router constructed on
MRR based OSU [17], a rearrangeable non-blocking 5 × 5
optical switch for optical Mesh topology is fabricated using
MZS is demonstrated in [5], an optimized 6-port optical
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switch constructed for cluster Mesh NoC topology is realized
in [31] usingMZS. Another example of polymer/silica hybrid
OSU based OS is proposed and realized in [29]. Several
other examples of fabrication and demonstration of opti-
cal switches are available in literature [33]–[36]. Similarly,
proposed architecture can be realized and demonstrated in
similar fashion with any of the available technologies as
discussed, which may be considered as future work once the
design validation via simulation method is accomplished.

VI. CONCLUSION
We proposed an algorithmic framework to construct opti-
cal switch topologies using scaling from N × N to
2N × 2N non-blocking optical switch that can easily scale
the switch fabric to higher order switch networks. In addi-
tion, we presented a set of algorithms, first, to identify the
non-blocking switching combination; second, algorithm to
check the non-blocking feature of proposed optical switch;
third, optimization algorithm in combination with first two
algorithms to optimize the number of OSU count and last
algorithm to identify all possible non-blocking permutations
that can connect intermediate stages of proposed switch net-
work constructing multiple switches of same radix. We have
discussed and analyzed different configurations with differ-
ent permutations and evaluated results in un-optimized and
optimized form and compared to other optical switch net-
works in terms of power consumption, insertion loss and
crosstalk noise.

Our simulation results show reduced OSU count that
lead to compact optical switch architecture keeping the
non-blocking property intact. Up to 20% reduction in total as
compared to original 6× 6 scale network and Spanke-Benes
architecture in OSUs has been achieved. In addition, reduc-
tion in insertion loss and power consumption are also reported
in this article for proposed network architecture. Lastly,
we presented best and worst case switching combinations
for different switch scales that would help to minimize the
power consumption and insertion loss to gain overall better
performance of ONoC. This scalable and optimized frame-
work is highly suitable for high radix optical switch port
requirements in high bandwidth ONoC architectures as well
as upcoming high performance computing systems. Detailed
performance evaluation, analysis and design consideration
for higher order switch networks are aimed as future work.
In future, we also aim to extend this work for construction of
OS using asymmetrical non-blocking permutations as well as
to build analytical model for latency, bit error rate, crosstalk
noise and insertion loss parameters for multistage networks
with higher scale.
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