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ABSTRACT This paper analyzes the impact of the evolution of mobile broadband networks from 4G
architectures toward 5G on mission critical push-to-talk (MCPTT) key performance indicators (KPIs).
This paper focuses on how the deployment of MCPTT over these architectures affects the service quality.
We carry out a comprehensive analysis of the call flows and the contribution of each network segment to
the service KPIs defined by the Third Generation Partnership Project (3GPP). A long-term evolution (LTE)
architecture will be considered as the baseline scenario; from there on, different core network proposals
are evaluated: the LTE multi-access edge computing (MEC) and 5G. We analyze how these strategies
for data and control plane distribution affect the service, identifying current performance bottlenecks and
exploring latency reduction techniques. Throughout this paper, we show that the current implementation of
the MCPTT service according to the standards defined by the 3GPP remains a key challenge in terms of
the KPI compliance. Still, the evolution toward 5G architectures, particularly those leveraging the MEC,
further improves the KPIs of the MCPTT service, especially the KPI 3 (mouth-to-ear latency) since the
services are deployed closer to the end users. These results strengthen the commitment to mobile broadband

networks for the deployment of mission critical communications.

INDEX TERMS Public safety comunications, MCPTT, 5G, MEC, CUPS, NFV.

I. INTRODUCTION

In the last years, the limitations of legacy Mission-
Critical (MC) Public-Safety Communications have opened
the discussion about considering commercial mobile broad-
band standards to support MC applications. From the very
beginning, LTE attracted the attention of the research com-
munity as the reference technology for mission-critical com-
munications. However, LTE was not designed to comply with
reliability, confidentiality and security standards required in
these Mission Critical Services (MCS). For that reason, and
considering the increasing weight of the PS sector, the 3GPP
has encouraged the evolution of LTE specifications to address
these requirements. As a result, MCPTT is the first in a
series of MCS standards pushed by the 3GPP’s SA6 work-
ing group. The standardization of MCPTT over LTE began
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in Release 13, and new functionality has been added in
Releases 14 and 15 [1].

The MCPTT service supports the communication between
pairs of users (private calls) and multiple users (group calls),
where each user has permission to speak (transmit voice /
audio) in specific time slots. The system allows participants to
request the token to speak, traditionally by pressing a button
on the user’s device. It also provides a priority mechanism
to arbitrate the participation of the users in the communica-
tion. When multiple users request the token simultaneously,
the choice of which user request is accepted, and which
requests are rejected or queued is based on a number of
features (including the priorities of the users in dispute).
Additionally, the MCPTT service provides a method for a
user with a higher priority (for example, in an emergency
situation) to overrule the current speaker. Finally, this service
also implements a mechanism to limit the time a user speaks.
In this way, when a user in a call runs out of time, the users
of the same or lower priority have the opportunity to win
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the authorization to talk. Additional features of an MCPTT
service include the monitoring of the active group calls a user
participates in, late call entry and the identification of the
current speaker in each of the active group calls.

MCPTT arises from classical Push-to-talk Over Cellular
(POC) services, but presenting an integration with commer-
cial mobile phone networks that opens up new possibilities.
In order to enable this coexistence, the mobile network should
be assisted with key features such as prioritized and preemp-
tive access and Quality of Service (QoS) guarantees for media
flows. For this purpose, 3GPP created service specific Quality
Class Indicators (QCI) that the LTE network has to assume to
host MC services. Currently, network operators are evolving
their infrastructure to support these QClIs signalled over the
Policy and Charging Control (PCC) interfaces. The support
of QClIs enables operators to offer MC services sharing the
network infrastructure among mission critical and commer-
cial users. In addition to QCI compliance, MCPTT also has to
satisfy its own KPIs, mainly related to latency. The fulfillment
of these KPIs depends heavily on the network architecture as
well as on the service implementation.

In conclusion, legacy Private Mobile Radio (PMR)/Land
Mobile Radio (LMR) narrowband networks rely on standards
that were developed 25 years ago. By contrast, commercial
networks have evolved towards broadband. Current public
safety users have new demands, such as video and data
transmission, making the transition to broadband ineluctable.
However, commercial networks were not designed to cope
with the tight requirements of public safety mission critical
services. In spite of this, taking LTE as a reference, the laten-
cies measured presently remarkably improve those of the
previous network generations, getting closer to the require-
ments of MC communications. Thus, the main contribution
of this work is the assessment of the suitability of current
LTE deployments to provide mission critical services, in par-
ticular, MCPTT. To this end, we perform a comprehensive
analysis of the components involved in the call setup and call
latency times, as the most relevant KPIs of MCPTT. We start
with an assessment of the latencies involved in current com-
ercial real-world LTE networks to prove that MCPTT over
LTE is presently a challenging option that barely achieves the
required KPIs in favourable conditions, but cannot guaran-
tee the required latencies in heavily loaded scenarios. Then,
we further analyze the impact on such KPIs when evolving
from an LTE baseline scenario to LTE MEC and eventually
5G architectures. We demonstrate that the fullfilment of KPIs
will even improve in the near future, making the network
sharing model a promising candidate for future broadband
MC communications.

With this aim, this paper is organized as follows: next
section provides a brief overview on the current state of net-
work performance measurements towards an LTE mobile net-
work. Then, Section III describes the system model, including
the measurement methodology. Next, Section IV describes
the baseline LTE scenario, Section V the MEC alternatives
and Section VI the reference non-standalone 5G architecture
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used in the experiment. Then, the details of the experiments
are presented in VII. Finally, Section VIII presents the dis-
cussion of the obtained results and Section IX summarizes
the main conclusions of the article.

Il. RELATED WORK

The Public Safety Agencies (PSA) have detected the need
to update their traditional narrowband networks (TETRA,
TETRAPOL, P25) to broadband networks in order to sup-
port the services demanded by the emergency services
nowadays [2], [3]. These services impose higher bandwidth
requirements for data communication than the currently
granted bandwidth for PMR networks. [4] In this context,
the migration of legacy narrowband networks to LTE is a
promising solution. As a matter of fact, the Electronic Com-
munication Committee (ECC) [5] has proposed a roadmap
up to 2025 for the transition to broadband communication
in mission critical systems. However, the existing literature
shows relatively limited studies that present a comprehensive
survey and/or comparison on PMR and LTE systems. Among
the few available works, [6] presents a discussion on the
performance of voice over LTE as an important aspect of
PSC. [7] and [8] explore the ability of LTE to meet the
requirements of the Public Safety Network (PSN) and pos-
sible future improvements to LTE in order to provide PSC.

It must be noted that PMR networks are specifically
designed to serve PS users, who often work in groups, and
therefore inherently implement specialized services such as
group calls. These networks are geared to low data rate voice
communications, maximizing network capacity in terms of
users [9]. Conversely, LTE networks are mainly designed for
one-to-one communication, with large payloads of voice and
video communications. In order to fill in this gap and provide
broadband capabilities to public safety services, the 3GPP
is developing new standards that will enable LTE to provide
mission critical capabilities. As a result, MCPTT arises as the
first specification in a series of mission critical services [1].
In [10] we find an exhaustive analysis of legacy and emerging
technologies for PS communications that briefly comments
the features of mission-critical push-to-talk over LTE. How-
ever, this study does not go into performance details of the
service. In this regard, the MCPTT standard also defines
a set of KPIs [11], mainly oriented to latency. In contrast,
the use of KPIs to assess the network performance and the
Quality of Service (QoS) in PMR networks is not very com-
mon. The work in [12] introduces a set of measurable KPIs
considered necessary in order to allow TETRA operators to
be aware of the whether provided services meet the QoS
requirements.In any case, most of the experimental results
about performance are based on simulations, not on real-
world deployments.

On a separate issue, other studies consider the importance
of coverage in this discussion. Traditionally, legacy PS net-
works have optimized their infrastructure to the geographical
area where their users are located. Outside that zone, the cov-
erage is bad or nonexistent. [13] indicates the possibility of
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using the already deployed commercial broadband network
for Public Safety agencies when the radioelectric coverage
has ‘dark zones’ (without radioelectric coverage). Likewise,
[14] indicates that Mobile Personal Cell (mPC) can be uti-
lized for PS to provide the network in the disaster area.
However, these considerations about coverage are beyond the
scope of this work.

One key element of the deployment of an end-to-end
MCPPT service is the Mobile Broadband (MBB) network
that supports the service. As aforementioned, the refer-
ence standard nowadays is LTE. Fortunately, the analysis
of MBB network performance is one of the main points of
study of the networking research community and has sig-
nificantly contributed to the feasibility assessment of MC
services over commercial networks. There are three main
approaches for measuring the performance of MBB net-
works: (i) crowd-sourced results from a large number of MBB
users [15], [16], (ii)) measurements based on network-side
data such as [12],[17], [18], and (iii) measurements col-
lected using a dedicated infrastructure [19]-[21]. Part of the
experimental results shown later in this work is extracted from
the MONROE project infrastructure. [22], [23] MONROE is
a EU project that provides a transnational open measurement
platform for performance evaluation over a cellular access
network. It has a dedicated infrastructure with fixed and
mobile nodes distributed over Norway, Sweden, Spain, Italy
and Greece. The platform provides a flexible infrastructure
to launch performance-related measurements and an accurate
assessment of a variety of features in 4G cellular networks.
MONRGOE has been used to perform latency measurements
in the real-world over different commercial operators in dif-
ferent countries and network conditions.

There are several studies that analyze the latency and Qual-
ity of Service (QoS) on LTE networks using the MONROE
platform. Among them, [24] is specially relevant for our
study, since the authors identify the latency contribution of
the components of the overall LTE architecture and estimate
the lower achievable latency limits. Based on these results,
this paper presents the values of the KPIs that have been
obtained when deploying the service on different network
architectures: (IV) Baseline LTE scenario, (V) MEC Deploy-
ment in 4G (A Distributed Evolved Packets Core (EPC),
B Distributed Serving and PDN Gateway (S/PGW) and (VI)
Deployment in non-standalone 5G.

In addition to the nodes provided by MONROE, we have
also used another server in France to deploy the MCPTT ASs.
After measuring the current path latencies in a wide variety
of scenarios the conclusion is that, in a realistic situation,
over the 90% of the communications experienced end-to-end
latencies close to 50ms to reach a centralized MCPTT server
located behind a conventional EPC core (Round Trip Time).
On the other hand, the latency experienced between the end-
user and the PGW (also in the 90% of the tests) has been
around 30ms. Therefore, we have considered a RAN uplink
delay and a RAN downlink delay of 30ms for the calculation
of the KPIs.
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TABLE 1. Threshold and QClIs defined for MCPTT KPIs (TS 23.203).

MCPTT - QCI LTE packet

KPIs Threshold  Likelihood involved  Delay Budget
KPI 1 <300 ms 95% QCI 69 <60 ms
KPI 2 <1000 ms N/A QCI 69 <60 ms
KPI 3 <300 ms 95% QCI 65 <75 ms

The current related literature shows no study where the
KPIs of an MCPTT service are measured. The closest
research work is [25], which accomplishes a delay analysis of
Push-to-talk Over Cellular (POC) service over LTE networks.
As previously commented, PoC is considered the precursor
of the MCPTT standard. Functionally and conceptually they
are very similar, yet MCPTT needs also to meet the strict
requirements demanded for MC services. However, it is an
important reference for our analysis of the impact of the net-
work architecture on the performance of an MCPTT service.

Ill. SYSTEM MODEL
The service requirements for MCPTT defined in 3GPP TS
22.179 [11] include the following performance indicators:

e KPI 1 - Access Time: It is defined as the time between
the moment an MCPTT user requests to speak (by press-
ing the MCPTT button on the MCPTT User Equip-
ment (UE)) and the moment this user receives the token
granted for the MCPTT Server. This time does not
include confirmations from receiving users or the time
to affiliate to the group.

o KPI 2 - End-to-End Access time: It is defined as the
time between the moment an MCPTT user requests to
speak and the moment this user gets a signal to start
speaking, including MCPTT call establishment (if appli-
cable) and the acknowledgement from the first receiving
user before voice can be transmitted.

o KPI 3 - The Mouth-to-ear Latency: It is the time
between an utterance by the transmitting user, and the
playback of the utterance at the receiving user’s speaker.

MCPTT KPIs have a set of strict performance requirements
that are summarized in Table 1. As it is shown, each KPI
has a time threshold and a likelihood ratio that must be
met. The fulfilment of these requirements depends on the
network architecture as well as on the quality of the service
implementation. The objective in this work is to analyze
the impact on the KPIs that an MCPTT service presents
when deployed along the following network architectures.
We will start measuring the KPIs obtained in a traditional LTE
network. The traditional LTE network serves as a baseline
scenario to later address the introduction of MEC strategies
and, finally, a standalone 5G network.

As introduced before, in order to provide MC services net-
work operators must support a new range of QClIs defined for
these services. Usually, during normal operation, the network
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FIGURE 1. Mouth-to-ear latency calculated in an Android device.

conditions are much more favorable than the QCIs guarantee.
However, this QCIs become crucial in case of congestion
for the service continuity. For this reason, we measure the
performance of the service int the following scenarios:

o Average network load: represents LTE under normal
circumstances. Measured latency is considerably lower
than the packet delay budget granted.

MCPTT AS

« The worst-case scenario of network load: MC specific
bearer traffic is scheduled with an appropriate Quality of
Service (QoS). According to standard 3GPP LTE QoS
Classes, the tenant will assign a QCI = 69 for signaling
plane bearers and a QCI = 65 for user plane bearers.
This QCI guarantees a packet delay budget of 60 ms for
the control plane and 75 ms for the user plane.

Another aspect of great significance is the implementation
on the user equipment. The operating system of the user’s
device has a big impact in the service performance. The
tests executed for this purpose have been carried out using
different versions of Android operating system. As Figure 1
shows, latest releases of Android have a major impact in
UE’s audio latency reduction. The presented results have
been obtained from [26], and suggest that close collaboration
with mobile phone manufacturers is key to obtain low latency
implementations. A more direct access to the hardware by
the audio functions of the operating system should reduce
processing times and decrease the latency of the phone’s
audio production.

In order to analyze which are the main contributions of
the different network components and segments into the KPI,
a comprehensive analysis of the communication flows needs
to be carried out. Figure 2 shows the flow diagram of a private
call with automatic commencement, as an example of the
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FIGURE 2. On-demand on-network private call with automatic commencement.
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FIGURE 3. Functional architecture, control procedures and processing time for an MCPTT call.

TABLE 2. Definition of the processing times.

Tsyp Signaling processing time on the client
Ty Media processing time on the client
Trany, ~ RAN uplink delay

Tranp,  RAN downlink delay

Tengp Core network uplink delay

Tenpy Core network downlink delay

Tss Signaling processing time on the IMS
Ts,s Signaling processing time on the AS
Tyg Media processing time on the AS

traffic flows involved in MCPTT communications. The over-
all delay contributions associated to each KPI are depicted
in Figure 3. It presents the trace analysis of an MCPTT call
in the baseline LTE scenario. The signaling is represented by
broken lines and the media flows in solid lines. The latency
time involved in each KPI is calculated as the sum of the
processing times corresponding to the implied components.
The processing times that have been taken into consideration
are defined in Table 2.

A. MEASUREMENT METHOD
The lack of a standardized method to measure KPI 1 and
KPI 2 latencies, led us to define a suitable measure method.
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Both indicators are related to the signaling of the call, so,
the methodology followed has been to capture all the traffic
generated in the calls and to sort the packets according to the
logic of a call establishment defined by the 3GPP in [11]
and depicted in 3. In order to automate and simplify this
computation we have developed an analysis tool that allows
us to obtain the KPI 1 (1) and KPI 2 (2) for each call based
on the call signaling messages.

KPIT = 2Tz + Trany;, + Tenge + 2T sy

+ 2TSAS + TCNDN + TRANDL (1)
KPI2 = 2Ts,,,, + 2Trany;, + 2Tcnyp + 4T s,
+ 2TSAS + 2TCNDN + 2TRANDL + TSUE2 2

The calculation of the KPI 3 (3) implies the measurement
of the latency between the moment the caller speaks in the
microphone until the callee listens it through the loudspeaker
of his device.

KPI3 = TMUEI + TRANUL + TCNUP

+Tmus + Tenpy + Tranp, + Ty, 3)

This KPI is identified as a key component of the quality of
experience in an MCPTT communication. For this indicator,
we have adopted the specific method developed by NIST’s
Public Safety Communications Research (PSCR) division
to measure and quantify the KPI 3 of any communications
system transmitting audio, with specific emphasis on Push-
to-Talk (PTT) devices [27]. This measurement method is the
first step in establishing QoE key performance indicators for
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TABLE 3. Number of times that the signaling and data plane crosses each
component over a baseline LTE scenario.

SIGNAL. ‘ sy TraNyL Tengp Tsims s Tenpy TRANDL, Tsyg2
kei1 | 2x 1x 1x 2x 2X 1x 1x N/A
keiz | 2x 2x 2x 4x 2x 2x 2x 1x
MEDIA ‘ "My, Tranyy, Tengp Tsims TMas Tenpy TraNpy, Myg2
kers | Ix Ix 1x N/A Ix 1x 1x Ix

mission critical voice (MCV) and a measurement system to
quantify these KPIs.

Once the system model is established and the measurement
methods are described, next sections get into the analysis of
the KPI performance over the proposed scenarios.

IV. BASELINE LTE SCENARIO

The first analyzed scenario corresponds to a traditional LTE
architecture. The processing times involved in the computa-
tion of the KPIs are outlined in Table 3. This table represents,
for each KPI, the processing time corresponding to each
stage of MCPTT end-to-end call, as depicted in Figure 3.
As it can be observed, KPIs 1 and 2 only consider signaling
messages, while the calculation of KPI 3 only contemplates
media messages.

Based on this formulation, we have measured the per-
formance of an LTE testbed, whose functional architecture
is detailed in Section VII. The average delay measured in
radio access under normal non-congested operation is 30 ms.
This latency time is the same that can be measured using
MONROE nodes [22], [23] as described in Section II of this
article. This latency is assumed as the delay budget for Trap.
In the worst-case scenario, under high traffic conditions and
congested operation, the tenant is guaranteed with a packet
delay budget of 60 ms for the signaling and 75 ms for the
media, due to the use of QClIs.

V. MEC DEPLOYMENTS IN 4G

Multi-Access Edge Computing (MEC) [28], is a European
Telecommunications Standards Institute (ETSI) standard that
aims at moving applications from the core network to the
mobile edge in close proximity to end-users. As a result,

[57 ((( ((%ﬁlf s

service latencies get reduced thanks to the closeness to the
end user and the core network is relieved from the portion
of traffic that is now processed at the edge. From a high-
level point of view, MEC itself can be considered a cloud
computing entity with access and capabilities to perform
tasks at the edge of mobile networks. MEC has the ability
to apply traffic rules to program the data path and redirect
the traffic to the corresponding service provider, whether it’s
local or remote, to lower the latency. In this way, the service
can be handled by the corresponding server to improve the
perceived user experience in a totally transparent manner.

This work presents two MEC scenarios [29], which are
further described in the following subsections. In both sce-
narios, the MCPTT service is deployed in the edge, including
IMS and MCPTT Servers. The difference between them is
the deployment of the EPC. In the first one, the MCPTT
service is collocated with the complete EPC of the operator
also deployed at the edge. In the second one, only the SGW
and PGW entities are deployed at the edge site, whereas the
control plane functions such as the Mobility Management
Entity (MME) and Home Subscriber Server (HSS) are located
at the operator’s core site.

As it is going to be described next, bringing the ser-
vice near to the end-user will decrease the processing times
involved in media and/or signaling flows, improving the
performance of the service in terms of latency. The data
used to demonstrate the latency reductions are the same as
in the baseline scenario. In this testing platform, we have
measured the delay to reach a service located behind a tra-
ditional LTE EPC core network, under a wide variety of
traffic load circumstances. As we depict in Figure 5, we have
obtained that, in a realistic situation, over a 90% of the
communications has experienced end-to-end latencies close
to 50ms to reach a centralized MCPTT server located behind
a conventional EPC core. On the other hand, the latency
experienced also in the 90% of the tests between the end-
user and the PGW has been about 30ms. Consequently, it is
expected that latencies for the signaling and data of services
deployed applying the MEC paradigm will be reduced at
least a 40% in each way, compared to the baseline scenario

case.

FIGURE 4. MEC deployment (distributed EPC on the right and distributed S/PGW on the left).
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FIGURE 5. Medium delay values from the UE to a MCPTT server located
behind an EPC core measured in the MONROE platform.

TABLE 4. Number of times that the signaling and data plane crosses each
component over MEC (Distributed EPC).

SIGNAL. ‘ Tsyer TraNyL, Tengp TSims TS Tenpy TRANDL, Tsyg2
kei1 | 2x 1x N/A 2x 2x N/A 1x N/A
keiz | 2x 2x N/A 4x 2x N/A 2x 1x
MEDIA ‘ My, Trany, Tenyp Tsms TMas Tenpy TrANpL TMyEs
KPI 3 ‘ 1x 1x N/A N/A 1x N/A 1x 1x

A. DISTRIBUTED EPC

The first proposed alternative corresponds to an EPC service
fully deployed on the MEC platform. Under these circum-
stances, the signaling and media data must not cross to the
core infraestructure, which obviously leads to a reduction of
the latency.

The experienced reduction of the latency comes from the
shorter path of the transmissions now that the service has been
brought to the edge. Table 4 shows the new formulation for
the processing times through the network components, which
saves two hops in the case of KPI 1 and KPI 3 and four hopes
in the case of KPI 2.

B. DISTRIBUTED S/PGW

In the second EPC edge deployment proposal, only the SGW
and PGW entities are deployed at the edge site, whereas the
control plane functions such as the MME and HSS are located
at the operator’s core site. MEC hosts connect to the PGW
over the SGi interfaces so that data media may not cross the
core network of the operator’s site.

The deployment with the SGW and PGW co-located at the
network edge requires the operator to extend the S5 interface
to the MEC site. This type of deployment makes it possible
for the operator to retain full control over the MME. In this
deployment, the signaling crosses the core network in a way
that KPI 1 and KPI 2 are not improved compared to the
baseline scenario. On the contrary, the mouth-to-ear latency
(KPI 3) gets a reduction, as the data plane has been moved
to the edge. Table 5 shows the contribution to latency of the
different components of this deployment proposal. As it can
be observed, in this case T¢cy in the media plane is passed
over.

Vi. DEPLOYMENT IN NON-STANDALONE 5G

Finally, we also explore the deployment of the service over
a non-standalone 5G architecture and analyze the expected
improvement of the defined KPIs.
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TABLE 5. Number of times that the signaling and data plane crosses each
component over MEC (Distributed S/PGW).

SIGNAL. ‘ Tsyg; Trangy — Tengp Tsiys Tsas Tenpy  TRAND, Tsyes
kei1 | 2X 1x 1x 2x 2x 1x 1x N/A
keiz | 2x 2x 2x 4x 2x 2x 2x 1x
MEDIA ‘ Myg; TraNyL, Tengp TS1ms Thys Tenpy TRANp, ™My
kei3s | Ix Ix N/A N/A 1x N/A Ix 1x

3GPP is also in charge of developing the new 5G core
architecture (5GS) [30], which involves a new Radio Access
Network - 5G New Radio (NR), available from Release
15 onwards, and a new 5G core network (5GC) defined as of
Release 16. The analysis performed in this section considers
a 5G non-standalone architecture, which involves 5G New
Radio but maintains an LTE core network. In this scenario,
we propose an MCPTT service deployment in an edge cloud
platform. The edge location is suited to 5G because of the
extreme low-latency requirements of some services (such as
public safety services) and the scalability offered to meet
growing traffic demands in specific locations.

The procesing times and associated KPI calculations of this
deployment are represented in Table 5. The latencies here
obtained are similar to the case described in Section V-A, but,
in this case, benefiting from the low latency that 5G radio
links will offer. 5G-NR is expected to achieve link connec-
tions between 1-2 ms, while in current enhanced Universal
Terrestrial Radio Access Network (eUTRAN) this values are
10 times higher [31].

VII. EXPERIMENTAL DETAILS

The functional architecture of the testbed has the following
components (as depicted in Fig. 2): eNodeB LTE, EPC, IMS
(IP Multimedia Subsystem), MCPTT Servers and Android
MCPTT clients. During the test, we establish 1000 sequential
calls. The hardware platform on which the IMS and MCPTT
servers have been deployed is a barebone with an INTEL
i7 processor. The operating system installed in the barebone is
Ubuntu 16.4 Server. The IMS / HSS and MCPTT Servers are
deployed as virtual machines. Finally, the eNodeB and EPC
have been installed in a separated barebone. The local net-
work connection between the barebones has been established
through a 1Gb switch. The KPI values presented in this work
have been calculated according to the methodology defined
by the NIST’s PSCE division [27]. All the experimental
parameters are listed in Table 6.

VIil. DISCUSSION OF THE RESULTS

After presenting the evolutive scenarios under study and
the analytical approach to the delay formulation, we now
compare the obtained results and their impact on the defined
KPIs. To this effect, Figure 6 summarizes the impact of
the evolution of the presented mobiles architectures on an
MCPTT service. The figure exposes the level of compliance
of each deployment option with the KPI thresholds imposed
by the 3GPP for the MCPTT standard. The results show
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FIGURE 6. Impact of the evolution towards 5G architectures on mouth-to-ear latency.

TABLE 6. Experimental parameters.

Functional Architecture

The numerical results corresponding to Figure 6 are con-
densed in Table 7. The first column of this table illustrates the

MCPTT AS compliant

3GPP Rel. 13 (v13.3.0 and above)

LTE Network EPC

Compact core network.
MME/S-GW/P-GW/HSS/PCRF.

LTE bearers with MCPTT QCIs

Support for all FDD and TDD bands.

Operating System

Linux Ubuntu 16.04

Server Hardware

Barebone Mini-PC

Linux clients

MCPTT compliant

3GPP Rel. 13 (v13.3.0 and above)

Operating system

Linux Ubuntu 16.04

Number of Clients

2.000 pre-registered clients

Number of Calls

1.000 simultaneous calls

Call rate

50 calls per second

Type

Private calls

Android clients

MCPTT compliant

3GPP Rel. 13 (v13.3.0 and above)

Android version

8

N Clients 20 pre-registered clients
N Calls 10
Type Private calls

degree of compliance with the KPIs of the MCPTT service
using eUTRAN and an LTE core under both normal oper-
ational conditions and the worst-case overloaded scenario.
As itis shown, only Access Time KPI (KPI1) is not compliant
with the 300 ms established by the 3GPP. However, this
breach is barely for some milliseconds. This means that an
MCPTT service deployment, though still challenging with
current 4G technology, is getting remarkably closer to the
requirements for Public Safety communications.

Furthermore, novel network architectures evolving
towards 5G can benefit the MCPTT service performance in
terms of reducing the latencies even more. When the service
is deployed along with the EPC on the edge, the signaling
and the user data is not uploaded to the core network, which
implies a 40% time reduction in both directions. Moreover,
if we only distribute the SGW and PGW to the edge, KPI 1
and KPI 2 will take similar values regardless the service is
located in the edge or not, while KPI 3 will be significantly
improved.

that, under normal operational conditions, current LTE net-
works are compliant with the performance indicators defined
in Table 1. Nevertheless, if we take into account the delay
budgets guaranteed by the operator, KPIs 1 and 3 are slightly
over the established limits. On the other hand, KPI 2, which
measures the time a user takes to establish an end-to-end
communication, is satisfactory in all scenarios.
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At another level, throughout the study we have detected
that one of the most determining elements in the service per-
formance is the user device. In this paper, we have graphically
represented the improvement in the KPI 3 values obtained
by using mobiles manufactured by operating system devel-
opers or manufacturers that are building their hardware to be
able to take better advantage of the operating system.
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TABLE 7. Impact on Mission Critical Push to Talk Service of the evolution from eUTRAN towards 5G architectures (ms).

Radio Access Network eUTRAN 5G

Core Network Centralized EPC Distributed EPC Distributed S/PGW Standalone

Network Load Average  Congested | Average Congested | Average Congested Average
KPI1 | Access time 301 ms 359 ms 241 ms 287 ms 301 ms 358 ms 193 ms
KPI2 | Access time end-to-end | 479 ms 594 ms 384 ms 475 ms 479 ms 594 ms 267 ms
KPI3 | Mouth-to-ear 293 ms 379 ms 235 ms 304 ms 235 ms 304 ms 185 ms

To sum up, these results show how the evolution of
the architectures and the adaptation of the MC services to
them will allow a significant reduction of the latency in PS
communications.

IX. CONCLUSION

The 3GPP has done a great effort of standardizing the
MCPTT service. This effort aims to leverage existing 4G/LTE
and future 5G broadband networks, to provide push-to-talk
voice communications that get closer to the performance
of PMR/LMR voice. The final objective is to offer a cost-
effective, open, interoperable alternative to legacy MC net-
works, while paving the way to the upcoming data and video
services with broadband requirements.

Our results illustrate how the MCPTT service deployed
over a current LTE network is not yet able to guaran-
tee the compliance with the KPIs defined by 3GPP under
any circumstances. Still, this work envisages the promising
future of (near-to) 5G networks regarding the performance
improvements expected for low latency services, such as
mission-critical communications. The transition to a fully
capable 5G network is expected to happen by gradually tak-
ing over the 4G equipment. Hereupon, as one of the main
technology enablers for 5G, MEC can be used in combi-
nation with current mobile networks to target the support
for MC services from now on, even before 5G is rolled
out.

Extending the study to 5G, the estimated results are
even better, demonstrating the beneficial impact of the evo-
lution of 4G/5G commercial broadband networks on MC
services. Therefore, our next steps will be focused on extend-
ing this KPI assessment to the future MC services and on
studing the impact of new network paradigms, such as MEC
and NFV, on the performance of commercial broadband
networks.
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