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ABSTRACT A novel method for music video recommendation is presented in this paper. The contributions
of this paper are two-fold. (i) The proposed method constructs a network, which not only represents
relationships between music videos and users but also captures multi-modal features of music videos. This
enables collaborative use of multi-modal features such as audio, visual, and textual features, and multiple
social metadata that can represent relationships between music videos and users on video hosting services.
(ii) A novel scheme for link prediction considering local and global structures of the network (LP-LGSN) is
newly derived by fusing multiple link prediction scores based on both local and global structures. By using
the LP-LGSN to predict the degrees towhich users desiremusic videos, the proposedmethod can recommend
users’ desired music videos. The experimental results for a real-world dataset constructed fromYouTube-8M
show the effectiveness of the proposed method.

INDEX TERMS Music video, recommendation, link prediction, network analysis, social metadata.

I. INTRODUCTION
On video hosting services, music videos1 have been watched
actively by a large number of users [1], [2]. In fact,
on YouTube,2 23% of all uploaded videos are music
videos [3], [4], and 86% of queries are words related to
music [5]. On existing video hosting services, users input
queries and receive videos related to the queries. In other
words, users must verbalize which music videos they desire.
Therefore, these video hosting services are not enough to sat-
isfy users who watch music videos without the clear desires.
Since users’ desires depend on multiple factors about the
users (e.g., personality, emotions or social environment) and
music videos (e.g., musical pieces, videos or lyrics), there
is a case in which users cannot verbalize their own desires.

The associate editor coordinating the review of this manuscript and
approving it for publication was Yonghong Tian.

1We call videos with attached musical pieces ‘‘music videos.’’ Music
videos consist of musical pieces, moving pictures, and texts such as descrip-
tion.

2https://www.youtube.com/

In such situation, recommender systems, which can provide
music videos corresponding to automatically predicted users’
preference, are useful.

To the best of our knowledge, however, there have been few
works that target music videos to solve the above problem.
Methods for musical piece recommendation [6]–[34] and
video recommendation [35]–[61] can be applied to realize
music video recommendation. In these methods, approaches
based on matrix factorization (MF) [62], probabilistic mod-
els [63] and deep learning [64] have been widely adopted.
These approaches enable accurate analysis of users’ opera-
tion histories (e.g., listening histories and bookmarks) and
features obtained from musical pieces or videos. When we
focus on musical pieces and videos on the Web, approaches
based on network analysis [24]–[34], [56]–[61] have been
adopted. In these methods, a network for which nodes include
musical pieces/videos and users is constructed by using social
metadata as well as features of musical pieces or videos.
It has been reported that the network representation based
on social metadata as well as such features is effective for
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FIGURE 1. Example of two music videos that include the same musical piece but different moving
pictures.

estimating local similarities between musical pieces/videos
and users [65], [66]. Therefore, these methods realize accu-
rate recommendation by analyzing the local similarities on
the network. However, these methods [24]–[34], [56]–[61]
still have the following two difficulties.

(Problem I)
Conventional methods, which target only musical
pieces or videos, do not capture multi-modal fea-
tures including audio, visual and textual features.
Thus, these methods cannot accurately distinguish
music videos by utilizing only a part of multi-modal
features. For example, if two music videos include
the same musical piece but different moving pic-
tures, we cannot distinguish them by using only
audio features (see Fig. 1). This is because these
methods cannot realize direct comparison of music
videos with users on the same space, which enables
construction of a network.

(Problem II)
Conventionalmethods searchmusical pieces or videos
on the network for recommendation based on only
local similarities. By using local similarities, these
methods can measure which music videos are
neighbor on the network. However, these methods
cannot recommend musical pieces or videos that
are not neighbor on the network but correspond
to users’ preference. To reduce the ill influence of
using local similarities, we should use not only local
similarities but also global similarities. The global
similarities can measure which music videos have
the same role on the network. However, network
analysis of the conventional methods cannot realize
simultaneous utilization of the local and global
similarities.

To solve the above problems, we propose a novel method
for music video recommendation in this paper. The chal-
lenging point of this paper is solutions of both (Problem I)
and (Problem II). To solve (Problem II), (Problem I) must
be solved in advance. When analyzing a network for which
nodes are music videos and users, relationships between
nodes must be accurately defined. However, as mentioned
in (Problem I), conventional methods cannot realize direct
comparison of music videos and users. Therefore, conven-
tional methods cannot define relationships between nodes
and network analysis of conventional methods cannot work
well. In the proposed method, by constructing a network
that can solve (Problem I), we can perform accurate network
analysis that can solve (Problem II). The contributions of this
paper are two-fold.

(Contribution i)
We have constructed a network for which nodes
are music videos and users and links represent their
relationships. The proposed network is constructed
by utilizing novel features that can represent latent
relationships among multi-modal features. Thus,
we can solve (Problem I).

(Contribution ii)
We have developed a novel scheme called link pre-
diction considering local and global structures of a
network (LP-LGSN). By using not only local sim-
ilarities but also global similarities, we can recom-
mend music videos that cannot be recommended by
conventional methods. Thus, the proposed method
can solve (Problem II).

In (Contribution i), we apply sub-sampled canonical cor-
relation analysis (CCA) [67] to audio, visual and textual
features. This enables extraction of latent features that real-
ize direct comparison of music videos with users on the
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same latent space. By collaboratively using the obtained
latent features and social metadata such as ‘‘related videos,’’
‘‘tags,’’ ‘‘uploaders,’’ and ‘‘keywords,’’ we can construct
a network that enables direct comparison of music videos
with users. In (Contribution ii), we fuse weighted Jac-
card coefficients [68] and node2vec [69]-based similarities
through empirical distribution functions [70]. By this fusion,
LP-LGSN enables extraction of pairs of unlinked nodes for
which degrees of local and global similarities are both high.
Since LP-LGSN can estimate relevance between unlinked
nodes accurately, we can predict which music videos users
desire more accurately. As a result, successful music video
recommendation becomes feasible.

The preliminary version of this work can be found in
a conference paper [71]. We have improved our previous
method [71] in the following two aspects.
• While our previous method extracts audio and tex-
tual features from music videos, the proposed method
extracts visual features as well for more accurate rec-
ommendation.

• While our previous method performs link prediction
that only utilizes node2vec-based similarities, the pro-
posed method enables more accurate link prediction
by using LP-LGSN that fuses multiple link prediction
scores.

The rest of this paper is organized as follows. In Section II,
related works of the proposed method are explained.
In Section III, a method for construction of a network via
sub-sampled CCA and music video recommendation via
LP-LGSN are explained. In Section IV, results of exper-
iments for real-world music videos obtained from a pub-
lic dataset, YouTube-8M [72] are presented to verify
the effectiveness of our method. Conclusions are given
in Section V.

II. RELATED WORKS
The purpose of this work is to realize music video recom-
mendation. To the best of our knowledge, there have been
few works that target music video recommendation. Thus,
we explain existing methods for musical piece recommen-
dation and video recommendation that can be applied to
music video recommendation. At the end of this section,
we discuss the limitations of these methods for music video
recommendation.

A. MUSICAL PIECE RECOMMENDATION AND VIDEO
RECOMMENDATION
Many methods for recommending musical pieces [6]–[23]
and videos [35]–[55] have been proposed.

Conventionally, MF that can estimate users’ preference
from their operation histories has been proposed [9]–[11],
[36]–[43]. Specifically, singular value decomposition (SVD),
for which the input is a user-item rating matrix and output
is latent factors of users’ ratings [11], [39], was utilized
for musical piece recommendation. For video recommen-
dation, various MF-based models were proposed [36]–[43].

Specifically, Liu et al. [40] realized accurate MF of a user-
video rating matrix by grouping videos based on content
similarities such as similarities of genres or description.
Du et al. [41] constructed a general weighted MF-model, col-
laborative embedding regression, and recommended videos
based on late fusion of regression results formultiple features.
In the paper [42], implicit feedback-based MF was used to
calculate users’ latent features from users’ access points and
users’ rating histories. Also,Wu et al. [43] proposed amethod
based on factorization machines (FM) that are constructed
with users’ listening histories, users’ attributes (e.g., moods)
and videos’ attributes (e.g., popularity). By using the con-
structed FM, this method can predict which context informa-
tion works well for recommendation. However, if we cannot
obtain abundant users’ ratings or other operation histories
and a user-item matrix is sparse, MF cannot work well for
accurate recommendation.

To solve this problem, probabilistic models have also been
widely utilized [13]–[18], [44]–[49]. These models can esti-
mate probabilities of users desiring each content [63]. Specif-
ically, latent Dirichlet allocation (LDA) to capture factors of
users’ preference by using tags of musical pieces was adopted
for musical piece recommendation [15]. Cheng et al. [17]
developed LDA and constructed a novel topic model to cap-
ture both users’ long-term preference and short-term needs
from audio features, popularity and listening histories. Also,
they proposed location-aware topic model (LTM) [18] to cap-
ture relevance between listening location and audio features.
Meanwhile, Jin et al. [16] constructed a Markov embedding
model that predicts degrees of users’ desires for musical
pieces by using information about playlists. For video recom-
mendation, LDA was widely utilized for modeling semantic
topics of visual features of videos and textual features of
description on Web pages [46], [47]. Also, multi-site prob-
abilistic factorization, which can capture users’ preference
from users’ view counts of multiple video hosting services,
was proposed [48].

When we can prepare a large amount of training data,
methods based on deep learning [73] are useful for accu-
rate recommendation [19]–[23], [50]–[55]. Specifically, deep
convolutional neural networks (CNN) were adopted by train-
ing with tens or hundreds of thousands of audio features and
labels [22], [23]. These methods can predict latent factors
of acoustic characteristics. For video recommendation, fine-
tuned neural networks that embed videos into the space where
similar videos are located close to each other by using audio
and visual features were adopted [52]. Also, deep belief
networks for which the input is a user-item matrix and out-
put is representation of users’ interest were adopted [55].
Ma et al. [53] recommended videos by constructing a neu-
ral network whose inputs were CNN-based visual features,
recurrent neural network (RNN)-based textual features and
metadata. Dang et al. [54] performed data argumentation
to multiple pre-trained CNN models to improve predic-
tion of relationships of videos by using visual features of
videos.
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FIGURE 2. Overview of the proposed method for music video recommendation based on LP-LGSN.

B. MUSICAL PIECE RECOMMENDATION AND VIDEO
RECOMMENDATION BASED ON NETWORK ANALYSIS
Approaches based on network analysis have attracted much
attention for analysis of contents on the Web. These
approaches construct a network for which nodes are the
contents and links are defined by social metadata; thus, such
network analysis can estimate latent similarities between con-
tents [65], [66]. Network analysis has beenwidely adopted for
musical piece recommendation [24]–[34] and video recom-
mendation [56]–[61]. The most-widely-used approach based
on network analysis is construction of a graph regulariza-
tion model that can rank music videos accurately [27]–[32].
Specifically, a hypergraph that can capture interactions
among musical pieces, users and tags was analyzed for
musical piece recommendation [27], [28]. Also, methods in
the papers [29], [30] construct heterogeneous networks for
which nodes are musical pieces, users and other information
(e.g., albums, genres or playing sequences) by using users’
operation histories. The method in the paper [31] performs
graph regularization with total variation for accurately rank-
ing musical pieces.

Methods that use basic technologies of network analysis
such as graph clustering [33], [57], [58], random walk [33],
[59], community detection [60], [61] and graph embed-
ding [34], [61] have been also proposed. Pang et al. [58]
realize accurate video recommendation by graph clustering
that uses visual features. Also, Shang et al. [57] constructed
a graph based on Web page links and performed clustering
based on Jaccard coefficients for video recommendation.
Furthermore, the method in [59] realizes accurate recom-
mendation by learning similarities of the network structure

via CNN. The method in [33] is based on the combina-
tion of random walk and clustering via affinity propagation.
By constructing a graph for which nodes are users and cap-
turing users’ social relationships via community detection,
methods in [60], [61] realize accurate video recommendation.
The method in the paper [61] also performs graph embedding
after community detection and recommends videos based on
improved k-nearest neighbor (k-NN) of embedded features.

C. PROBLEMS TO BE SOLVED IN THIS WORK
We have introduced existing methods for musical piece rec-
ommendation and video recommendation in the above sec-
tions. However, these methods have two difficulties. First,
these methods do not have a framework to directly compare
music videos with users, which needs to realize music video
recommendation. To realize direct comparison, multi-modal
features ofmusic videos should be fully utilized for represent-
ing music videos accurately. Second, conventional methods,
which only utilize local similarities, cannot recommendmusi-
cal pieces or videos that are not neighbor on the network but
correspond to users’ preference. To reduce the ill influence
of utilizing local similarities, we should realize simultaneous
utilization of the local and global similarities. In this paper,
we present an alternative method that can simultaneously
solve the above problems.

III. MUSIC VIDEO RECOMMENDATION BASED
ON LP-LGSN
As shown in Fig. 2, our method consists of two phases.
Amethod for construction of a network via sub-sampledCCA
(Phase 1) is explained in Section III-A and amethod formusic
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TABLE 1. Metadata used for building links of a network that associates
music videos and users.

video recommendation via LP-LGSN (Phase 2) is explained
in Section III-B.

A. CONSTRUCTION OF A NETWORK VIA SUB-SAMPLED
CCA (PHASE 1)
According to reports showing that network analysis is effec-
tive for estimating latent similarities between contents on
social media [65], [66], [74], we construct a network for
which nodes are music videos and users. Here, we denote
music videos by c(i) (i = 1, 2, . . . ,Nc;Nc being the number of
music videos) and we denote users by u(j) (j = 1, 2, . . . ,Nu;
Nu being the number of users). We also define the network as
G = (V, E), where V is the set of music videos c(i) and users
u(j), and E is the set of links.

First, we define links by social metadata shown in Table 1.
We adopted them according to a report that ‘‘related
videos,’’ ‘‘uploaders’’ and ‘‘tags’’ are effective for asso-
ciating contents similar to each other on video hosting
services [66], [74]–[76]. Since contents of ‘‘related videos’’
are similar to each other, we can associate music videos
whose contents are similar by associating music videos based
on ‘‘related videos.’’ In addition, it is expected that users’
preference is reflected in music videos that have been already
associated to users. Therefore, ‘‘uploaders’’ are effective for
associating music videos with users. Moreover, it is expected
that ‘‘tags’’ and ‘‘keywords’’ can represent which music
videos or users have related contents, respectively. Thus, such
metadata are effective for associating music videos or users.
Specifically, we build links fp(x),q(y) (p

(x), q(y) ∈ {Sc,Su}; Sc
and Su being the set of music videos and users, respectively)
if the following requirements are satisfied.

Case where (p(x), q(y)) = (c(x), c(y)):
‘‘Related videos’’ of p(x) include q(y) and vice
versa or one or more ‘‘tags’’ of p(x) and q(y) are the
same.

Case where (p(x), q(y)) = (c(x), u(y)):
q(y) is an ‘‘uploader’’ of p(x).

Case where (p(x), q(y)) = (u(x), u(y)):
One or more ‘‘keywords’’ of p(x) and q(y) are the
same.

Note that we do not build self-loops.
Next, we define link weights based on similarities between

music videos and users by using multi-modal features of

music videos via sub-sampled CCA [67]. For accurate esti-
mation of similarities, we need to project features obtained
from music videos so that music videos and users can be
directly compared to each other. In addition, we need to calcu-
late such projection efficiently to deal with a large number of
music videos on real-world video hosting services. For these
reasons, we adopt sub-sampled CCA, which enables efficient
projection of heterogeneous features into the same latent
space. Concretely, we extract an audio feature v(i)a , a visual
feature v(i)v , and a textual feature v(i)t from c(i). Then we select
a small number of features that approximate distribution of
the whole features from these features v(i)ζ (ζ ∈ {a, v, t})
via k-means clustering [77]. In order to improve scalability,
we apply CCA to only the selected features. By the above
computation, we can obtain matrices Uζ that enables projec-
tion of audio, visual and textual features into the feature space
where these features can be directly compared. Thus, we can
calculate latent features v̂(i)ζ as UT

ζ v
(i)
ζ . Second, we calculate

a music video feature v̂(i)c of c(i) and a user feature v̂(j)u of u(j)

with a latent feature v̂(i)ζ as follows:

v̂(i)c = [(v̂(i)v )T(v̂(i)a )T(v̂(i)t )T]T, (1)

v̂(j)u =
1

|C(u(j))|

∑
c(i)∈C(u(j))

v̂(i)c , (2)

where C(u(j)) is the set of music videos uploaded by u(j).
In Eq. (1), we can accurately represent semantic contents
of music videos, which are defined by multiple factors such
as musical pieces or videos, by concatenating the obtained
features. Moreover, in Eq. (2), we can represent a user as a
feature that can integrate features of multiple music videos
that are related to the user. In other words, we can calculate
the features of all users in the same computation even if
the number of music videos are different depending on each
user. By the above computation, music videos and users can
be directly compared to each other. Finally, we define link
weights w(p(x), q(y)) of fp(x),q(y) based on similarities of the
music video features and the user features. In the proposed
method, we define similarities based on the following equa-
tion, which is effective for constructing a network for which
nodes are contents on social media [78], [79].

w(p(x), q(y)) =

∣∣∣∣∣∣ v̂(x)
T

p v̂(y)q
‖v̂(x)p ‖ ‖v̂

(y)
q ‖

∣∣∣∣∣∣ . (3)

By collaborative use of multi-modal features and multiple
social metadata, the proposed method enables construction of
a network that can represent latent similarities between music
videos and users.

B. LP-LGSN FOR MUSIC VIDEO RECOMMENDATION
(PHASE 2)
We newly derive LP-LGSN through fusion of multiple link
prediction scores based on similarities of both local and
global structures of the obtained network G. We define
e(n(m), n(l)) as a link between nodes n(m) and n(l) ∈ V .
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First, we calculate local similarities of G. In the proposed
method, we adopt weighted Jaccard coefficients [68] since
the coefficients can extract similarities of nodes that are
neighbor on a target node. Specifically, weighted Jaccard
coefficients [68] Ljac[e(n(m), n(l))] are defined as follows:

Ljac[e(n(m), n(l))]

=

∑
r∈0(n(m))∩0(n(l))

w(n(m), r)+ w(n(l), r)∑
n′(m)∈0(n(m))

w(n′(m), n(m))+
∑

n′(l)∈0(n(l))
w(n′(l), n(l))

,

(4)

where 0(n(m)) is a set of neighbors of n(m). Since weighted
Jaccard coefficients represent the proportion of common
neighbors, the local structure of a network can be represented.

Second, we calculate global similarities of G. In the pro-
posed method, we apply node2vec [69] to G in order to obtain
node features. Node2vec can extract similarities of nodes that
are not only neighbor on a target node but also distant from it.
Therefore, we can extract pairs of nodes that are distant from
each other but similar to each other. Specifically, we calculate
node2vec-based similarities Ln2v[e(n(m), n(l))] as follows:

Ln2v[e(n(m), n(l))] =

∣∣∣∣∣ ṽ(m)
T

n ṽ(l)n
‖ṽ(m)n ‖ ‖ṽ

(l)
n ‖

∣∣∣∣∣ , (5)

where ṽ(m)n is a node feature of n(m). Since node2vec enables
distributed representation of nodes based on a random
walk [80], the obtained similarities can represent the global
structure of a network.

Furthermore, we construct empirical distribution functions
of the two kinds of link prediction scores Fidx(z) (idx ∈
{n2v, jac}) as follows [70]:

Fidx(z) =
1

Nlink

Nlink∑
ξ=1

I(Lidx[ξ ] ≤ z). (6)

Note that we sort each element of the obtained link prediction
scores Lidx[e(n(m), n(l))] in ascending order and denote them
by Lidx[ξ ] (ξ = 1, 2, · · · ,Nlink;Nlink being the number
of all links). In addition, I(·) is an indicator function that
returns 1 if the condition is satisfied and 0 otherwise. By the
above computation, we equalize the occurrence probability
of link prediction scores in a constant interval of the score-
axis by building each distribution. Thus, direct comparison
of multiple link prediction scores becomes feasible [81].

Finally, we perform link prediction for each node of a user
n(m). Here, we define a set of nodes of music videos unlinked
to n(m) as U (m). We fuse multiple link prediction scores of a
link between n(m) and n(u) (n(u) ∈ U (m)) to obtain a final link
prediction score Lfin[e(n(m), n(u))] as follows:

Lfin[e(n(m), n(u))] =
1
Nidx

∑
idx∈{n2v,jac}

Fidx(Lidx[e(n(m), n(u))]),

(7)

where Nidx is the number of fused scores (= 2). By Eq. (7),
LP-LGSN enables extraction of pairs of unlinked nodes for

which degrees of local and global similarities are both high.
Therefore, the proposed method enables accurate estimation
of which music videos and users have high relevance on G by
acquiring node pairs with a high value of Lfin[e(n(m), n(u))].

By the above computation, we can predict which music
videos users desire. Thus, the proposed method can
realize recommendation of users’ desired music videos by
presenting recommendation results in the descending order
of Lfin[e(n(m), n(u))].

IV. EXPERIMENTAL RESULTS
In this section, we present experimental results for real-
world music videos by simulating link prediction to verify
the effectiveness and limitation of our method for music
video recommendation. Experimental settings are explained
in Section IV-A. Recommendation performance is evaluated
in Section IV-B and the effectiveness of LP-LGSN and per-
formance limitation are described in Section IV-C and IV-D,
respectively.

A. SETTINGS
In this experiment, we used YouTube-8M [72] for data col-
lection. YouTube is the best-known video hosting service.
In fact, about 90% of the time that users watch music videos
on the Web is spent on YouTube [1]. YouTube-8M is the
largest dataset of public video datasets [72] and contains a
large number of music videos. To the best of our knowledge,
YouTube provides the largest amount of information about
videos and users among video hosting services. Thus, we col-
lected as much information about real-world music videos
and users as possible via YouTube-8M. Specifically, we first
selected users who have 10 or more videos whose ‘‘entities’’3

are ‘‘Music video’’ and collected them. Thus, a dataset con-
taining 10331 music videos and 473 users was constructed.
Then we used audio features provided by YouTube-8M [82].
These audio features were calculated based on CNNs that
can recognize musical instrument and vocals in videos. Also,
we used CNN-based features that can capture objects in
videos as visual features, which are provided by YouTube-
8M [72]. In addition, we obtained textual features by apply-
ing doc2vec [83] to titles and description attached to music
videos. Before applying doc2vec, we lemmatized each word
and removed stop words by using natural language toolkit
(NLTK) [84]. In addition, we obtained metadata shown
in Table 1 from YouTube API v34 in order to build links.
Here, tags and keywords where document frequencies were
less than five and more than 90 percentiles were removed in
order to remove noisy tags and keywords.

For evaluation, we randomly removed a certain percent-
age of links between nodes of music videos and users
as ‘‘test links’’ so that the percentage of the remaining
links, called ‘‘training links’’, became {10, 20, 30, 40, 50, 60,

3In YouTube-8M, semantic topics called entities are attached to each video
for tasks such as classification and clustering.

4https://developers.google.com/youtube/v3
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FIGURE 3. Examples of recommendation results for (P) and (R1). Thumbnails of music videos, titles in
black letters, and characteristics of music videos in white letters are shown.

70, 80, 90}%. When we calculated user features, we did not
utilize features obtained from music videos for which nodes
are unlinked to users. We assumed that users prefer their
uploaded music videos according to a previous report [85],
and we defined their uploaded music videos as the ground
truth. Specifically, recommendation results are correct if test
links between nodes of music videos and users were pre-
dicted. Here, we denote the proposed method by (P). We
compared (P) with the following reference methods, (R1),
(R2), (R3) and (R4), which are network-based methods that
target music videos as in the proposed method.

(R1): This is a method that does not use audio, visual and
textual features. This method defines link existence
based on multiple social metadata shown in the
same manner as (P) and constructs an unweighted
network.

(R2): This is a method based on a recently published
paper [71]. This method uses audio and textual
features and calculates music video features as
[(v̂(i)a )T(v̂(i)t )T]T. Furthermore, this method performs
link prediction based on only node2vec [69]-based
similarities. Specifically, this method calculates
final link prediction scores by Eq. (5).

(R3): This is a method that performs link prediction using
only weighted Jaccard coefficients [68]. Specifi-
cally, this method constructs a network in the same
manner as (P) and calculates final link prediction
scores by Eq. (4).

(R4): This is a method that performs link prediction using
node2vec [69]-based similarities. Specifically, this

method constructs a network in the same manner
as (P) and calculates final link prediction scores
by Eq. (5).

B. EVALUATION OF RECOMMENDATION PERFORMANCE
In this section, we evaluate the effectiveness of our method
for music video recommendation. First, examples of results
for (P) and (R1) where the percentages of test links are 50%
are shown in Fig. 3 to qualitatively verify the effectiveness
of our method. Note that (R1) does not utilize audio, visual
and textual features, but (P) utilizes those features. From the
results, we confirmed that (P) highly ranked music videos for
which contents, e.g., musical pieces and moving pictures, are
similar to each other acoustically and visually. Thus, it can be
seen that there are cases where (P) can realize more accurate
music video recommendation than (R1) can by using multi-
modal features.

Next, to quantitatively evaluate each method, we utilize
mean average precision (MAP@k) andmean prediction accu-
racy. MAP@k is the mean of AP@k of all users, and AP@k
is defined as follows:

AP@k =
1
Nk

k∑
i=1

αi
Ni
i
,

where Ni is the number of correctly recommended musical
pieces within i music videos of the recommendation results,
and αi is 1 if the i-th recommendation result is correct and
0 otherwise. In addition, we define mean prediction accuracy
as the mean of prediction accuracy of all users. Specifically,
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TABLE 2. MAP@4 of the recommendation results.

TABLE 3. SD of AP@4 of the recommendation results.

TABLE 4. Mean prediction accuracy of the recommendation results.

TABLE 5. SD of prediction accuracy of the recommendation results.

prediction accuracy is defined as follows:

Prediction accuracy =
Nk
k
.

In this experiment, we set k to 4 in reference to a report
that people can only remember about four chunks in short-
term memory tasks [86]. In order to evaluate variation of the
above evaluation metrics, we also calculated standard deriva-
tion (SD) of AP@4 and prediction accuracy. For accurate
evaluation, random removal of links and link prediction were
repeated 10 times. Then the average of all evaluation metrics
for all 10 times was calculated.

Tables 2-5 show the results of music video recommenda-
tion. From Table 2, which shows results for MAP@4, we can
see that (P) outperforms the other reference methods at all
percentages of training links. Here, MAP@4 can consider

how many ground truth music videos are ranked in higher
ranks. In other words, we can evaluate the effectiveness
of adopting the recommendation methods for applications
that present recommendation results in a ranking format
(see Fig. 4(a)). Also, from Table 4, which shows results of
mean prediction accuracy, we can see that (P) outperforms
the other reference methods at most percentages. Here, mean
prediction accuracy can evaluate the effectiveness of adopting
the recommendation methods for applications that present
recommendation results in a listing format (see Fig. 4(b)).
Therefore, we can confirm that (P) is effective for any appli-
cation. Furthermore, from Tables 3 and 5, we can see that
SD of both metrics in (P) is mostly the smallest of those of all
reference methods. Thus, we can confirm that (P) can most
accurately recommend music videos for all users without
variation.
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FIGURE 4. Examples of applications that present recommendation
results.

Next, we evaluated differences between (P) and the other
reference methods in detail. When we compared (P) with
(R1), the effectiveness of utilization of audio, visual and
textual features was verified. From the results obtained by
(P) and (R2), we can see that our method outperforms our
previous method [71]. Thus, we confirmed the effectiveness
of introducing visual features into construction of a network
and performing LP-LGSN. When we compared (P) with
(R3), we can see that (R3) did not realize more successful
link prediction than (P). In real-world video hosting services,
there may be a lack of essential social metadata. Thus, there
is a case in which nodes have actually similar characteristics
on the network but are not common neighbors. In this case,
it can be considered that the performance of the link pre-
diction that utilizes only weight Jaccard coefficients can be
lowered. Thus, we can confirm that LP-LGSN can estimate
relevance between unlinked nodes more accurately than can
link prediction of (R3). Moreover, we can see that the per-
formance of LP-LGSN is improved when compared to that
of (R4). Note that LP-LGSN extracts pairs of unlinked nodes
for which degrees of local and global similarities are both
high. It can be considered that LP-LGSN can obtain reliable
link prediction scores even if there are unreliable links in the
network. Therefore, we can confirm that (P) can realize more
accurate link prediction than (R4) can. As a result, we have
confirmed the effectiveness of the proposed method.

C. EVALUATION OF THE EFFECTIVENESS OF LP-LGSN
In this section, we evaluate whether LP-LGSN actually
contributes to improvement of recommendation perfor-
mance or not. To verify whether link prediction scores can
represent the degrees to which users desire music videos,
we calculated Pearson’s correlation coefficients between link
prediction scores and the ground truth. The evaluation scheme
is motivated by the papers [87], [88], in which the discrimi-
nant power of features was evaluated by using Pearson’s cor-
relation coefficients between the features and labels. Specifi-
cally, we calculated the correlation coefficients between link
prediction scores of all music videos and labels that indicate 1
if each music video is the ground truth and 0 otherwise.

TABLE 6. Pearson’s correlation coefficient of each method.

In the same manner as that for the evaluation in Section IV-B,
we repeated the link prediction 10 times, and we calculated
the average of Pearson’s correlation coefficients. Note that
the link prediction scheme adopted in each method is (P) and
(R1): LP-LGSN, (R2) and (R4): node2vec-based similarities,
and (R3): weighted Jaccard coefficients.

Table 6 shows the correlation coefficients of (P) and (R1)-
(R4) in which the percentage of training links is 50%. From
this table, we can see that the correlation coefficients of (R2)
and (R4) are lower than that of (R3). Here, weighted Jac-
card coefficients can clarify the difference between recom-
mended music videos and other music videos since weighted
Jaccard coefficients are zero if pairs of nodes do not have
common neighbors. Thus, link prediction scores of (R3)
have high correlation with the labels. However, recommen-
dation performance of (R2) and (R4) is higher than that of
(R3) since node2vec-based similarities are accurately cal-
culated in all ranks with consideration of the global struc-
ture. Therefore, it can be considered that weighted Jaccard
coefficients and node2vec-based similarities can realize accu-
rate recommendation in higher ranks and in all ranks,
respectively.

Finally, we can see that the (P) has the highest correla-
tion in all methods. As a result, it can also be considered
that this is because LP-LGSN has merits of both weighted
Jaccard coefficients and node2vec-based similarities. Above
all, we can confirm that link prediction scores obtained
by LP-LGSN actually contribute to improvement of recom-
mendation performance.

D. EVALUATION OF PERFORMANCE LIMITATION
To evaluate the effectiveness and limitation of (P) and
(R1)-(R4), we calculated precision@k , recall@k and
F-measure@k , which are defined as follows.

Precision@k =
Nk
k
,

Recall@k =
Nk

N (GT) ,

F−measure@k =
2× Precision@k × Recall@k
Precision@k + Recall@k

,

where N (GT) is the number of ground truth music videos of
each user. In this evaluation, we calculated the averages of
these evaluation metrics for all users. We also set k to 4 in
the same manner as MAP@k and mean prediction accuracy.
In addition, we set k to 1 in order to evaluate the results in the
top rank, for which users mostly paid attention to [47], [49],
[53]. Tables 7-15 show the results for (P) and (R1)-(R4) when
the percentages of training links are 10%-90%, respectively.
The results are discussed below.
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TABLE 7. Precision, recall and F-measure when the percentage of training links is 10(%).

TABLE 8. Precision, recall and F-measure when the percentage of training links is 20(%).

TABLE 9. Precision, recall and F-measure when the percentage of training links is 30(%).

TABLE 10. Precision, recall and F-measure when the percentage of training links is 40(%).

TABLE 11. Precision, recall and F-measure when the percentage of training links is 50(%).

TABLE 12. Precision, recall and F-measure when the percentage of training links is 60(%).

Effectiveness
Tables 9-15 show that (P) mostly outperforms all of the
reference methods when k is 1. Thus, we can confirm that the
proposed method can present the top results most accurately.
Also, Tables 9-12 show that precision@4, recall@4 and
F-measure@4 of (P) are the highest values of all reference
methods when percentages of training links are medium

percentages.We can thus confirm that the proposedmethod is
the most effective method for music video recommendation
in real-world applications.
Limitation
From Tables 7 and 8, we can see that precision, recall and
F-measure of (P) are mostly lower than (R4). This tendency
can be also found in Table 4. When percentages of train-
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TABLE 13. Precision, recall and F-measure when the percentage of training links is 70(%).

TABLE 14. Precision, recall and F-measure when the percentage of training links is 80(%).

TABLE 15. Precision, recall and F-measure when the percentage of training links is 90(%).

ing links are low, weighted Jaccard coefficients cannot be
accurately calculated since there are many nodes that do
not have common neighbors. Furthermore, recall@4 and F-
measure@4 of (P) are lower than those of (R4) as can be seen
in Tables 13-15. When percentages of training links are high,
weighted Jaccard coefficients cannot be accurately calculated
since they are easily affected by noisy links. From the above
results, we can consider that weighted Jaccard coefficients
are sensitive to the amount and reliability of metadata. In
such cases, single utilization of node2vec-based similarities
is more effective for performance improvement. On the other
hand, utilization of both link prediction scores is effective
when the number of links is well-balanced. Therefore, in our
future work, we will introduce a framework to automati-
cally control the effects of weighted Jaccard coefficients and
node2vec-based similarities into LP-LGSN.

V. CONCLUSION
In this paper, we have presented a novel method based on LP-
LGSN formusic video recommendation. The contributions of
this paper are (i) construction of a network by collaborative
use of multi-modal features and social metadata and (ii)
derivation of LP-LGSN. From the results of our experiment
in which real-world music videos were used, we confirmed
the effectiveness of our method. Notably, we have shown
the following results. (I) Our method can work well in real-
world applications since evaluation metrics that can eval-
uate the effectiveness in various applications indicate high
values in the higher ranks. (II) The effectiveness of fusing
multiple link prediction scores via our LP-LGSN can be
confirmed by evaluating link prediction scores. As described
in Section IV-D, in our future work, we will introduce a
framework to fuse link prediction scores that can automati-
cally control the effects of local and global structure-based
similarities into LP-LGSN.
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