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ABSTRACT Synthetic aperture radar (SAR) ship detection based on deep learning has been widely applied
in recent years. However, two main obstacles are hindering SAR ship detection. First, the identification of
ships in a port is seriously disrupted by the presence of onshore buildings. It is difficult for the existing
detection algorithms to effectively distinguish the targets from such a complex background. Additionally,
it appears more complicated to accurately locate densely arranged ships. Second, the ships in SAR images
exist at a variety of scales due to multiresolution imaging modes and the variety of ship shapes; these
pose a much greater challenge to ship detection. To solve the above problems, this paper proposes an
object detection network combined with an attention mechanism to accurately locate targets in complex
scenarios. To address the diverse scales of ship targets, we construct a loss function that incorporates the
generalized intersection over union (GloU) loss to reduce the scale sensitivity of the network. For the final
processing of the results, soft nonmaximum suppression (Soft-NMS) is also introduced into the model to
reduce the number of missed detections for ship targets in the presence of severe overlap. The experimental
results reveal that the proposed model exhibits excellent performance on the extended SAR ship detection
dataset (SSDD) while achieving real-time detection.

INDEX TERMS Ship detection, synthetic aperture radar (SAR), deep neural network, attention mechanism.

I. INTRODUCTION
With the advancement of the ocean industry, ships are playing
an increasingly essential role in marine development and
transportation. Suitable means of monitoring and control-
ling ships can effectively improve the efficiency of marine
transportation and reduce maritime traffic accidents [1]-[3].
Synthetic aperture radar (SAR) is widely used in marine
ship detection because of its advantageous independence
from solar illumination and ability to provide images of the
ocean in all-weather operating conditions [4], [5]. In recent
years, the rapid development of TerraSAR-X, RADARSAT-2
and Sentinel-1 has promoted research on ship detection in
SAR images [6], [7].

Due to the strong feature extraction capabilities of convo-
lutional neural networks (CNNs), deep learning has achieved
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great success in object detection tasks. Object detection
methods based on deep learning can be divided into two
main categories: two-stage detection algorithms, including
Faster R-CNN [8], and single-stage detection algorithms
such as SSD [9], RFBNet [10], and YOLO [11]-[13]. Two-
stage detection algorithms offer high positioning accuracy,
whereas single-stage detection algorithms have an absolute
advantage in terms of speed. Both classes of algorithms
are widely applied in automated driving, intelligent security,
remote sensing detection and other fields. For SAR image
object detection tasks, compared with traditional constant
false alarm rate (CFAR) algorithms [14], [15], ship detection
algorithms based on deep learning do not require complex
modeling processes; consequently, they have attracted con-
siderable research interest from scholars. Li et al. applied
the various training strategies to improve the Faster R-CNN
detection algorithm for ship detection in SAR images [16].
Kang et al. developed a detection algorithm combining
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traditional CAFR and Faster R-CNN. The region generated
by Faster R-CNN was used as the guard window of CAFR to
obtain the location information of targets [17]. Jiao et al. pro-
posed a densely connected multiscale neural network based
on a Faster R-CNN framework. The method leveraged the
densely connected network as its main trunk to detect ship
targets [18]. Kang et al. proposed a region-based CNN that
combines context information and shallow location features
with deep semantic features to improve the accuracy of ship
target location [19]. However, some problems still arise for
ship detection in SAR images based on deep learning. First,
the background for ships adjacent to a port is complex and
is seriously disturbed by the wharf and onshore buildings.
The above algorithms cannot effectively distinguish targets
from such complex scenes. In particular, when the ships are
densely arranged, the above algorithms cannot accurately
locate them. Furthermore, the areas of overlap between the
detection boxes for different ships will be quite large; unfor-
tunately, however, a target with a large overlap region will
be discarded after the operation of nonmaximum suppression
(NMS). Second, SAR ship targets exhibit a broad diversity
of scale due to the multiresolution imaging modes and the
variety of ship shapes, making them difficult for existing
algorithms to effectively detect and locate, especially for
small-scale ship targets. Finally, most SAR ship detection
algorithms based on deep learning adopt a two-stage detec-
tion framework based on Faster R-CNN, which emphasizes
detection accuracy while ignoring the detection speed. This
results in failure to detect the targets in real time.

Visual attention models have been widely applied in
object detection, object recognition, object tracking and other
fields [20]. The core idea of an attention mechanism is to help
a model learn to focus on key information while ignoring
irrelevant information [21]. An object detection algorithm
based on a visual attention mechanism usually obtains a
saliency feature map by means of the attention model and then
calibrates the targets in the image by analyzing the saliency
map. For the task of ship detection, Song et al. combined the
sparse saliency of the targets obtained through an attention
model with the local binary pattern (LBP) features and pro-
posed an automatic ship detection algorithm for optical satel-
lite images. This algorithm exhibits good robustness against
interference from clouds and varying lighting conditions [22].
With the development of deep learning in the field of com-
puter vision, it is becoming increasingly important to build
neural networks equipped with attention mechanisms. On the
one hand, such a neural network can independently learn
the attention mechanism. On the other hand, the attention
mechanism can in turn contribute to the understanding of
the neural network [23]. In the context of combining visual
attention mechanisms and neural networks, the work reported
in Reference [24] imitated the characteristics of human atten-
tion and learned the corresponding weights through a CNN.
Then, the weights were reassigned to the feature matrix, and
features with high weights were selected as the focus of
attention. Wang et al. proposed a residual network combined
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with an attention model that achieved good results in image
classification [25]. Zheng et al. proposed a component learn-
ing method using a CNN based on a multiattention model,
which enabled the network to obtain more fine-grained image
features [26].

When building a SAR ship detection model based on a
CNN, it is necessary to fully consider the differences between
optical images and SAR images and to design the CNN model
accordingly. In this paper, we propose a single-stage object
detection algorithm combined with an attention mechanism
to solve the current problems arising in the context of ship
detection in SAR images. The attention module proposed
in [25] employs a hybrid attention mechanism of spatial
attention and channel attention that can effectively extract the
salient features of the target. Inspired by this attention mech-
anism, this paper designs an object-detection network that
additionally combines an attention mechanism. We have inte-
grated the attention module proposed in [25] into the detec-
tion network to extract a salient-feature map and enhance the
difference between the target and background. The network
proposed in this paper is different from that in [25], where
the attention mechanism at a single level is used to highlight
features that are more advantageous to classification. In con-
trast, this paper constructs a multilevel feature pyramid, uses
the attention model to obtain the salient features of different
levels, and fuses the salient features of different levels. As a
consequence, the proposed network has more accurate feature
expression ability for targets in complex scenarios. Another
important difference is that the network proposed in [25]
focuses more on the semantic information of the target
than on the multiscale characteristics. However, the ships in
SAR images exist at an obvious variety of scales due to
multiresolution imaging modes and the variety of ship shapes.
In this paper, the Inception module [29] is employed at dif-
ferent levels of the network to address the multiscale problem
of the target. Feature information of different scales is acti-
vated on different branches, which improves the information
transmission between upper and lower levels. In addition,
at the end of the network, we assign different sizes of feature
maps to predict different scales of targets, which improves
the adaptability of the network to different scales. The main
contributions of this paper are as follows.

1) In view of the complex scenarios encountered in
SAR images containing ships, an end-to-end network
structure for SAR ship detection is proposed. We inte-
grate an attention mechanism into the network to
obtain salient feature maps at different depths and fuse
corresponding multiscale features, thereby improving
the accuracy of the network in detecting and locat-
ing densely arranged ship targets against complex
backgrounds.

2) A loss function that incorporates the generalized inter-
section over union (GIoU) loss [27] is constructed to
reduce the scale sensitivity of the network in order
to address the multiscale characteristics of ships in
SAR images.
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FIGURE 1. The main flow of the algorithm. The blue boxes represent the salient-feature maps at different depths enhanced by the attention
mechanism. We use differently colored arrows to represent operations such as data preprocessing.

3) Soft nonmaximum suppression (Soft-NMS) [28] is
integrated into the final processing of the results to
improve the detection rate for ship targets with large
overlaps in their detection regions.
The proposed model is based on a single-stage object
detection algorithm and thus can achieve a good detec-
tion effect while maintaining a fast detection speed.
Therefore, it can support real-time ship target detection.
The rest of the paper is organized as follows. Section II
illustrates our proposed method and network structure.
Section III introduces the dataset used in our experiments and
describes the experimental details. The results and possibil-
ities for future work are discussed in Section IV. Section V
presents the conclusions.

4)

il. METHODS

This paper proposes a method of ship detection in
SAR images based on an attention mechanism. The main flow
of the algorithm is shown in Fig. 1. First, after the original
image is preprocessed, it is used as the input to the network.
Second, a backbone network is constructed from Inception
modules [29] to obtain multilevel target mapping features.
Third, the saliency of the mapping features is enhanced by
means of the attention mechanism to obtain saliency feature
maps; then, the saliency features expressed at different depths
are fused via a feature fusion method. On the fused feature
maps, the locations and confidence scores of the targets
are predicted. Finally, the predicted boxes are filtered via
Soft-NMS [28], and the final detection results are obtained.

A. CONSTRUCTING THE FEATURE EXTRACTION NETWORK
To handle the characteristics of ship targets in SAR images,
we select Inception-ResNet modules [29] as the basic units
for constructing the feature network and acquiring the image
feature pyramid. The network structure used in the algo-
rithm is shown in Fig. 2. The residual part of the ResNet
architecture [32] is replaced with an Inception module in
this network. With this extension of the Inception module,
the ability of the network to transmit higher-level information
is enhanced. A shortcut method is introduced to overcome
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FIGURE 2. An Inception-ResNet module. (a) The original Inception
module. (b) Inception combined with ResNet.

the phenomenon of gradient disappearance and increase the
depth of the network. We superimpose two convolutions with
dimensions of 3x%3 in the Inception branch to obtain receptive
fields (RFs) with dimensions of 5x5 [10], [30]. Larger RFs
can capture a wider range of information, which is beneficial
for distinguishing ship targets from complex backgrounds.
Inception modules are introduced to form a multibranch
convolution structure, and the convolution cores of different
sizes in each branch increase the diversity of the feature
information obtained. In this network, a 1%1 convolution
channel is adopted for dimension reduction, thereby reducing
the number of parameters of each Inception module. At the
same time, linear convolution is used for dimension stitching
to match the input and output dimensions. After each con-
volution layer, a batch normalization (BN) layer and a leaky
rectified linear unit (ReLU) layer are applied to accelerate the
convergence of the network and avoid overfitting.

B. OBJECT DETECTION NETWORK WITH AN ATTENTION
MECHANISM
In this section, we propose a detection network integrated
with an attention module in [25] to extract the salient-feature
map and enhance the difference between the target and
background.

The attention module is mainly composed of two branches:
a convolution branch and a mask branch. The mask branch
has a symmetrical, hourglass-like network structure mainly
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FIGURE 3. Different stages of the mask branch of the attention model. The yellow and green boxes represent the feature
maps after pooling, and the blue boxes represent the feature maps acquired from the convolution layers; the numerical
values represent the feature-map dimensions. We use arrows to represent operations such as convolution and pooling.
Through the depicted process, the mask map of the targets can be learned.

composed of a convolution and a deconvolution network [31]
as shown in Fig. 3.

During the process of convolution, max pooling is per-
formed several times to extract the representative activation
values in the RFs; then, the high-dimensional features of
the targets are obtained through the convolution layers; and
finally, the corresponding mask is learned through the decon-
volution network. Repeated pooling operations result in the
loss of location information, which is detrimental to the accu-
rate localization of the targets in the detection task. Therefore,
in the deconvolution network, unpooling is introduced to
recover the original feature map dimensions [31]. In addition,
we use a dense connection approach to fuse the features from
different layers, thereby further highlighting the information
characteristics of the mask maps. The mask maps act on the
convolutional feature maps through Eq. (1). The saliency fea-
tures are obtained by multiplying the corresponding elements
of the mask and feature maps. In this way, the elements in the
mask map play a role similar to that of weights for the feature
map, enhancing regions of interest and suppressing nontarget
regions.

Aip (¥) = Mip (x) * Cip (x) . ey

where A is the output of the attention model, M is the mask
generated by the mask branch, C represents the features
generated by the convolution branch, i an index representing
the positions of different points in space, and n is an index
representing the different convolution channels.

The network structure of an attention module is shown
in Fig. 4(a). The output M of the mask branch is used
as a set of control gates for the neurons of the convolu-
tion branch. To avoid differences between features maps at
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FIGURE 4. An attention module. The hourglass structure represents the
mask branch. The green bars represent 1x1 convolutions, which are used
to adjust the dimensions. The red arrow represents an identical mapping
branch. (a) An attention module. (b) An attention module combined with
identical mapping.

different levels caused by the attention model, the sigmoid
activation function is used to normalize the values of the
pixels in the mask maps to the range of [0,1]. It should be
noted that attention mode can be selected by changing the
normalization step in the activation function. Reference [25]
shows that hybrid attention can achieve better results than
spatial attention or channel attention alone. Therefore, this
paper adopts the mode of hybrid attention, which can be
realized by the basic sigmoid activation function. As shown
in Eq. (2).

1

£ ) =

However, in the process of constructing the network, multi-
ple attention modules are stacked and multiplied, thus repeat-
edly reducing the element values in the feature maps. This
process will ultimately destroy the original characteristics

(@)
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FIGURE 5. Structure of the proposed object-detection network with an attention mechanism.

of the network. In deeper network layers, it is easier to
fall into local optima. Therefore, the concept of identical
mapping that is used in ResNet [32] is also introduced into
the attention model. In the convolution branch, an identical
mapping branch is added to the original output, as shown
in Fig. 4(b). On the one hand, the identical mapping concept
solves the problem of gradient disappearance in the network,
allowing the network depth to be increased; on the other hand,
through the addition operation, the salient features of the
model output become more obvious, and the discrimination
of target features is enhanced. The corresponding network
can be described as follows:

Ain () = Min (x) % Cip (x) + Cin ()

= (1+ M, (x)*Cip ). 3)

Most existing algorithms combine low-level location infor-
mation with high-level semantic information to solve the
problem of missing target location information in the process
of network downsampling [13], [33]. However, the identi-
fication of ships in SAR images is seriously disrupted by
complex backgrounds, and it is difficult to obtain effective
location features in a low-level network. If effective location
information cannot be obtained in a low-level network, then
the fusion of features of different depths will also be mean-
ingless. Therefore, a new feature fusion method is proposed
in this paper. First, the attention model is integrated into
the detection network to enhance the saliency of the target
location information in the shallow features. Then, saliency
features of different depths are fused using the structure mode
of the Feature Pyramid Network (FPN) feature extractor [33]
to retain more semantic information while also ensuring the
accuracy of the location information.

The overall network structure is shown in Fig. 5. First,
the dimensions of the input image are adjusted by a 7x7 con-
volution layer, and then, downsampling is performed by a
max pooling layer. The backbone network consists of four
stages. In each stage, an Inception-ResNet module is used
as the basic unit to construct the feature pyramid, thereby
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enhancing the ability to acquire higher-level information.
Moreover, the convolution layer in each Inception-ResNet
module can connect different stages by changing the size
and dimensions of the feature map. In each stage, saliency
feature maps at different depths are obtained by concatenating
several attention modules in series, and the features from dif-
ferent depths are fused to highlight the location information.
The details of the proposed backbone network are shown
in Table 1.

The output of the network is a set of feature maps of three
different scales, which are obtained by downsampling the
dimensions of the input image by factors of 32, 16 and 8.
The algorithm makes predictions based on these three-scale
feature maps. In detail, the tensors of the feature maps are
divided into different numbers of grid cells according to their
scales. Each grid cell includes the location attributes of the
corresponding bounding boxes and the confidence scores
of the corresponding objects. After filtering by means of a
confidence threshold and NMS, the final prediction results
are obtained.

C. LOSS FUNCTION
The mean squared error (MSE) loss is used as a loss function
in most detection algorithms to evaluate the effect of bound-
ing box regression. However, for SAR ship targets, the target
sizes vary greatly with different resolutions, and the MSE loss
is sensitive to scale [27]. Therefore, using the MSE loss as
the loss function will affect the positioning accuracy for ship
targets. In this paper, we integrate the GIoU [27] mechanism
into the loss function to reduce the scale sensitivity of the loss
function. The GIoU is defined as follows:
|C\ (AU B)| |A N B|
cr S lAuBl
where A and B are arbitrary convex shapes and C is the small-
est convex shapes enclosing both A and B. |C\ (A U B)| is the
area occupied by C that excludes AUB. The GIoU loss can be
defined as Lgjoy = 1 — GloU. In our scheme, the following
method is used to calculate Lgj,y. First, the coordinates of

GloU = IoU —

“
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TABLE 1. The details of the proposed backbone network.
Stage Layer Input Kernel Size Stride Output Memory
Conv 3@A448%x448 7x7 2 64@224x224 64x224x224
Max pool 64@?224x224 2x2 2 128@112x112 128x112x112
1 Inception-ResNet-1 128@112x112 3x3, 1x1 1 128@112x112 128x112x112
Attention model 128@112x112 3x3 1 128@112x112 128x112x112
2 Inception-ResNet-2 128@112x112 3x3, 1x1 2 256@56x56 256%x56x56
Attention model 256@56%56 3x3 1 256@56x56 256x56x56
Attention model 256@56%x56 3x3 1 256@56x56 256x56x56
3 Inception-ResNet-3 256@56x56 3x3,1x1 2 S512@28%x28 512x28x28
Attention model 512@28%28 3x3 1 S512@28%28 512x28x28
Attention model S512@28%x28 3x3 1 512@28%28 512x28%28
Attention model 512@28%28 3x3 1 512@28%28 512x28%28
Attention model S512@28%x28 3x3 1 S512@28%x28 512x28x28
4 Inception-ResNet-4 512@28%28 3x3, 1x1 2 1024@14x14 1024x14x14
Attention model 1024@14x14 3x3 1 1024@14x14 1024x14x14
Attention model 1024@14x14 3x3 1 1024@14x14 1024x14x14
Attention model 1024@14x14 3x3 1 1024@14x14 1024x14x14
Attention model 1024@14x14 3x3 1 1024@14x14 1024x14x14

the predicted bounding box and the ground-truth bounding
box are obtained from the location information x, y, w, and
h predicted by the network.

X1 =w/2—x, x»=w/24+x
yi=h/2—y, y2=h/2+y. )

In Eq. (5), x1, y1, X2, and y, are the coordinates of the pre-
dicted bounding box, and the corresponding area is denoted
by Sp,. The coordinates of the ground-truth bounding box,
xj, 7, x5, and y; can also be calculated according to the
object label, and the corresponding area is denoted by S,.
We can then calculate the intersection area S; and the union
area Sy between two boxes, as shown in Eq. (6) and Eq. (7),
respectively:

(5 —x) (5 =) x> xl0h >

place of the original MSE loss for bounding box regression
can effectively reduce the scale sensitivity of the algorithm.
The loss function of the network consists of two terms: a
confidence score loss, Lossonf , and a location loss, LosScoord -
Finally, the loss function that incorporates GloU can be
expressed as follows:

Loss = Losscont + LOSScoord

D
« X Y[ (i 65) + 15 (3. )]

i=1 j=I

s B
+BY. > 1 Loy (1)

i=1 j=1

St = 0 otherwise. © where S denotes the number of grid cells into which the

Sy =S,+8S;— 5. 7) feature map predicted by the network is partitioned and B rep-
resents the number of bounding boxes contained in each grid

where x| = max(x;,x}), ¥} = min(x.x})y] = cell ll.(;.b/ represents the number of bounding boxes predicted

max (y1 , yT), and yé = min (yg, yﬁ) Furthermore, the small-
est enclosing box B¢ can be determined, and the correspond-

to contain objects, whereas l;wbj is the number of bounding

boxes predicted to contain no objects. « is the balance factor

ing area Sc can be formulated as follows: ) 2
for the confidence score, expressed as (Cij — C;) , Where
Sc = <x2C — xlc ) * (yzc — yf) . 8) C and C* are the confidence score and the corresponding
label, respectively. B is the balance factor for the location
where xC = min (x1,x}), xf = max(x,x}), ) = loss, expressed as [2 — (w % h) / (Wi, * hj,)], where w and

min (y1 , yT), and yzc = max (yz, yz) Based on the above
derivations, GloU and L,y can be calculated as follows:

h represent the width and height, respectively, of the object
and wjy, and h;, represent the dimensions of the network input.

Sc — Sy B is negatively correlated with the object area. When the

GloU = IoU — 5. ) size of a target is small, the weight of this target in the loss

Loy = 1 — GloU ¢ (10) function can be increased to improve the detection effect of
oU = .

It can be seen that the GIoU is invariant with respect to
the scale. Thus, integrating Lgj,py into the loss function in
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the algorithm. Since the output of the network is normalized
by the sigmoid activation function, using the cross-entropy
loss function shown in Eq. (12) as the confidence score loss
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FIGURE 6. The algorithm flow of NMS and an illustration of the problem
with NMS for the SAR ship detection task. (a) The algorithm flow of NMS.
(b) An illustration of the problem.

can lead to a convergence effect.
£ (€. Cy) = Citog (Cy) + (1 = Cy) log (1= C5). (12)

D. SOFT-NMS FOR FINAL PROCESSING OF THE RESULTS

NMS is applied in most state-of-the-art detectors to obtain
the final results because it significantly reduces the num-
ber of false positives [8]-[10], [13]. The algorithm flow of
NMS is shown in Fig. 6(a). First, the initial detection boxes
in the list are sorted by their confidence scores S;. Second,
the detection box with the maximum score, By, is moved to
the final detection list, D, and all other detection boxes are
assigned unique identifiers B;. Third, any box B; that has an
overlap area with By that is greater than some threshold N, is
removed. This process is repeated for the remaining boxes B;
until the initial list is empty. However, ships near a harbor are
typically densely arranged; therefore, using the NMS algo-
rithm to process the results will result in missed detections.
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This problem is illustrated in Fig. 6(b). The red and green
rectangles represent detection results for different targets and
correspond to different confidence scores. We assume that the
red rectangles have the highest scores, followed by green and
yellow. If the results are processed by the NMS algorithm,
the green rectangles will be deleted because of their large
overlaps with the red rectangles. Hence, the ship targets
marked with green rectangles will be ignored, even if they
actually exist. This will reduce the average precision of ship
detection. Therefore, Soft-NMS [28] is introduced in place
of the original NMS algorithm to process the results of ship
detection.

The original NMS algorithm can be expressed as a rescor-
ing function, as shown in Eq. (13):

i 1 By, B; N,
Sl — Sla OU( M, I) < V¢ (13)
09 IoU (BMvBl) ZNI'

where S; is the score of detection box B;, By is the detection
box with the maximum score, and NV, is the overlap threshold.
In NMS, a hard threshold is set to decide which boxes should
be kept and which should be removed in the neighborhood
of By. If an object actually exists but has an overlap rate
with By that is greater than IV, its detection will be missed.
The core idea of Soft-NMS is to attenuate the scores of
detection boxes that have large overlaps with By; by means
of a penalty function instead of directly setting those scores
to zero. Soft-NMS can be expressed as follows:

Si, IoU (By, B;) < N;
Si= IOU(BM'Bi)Z (14)
Siem o , IoU (By, B;j) = N;.
InU(BM’Bi)Z
where e™ o is a Gaussian penalty function and o is an

empirically selected hyperparameter. It is clear that the scores
for detection boxes that have larger overlaps with By will be
more strongly reduced, whereas detection boxes that are far
away from Bys will not be affected. If the score of such a
penalized box is still higher than the evaluation threshold Oy,
then that box will be retained rather than discarded. By inte-
grating this soft method into the model, the missed detection
rate for ship targets in a harbor can be reduced.

Ill. EXPERIMENTS

In this section, we describe the experiments carried out in
this study, including the data preprocessing, network training,
experimental details, and analysis of the experimental results.

A. INTRODUCTION TO THE EXPERIMENTAL

PLATFORM AND DATASET

All experiments were implemented on a workstation with an
Intel(R) Xeon Silver 4114@2.20 Hzx40 CPU, an NVIDIA
GTX TITAN-XP GPU, 128 GB of memory and the Keras
framework. The initial learning rate of the network was set
to 0.001. The optimization algorithm used stochastic gradi-
ent descent (SGD), with a momentum parameter of 0.9 and
an attenuation coefficient of 0.00004. Warm-up [34] was

VOLUME 7, 2019



C. Chen et al.: Deep Neural Network Based on an Attention Mechanism

IEEE Access

TABLE 2. The details of SSDD.

Polarization Resolution Scenario Number
HH, VV near-shore
HV, VH Im-15m offshore 1706

introduced during the initial training stage to avoid gradi-
ent explosion; the corresponding number of epochs was 3.
To evaluate the detection performance of the model, the open
SAR Ship Detection Dataset (SSDD) [16] was utilized in the
experiments. This dataset includes ship objects at different
resolutions (1 m to 15 m) and of different sizes against differ-
ent scenarios (near-shore and offshore). The scene diversity
of the samples ensured that the trained model would have
a strong generalization ability. In addition, because the ship
targets are too small to detect in low-resolution images, only
ship targets consisting of more than three pixels are labeled.
In summary, the dataset contains 1160 images of different
scenes with multiscale ship targets. To make the trained
model more robust, we extended the dataset as follows.
Actotal of 14 SAR images containing ship targets were cut into
small slices and labeled in the PASCAL VOC format [35].
Finally, the number of images in the dataset was expanded
to 1706. We divided the data into a training set, a verification
set, and a test set at a ratio of 7:1:2. The details of SSDD are
shown in Table 2.

B. DATA PREPROCESSING

1) ANCHOR BOX SELECTION BASED ON K-MEANS+-+

If the network directly predicts the width and height of
each target bounding box, this will affect the stability of
the gradient for the object detection task [12]. Consequently,
most existing object detection algorithms instead predict the
offset between the ground-truth box and an anchor box. The
implementation is shown in Fig. 7(a), where P,, and Pp
denote the width and height, respectively, of the anchor box.
Since the anchor box represents prior knowledge obtained
from the statistics of the training samples, selection of a
reasonable anchor box size can effectively improve the ability
of the model to detect some objects of unknown size and
shape. In this study, the dataset was reclustered using the
k-means++ algorithm. Nine anchor boxes were obtained,
three for each scale (138«64, 121%191, 81x43, 50x148,
43%83, 31x27, 21x68, 12x17, and 12%38), with an average
intersection over union (IoU) of 0.67. On the one hand,
compared with manual anchor box selection [8], [16], [18],
clustering can achieve better results. On the other hand,
k-means+-+ reduces the impact of the initial value selec-
tion on the clustering results compared with the k-means
algorithm [36], [37] and makes the loss function converge
faster. The distance metric used in the clustering process is
as follows:

D (box, centroid) = 1 — IoU (box, centroid) . (15)
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FIGURE 7. lllustrations of an anchor box and the loU. (a) An anchor box.
(b) A diagram illustrating the loU algorithm.

where box denotes the bounding box area and centroid rep-
resents the cluster centroid. loU illustrated in Fig. 7(b) and is
calculated as follows:

loU = (ANB)/(AUB). (16)

The use of prior information will make the training of
the neural network more meaningful and improve the perfor-
mance of the algorithm to some extent. In future work, we will
consider some other more effective prior-information mining
methods.

2) DATA AUGMENTATION

It is more difficult to obtain labeled SAR image data than it
is to obtain common labeled images [39]. Therefore, it was
necessary to expand the existing labeled images to achieve
a sufficient number of samples for model training in this
study. Data augmentation [34] is implemented via a series of
transformations in order to make full use of a limited amount
of training data, which is beneficial for preventing overfitting
and enhancing the generalization ability of a model. The
introduction of noise can simulate the interference encoun-
tered in the actual process and increase the robustness of the
model.

The data augmentation results are shown in Fig. 8.
The images were processed as follows: (1) original image,
(2) random flipping, (3) affine transformation (rotation, trans-
lation, and scaling), (4) adding additive noise, (5) adding
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FIGURE 8. The results of data augmentation.

multiplicative noise, (6) adding Gauss noise, (7) randomly
inactivating pixels and (8) blurring.

C. EVALUATION METRICS

To quantitatively evaluate the detection effect of the model,
the detection performance was assessed in terms of the fol-
lowing criteria:

. Nip
precision = ———. 17
N;p + pr
Ny
recall = ————. (18)
th + an

where Ny, is the number of correctly detected ship targets,
Ny, the number of incorrectly detected targets and Ny, is the
number of missing ship targets. We calculated the F1 score
and the average precision (AP) as shown in Egs. (19) and (20),
respectively, to represent the comprehensive performance of
the algorithm [19], [35], [38]. We considered a predicted
bounding box to be correct when it had an IoU greater
than 0.5 with a single ground-truth box.

Fl— 2 X pre.zc.ision X recall. (19)
precision + recall

n
AP = Zprecision (k) x Arecall (k) . (20)
k=1
where n is the total number of images in the dataset,
precision (k) is the precision at a cutoff point of k£ images,
and Arecall (k) is the difference in recall between the cutoff
point k — 1 and the cutoff point k [35].

D. EXPERIMENTAL DETAILS

1) OPTIMIZATION OF THE NETWORK STRUCTURE

The detection effect of a CNN mainly depends on the under-
lying backbone network [40]. Therefore, the detection per-
formance can be greatly improved by optimizing the network
structure. In our proposed model, the backbone network con-
sists of four stages, each of which consists of different number
of attention modules, as shown in Fig. 5. We denote the num-
bers of attention modules in stages 1-4 by {ny, ny, n3, ns},
respectively, and treat these quantities as hyperparameters.
The values of the hyperparameters were empirically selected
based on a number of experiments to adjust the network
depth. This structure not only facilitates depth adjustment of
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TABLE 3. The performances of different backbone networks.

Backbone Training Testing AP
Structure Time/Epoch Time/Image
{1,1,1,2} 455s 24.60 ms 69.75%
{1,1,2,4} 464s 26.65 ms 73.93%
{1,2,4,4} 480s 28.40 ms 71.74%
{2,2,3,4} 494s 29.79 ms 76.69%
{2,2,6,4} 508s 31.13 ms 76.07%

FIGURE 9. The P-R curves for different backbone networks.

the network but also makes it easy to compare the effects of
the numbers of attention modules used in different stages.
Various network structures were evaluated on the test set from
SSDD [16]. The experimental results are shown in Table 3.

By comparing the different network structures, it can be
seen that with an increase in the network depth, the AP of
the model increases, and the corresponding detection time
for a single image also increases. However, for the network
structure of {2, 2, 3, 4}, the AP begins to show a downward
trend, indicating that the network structure has fallen into
a local optimum. Continuing to deepen the network will
no longer be advantageous in terms of the AP, and it will
increase the detection time. Moreover, we find that increasing
ny and n3 can yield better detection results than adjusting nj.
Considering the detection time and AP results, we choose
{1,2,4,4} as the optimal network structure. Finally, we draw
the P-R curves [13], [35], [38] for several network structures
to intuitively illustrate the influence of different network
structures on the AP, as shown in Fig. 9.

2) COMPARISON OF DIFFERENT LOSS FUNCTIONS

To compare the effects of different loss functions on network
training, we used the MSE and GIoU losses as loss functions
for bounding box regression and trained the network on
the basis of the optimal network structure proposed in the
last section. The same training set and training mode were
used in both cases. The variation of the loss function during
training is shown in Fig. 10. In the initial stage of training,
the value of the GIoU loss was higher, and the convergence
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FIGURE 10. The training loss versus the number of steps when network
was trained using the MSE loss and the GloU loss.

TABLE 4. Comparison between the performances of networks trained
using the MSE loss and the GloU loss across multiple evaluation
thresholds.

Evaluation/Loss MSE Loss GIoU Loss Improvement (%)
AP(0.5) 77.74 79.37 1.63
AP(0.6) 54.29 55.91 1.62
AP(0.7) 27.74 30.77 3.03
AP(0.75) 16.02 19.11 3.09

rate was slower. In contrast, the MSE loss converged faster
in the initial stage. After 20,000 steps of backpropagation
(BP), the training loss curves of both methods tended toward
stability. Early stopping [41] was used to terminate train-
ing. Therefore, the training process with the MSE loss was
stopped at 29,000 steps, and the final convergence loss was
98.47. The training process with the GIoU loss was stopped
at 26,000 steps, and the loss was 69.23 at final conver-
gence. Thus, it can be seen that the convergence effect of
the GIoU loss is better and more stable in the later stage of
training.

We evaluated the models trained with these two loss
functions on the test set, and the results are shown
in Table 4. For an evaluation threshold of 0.5-0.75,
the AP of detection is considerably improved by using the
GIoU loss as the regression loss instead of the original
MSE loss.
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3) INFLUENCES OF NMS AND SOFT-NMS

The AP values under different overlap thresholds can illus-
trate when a detector achieves its best detection effect [40].
Therefore, in Table 5, we compare the AP values achieved
with NMS with those achieved with Soft-NMS under differ-
ent overlap thresholds.

The left and right sides of the table correspond to the
AP values achieved with NMS and Soft-NMS, respectively,
under multiple evaluation thresholds for the confidence score
(0.5-0.75) and multiple overlap thresholds (0.3-0.8). In addi-
tion, the values of the hyperparameter o are appended to
the Soft-NMS results. We can infer that the AP decreases
as the evaluation threshold is increased. From a horizontal
comparison, it can be seen that when NMS and Soft-NMS
have the same overlap threshold, the AP achieved with Soft-
NMS is higher than that achieved with NMS under multi-
ple evaluation thresholds. This is because Soft-NMS merely
penalizes the scores of detection boxes that overlap consider-
ably with By, (the box with the maximum score) with penalty
functions rather than deleting them directly as NMS does.
In this way, detection boxes with large overlaps but actually
existing targets are preserved, and thus, the detection rate
for densely arranged ship targets is improved. With increas-
ing N, the AP shows a stronger decrease with NMS because
the high threshold decreases the filtering effect for repeated
detection boxes. However, for Soft-NMS, the improvement
effect is increasingly obvious. This is because when the over-
lap between By (the box with the maximum score) and B;
(any other detection box) is larger, the probability of B; being
regarded as a repeated detection is greater, and the penalty
weight is also greater. When the score of B; multiplied by the
penalty function is lower than the set evaluation threshold,
B; will be deleted, thus guaranteeing the filtering effect of
the algorithm on repeated detection boxes. Therefore, when
N; is large, the effect of Soft-NMS is more obvious.
Compared with that observed with NMS, the decline
in the AP value is delayed with Soft-NMS. Through
these experiments, we can clearly identify the differ-
ences between the effects of NMS and Soft-NMS on the
AP value under different conditions. Moreover, we can also
identify the influence of the hyperparameter o on the behav-
ior of Soft-NMS, thus allowing us to select the value of
this hyperparameter more reasonably. The AP values are
plotted versus N, for both NMS and Soft-NMS under multiple
evaluation thresholds in Fig. 11. It is clear that Soft-NMS
can achieve better performance under different evaluation
thresholds.

E. EXPERIMENTAL RESULTS

To test the validity of the network model, the ship detection
results obtained under the different environmental condi-
tions represented in the extended SSDD [16] were analyzed,
as shown in Fig. 12. In the first row of this figure, we show
results for the detection of densely arranged ship targets,
which is a difficult problem for ship target detection in SAR
images. It can be seen that the algorithm proposed in this
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TABLE 5. AP comparison across multiple overlap thresholds N; and values of the parameter o for NMS and Soft-NMS. The best performance at each

evaluation threshold O; is marked in bold for each method.

N, . AP(0.5) AP(0.6) AP(0.7) AP(0.75) o AP(0.5) AP(0.6) AP(0.7) AP(0.75)
0.3 0.7860 0.5522 0.3054 0.1897 0.1 0.7930 0.5615 0.3108 0.1909
0.4 0.7936 0.5558 0.3059 0.1901 0.3 0.7978 0.5661 0.3119 0.1912
0.5 0.7937 0.5591 0.3077 0.1911 0.5 0.7973 0.5640 0.3136 0.1929
0.6 0.7920 0.5579 0.3071 0.1920 0.7 0.7937 0.5631 0.3112 0.1990
0.7 0.7883 0.5528 0.3046 0.1909 0.9 0.7924 0.5608 0.3083 0.1984
0.8 0.7328 0.5119 0.2859 0.1815 1.1 0.7569 0.5321 0.3021 0.1949
N, N N N

FIGURE 11. AP values versus N; for NMS and Soft-NMS under multiple evaluation thresholds.

paper can effectively distinguish closely spaced ships and
can also effectively segment ship targets close to the coast.
The second row shows results for ship target detection against
ambiguous backgrounds. Ship targets of this kind are charac-
terized by unclear outlines and unclear boundaries between
target and background. We find that the proposed method can
effectively distinguish targets from their backgrounds. The
third row shows results for the detection of ships of different
sizes and orientations in the same image. It is seen that the
algorithm can accurately locate these targets. The fourth row
shows detection results for small, sparsely distributed targets.
It is clear that the proposed algorithm achieves an improved
detection effect for small targets, with a lower missed detec-
tion rate. Furthermore, note that there might be islands in the
ocean that have shapes and sizes similar to ships. Neither the
human eye nor the network can discern whether a target is a
boat or an island by its brightness or shape. In these cases,
the islands and ships can be distinguished by the target’s
state of motion by combining continuous multiframe images.
We will conduct further research in follow-up work.

F. COMPARISON WITH OTHER METHODS
In this section, based on further experiments, the proposed
method is quantitatively compared with several mainstream
object detection models based on deep learning in terms of
the AP and detection speed. The results are shown in Table 6.
It is apparent that the proposed method achieves the best
AP of 79.78% on the extended SSDD compared with other
single-stage object detection methods based on different
backbone networks, including SSD [9] and YOLOV3 [13].
Although our algorithm is not as fast as YOLOV3, its single-
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TABLE 6. The detection performance of four methods.

Method Backbone AP (%) Time (ms)

SSD VGG16 70.62 30.30

Darknet-53 71.76 28.06

YOLO v3 Darknet-53 73.70 24.90

Faster R-CNN 70.90 73.28

Faster RCNN+FPN ~ ResNet-101 84.26 93.50
Attention-

Proposed ResNet 79.78 28.40

image detection time of 28 ms is sufficient for real-time detec-
tion. Compared with the two-stage object detection algorithm
Faster R-CNN [8], the proposed algorithm is faster specif-
ically, its time cost is only 30% of that of Faster R-CNN.
Note that different experimental platforms may have some
impact on the detection time. Furthermore, note that for the
same network structure, the performance of Faster R-CNN
combined with FPN [33] is better than that of the original
Faster R-CNN. There are many small-sized ship targets in the
experimental dataset. However, the original Faster R-CNN
does not combine shallow location information with deep
semantic information; instead, it predicts targets only at a
single level, which results in missed detections of small ship
targets. These findings further demonstrate the importance of
the FPN network structure in SAR ship detection.

In most cases, the performance of the four algorithms
are similar. To intuitively compare the differences among
the different algorithms, we have chosen relatively complex
examples for display in Fig. 13. It is clear that all four
algorithms can effectively detect ship targets, but in terms
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FIGURE 12. Experimental results.

TABLE 7. Detailed information FoR the TerraSAR-X images.

Index Imaging Time Resolution Width Height Polarization Number of Ships
(a) 15 May 2018 S5m 6288 10640 HH 71
(b) 15 May 2018 S5m 6288 10640 HV 71
(c) 26 May 2018 S5m 6456 10224 VH 83
(d) 26 May 2018 S5m 6456 10224 \A% 83

of positioning accuracy, the method proposed in this paper
has the best performance. Moreover, due to the introduction
of the attention mechanism, the proposed network can learn
finer features. Compared with the other three algorithms,
the proposed algorithm can effectively distinguish densely
arranged ships and reduces the number of missed detections
for ships with large overlap.

G. GENERALIZATION ABILITY TESTING

The generalization ability is an important criterion for model
evaluation [41]. Since the training and testing of the proposed
model were carried out on the extended SSDD, it is useful
to evaluate the generalization ability of the model on several
unseen large SAR images. In this section, TerraSAR-X imag-
ing data from a section of water near Qinhuangdao, China, are
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used as the test samples. The test samples have different time
and polarization characteristics and contain ship targets of
different scales against different backgrounds (on the ocean
and in the harbor), as shown in Table 7 and Fig. 15. An optical
remote sensing image of this area is shown in Fig. 14. This
image serves as an important reference for us to determine
the position information of the ships in the SAR images. The
three major differences between the SAR and optical images
of this area can be summarized as follows: First, the SAR
images reflect the characteristics of the scattering of electro-
magnetic waves from the targets. The optical image contains
abundant visual scene information, whereas the SAR images
are of low resolution, have a low signal-to-noise ratio and
contain relatively monotonous information. Second, because
the SAR images were obtained in the forward direction from
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(a)

(b)

(©)

(d)

(e)

FIGURE 13. Comparison of the results of our proposed method and other methods on SSDD. The numbers in the images are the numbers
of ships. (a) Ground truth. (b) The results of SSD. (c) The results of YOLOv3. (d) The results of Faster R-CNN. (e) The results of the

proposed method.

a lateral view, they are easily affected by the terrain, resulting
in an inversion of the top-bottom image distortion. Third,
the SAR images contain severe speckle noise, posing difficul-
ties for object detection. Panels a, b, ¢, and d of Fig. 15 present
the detection results for different regions (ocean and harbor)
in SAR images acquired at different times and with differ-
ent polarizations. It is obvious that the proposed model can
effectively detect ship targets on the ocean. Although some
instances of false alarms and missed detections are observed
for the ship targets in the port, on the whole, the proposed
algorithm shows good performance. The validation results for
the proposed model are given in Table 8.

IV. DSCUSSION

To better illustrate the effectiveness of the proposed
approaches, we compared the effects of different versions
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of our method on the AP through step-by-step experiments.
We considered the optimal network selected in Section II1.D
as the fundamental model. The various approaches incorpo-
rated into our model, as mentioned above, improve the detec-
tion performance of the model to varying degrees, as shown
in Table 9. By integrating the GIoU loss into the loss function,
the sensitivity of the network to different ship target scales
is reduced, and the AP of the model is improved by 1.63%.
By contrast, using Soft-NMS improves the AP of the model
by only 0.44%. The reason for this lesser improvement is
that the dataset contains relatively few densely arranged ship
samples; therefore, because the primary effect of Soft-NMS
is to improve the detection of ship targets with high overlap
rates, its improvement effect is relatively small on this dataset.
Based on the approaches mentioned above, the final AP of the
proposed model is 79.78% on the extended SSDD.
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TABLE 8. The ship-detection results obtained to validate our method on TerraSAR-X images from Qinhuangdao, Hebei, China.

> >

Detected True False
Ships Ships

Missed
Alarms Ships

Precision Recall F1

313 264 49 44

84.3% 85.7% 84.9%

FIGURE 14. An optical remote-sensing image of Qinhuangdao, Hebei, China.

TABLE 9. The detection performances of four versions of our method.

Method  GloULoss  Soft-NMS Da - Ap (%)
Augmentation
J J N 79.78
Fundamental v S 79.37
model v v 78.18
N 77.74

Notably, the detection effect for SAR ships is affected
by many factors, including incidence angle, image resolu-
tion, polarimetry, metocean parameters, wind speed, ship
size, and ship orientation [42]. Fast wind speeds and poor
metocean parameters in particular can lead to water turbu-
lence, which may produce volume scattering, resulting in
more complex surrounding environments [43]. The detec-
tion algorithm designed in this paper is mainly intended to
overcome the effects of ship size, complex coastal back-
grounds and densely arranged ship targets. In the future,
the ship target information will be considered in combination
with sea state information to further improve ship target
detection.

In this paper, we have also reported some research
on training from scratch [44], [45]. On the one hand,
Reference [45] emphasizes that model convergence can be
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accelerated in the early stage of training by using a model
that has been pretrained on ImageNet, but this approach
does not necessarily improve the final target task accuracy.
Satisfactory convergence can be achieved by applying an
appropriate regularization method and sufficient iterations.
On the other hand, since the network proposed in this paper
is new, there is no suitable backbone that can be used for
transfer learning. Pretraining on ImageNet would require
considerable time and computing power, which would obvi-
ously be infeasible. Therefore, the network was trained from
scratch based on random initialization. BN and leaky ReLU
layers were appended after each convolution layer to speed
up convergence and avoid overfitting. In addition, we used
YOLOV3 both with and without ImageNet pretraining to
compare the resulting detection performance. We found that
the AP could not be improved by using weights pretrained on
ImageNet; in fact, sometimes the AP would even decrease.
This is because the SAR ship detection task is more sensitive
to localization than to classification and ImageNet pretraining
cannot effectively improve localization performance. More-
over, Reference [46] has suggested that training from scratch
has great potential in cross-domain scenarios, such as depth
images, medical images, and multispectral images. Similarly,
for SAR images, training from scratch may result in better
performance.
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(d) May 26th, 2018. VV

FIGURE 15. Experimental validation of the generalization ability of the
proposed model on TerraSAR-X images of Qinhuangdao, Hebei, China.

The red rectangles, magenta ellipses, and green ellipses represent the

ships detected by the model, false alarms, and missed ship detections,
respectively.
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V. CONCLUSION

In this paper, a single-stage object detection algorithm based
on an attention mechanism is proposed, and the effectiveness
of the algorithm is verified on the open dataset SSDD. First,
a modified residual module is applied as the basic unit of the
feature extraction network, thereby enhancing the network’s
ability to acquire higher-level target information. At the same
time, an attention mechanism is integrated into the backbone
network, and the network is redesigned to improve its ability
to detect and locate targets and endow it with the ability to
effectively distinguish densely arranged ships. To account for
the typical multiscale characteristics of ship targets in SAR
images, the GIoU loss is integrated into the loss function to
reduce the scale sensitivity of the network. In addition, Soft-
NMS is introduced to solve the problem of missed detections
of ship targets with high overlap rates. Another advantage
of our proposed algorithm is its fast detection speed. The
detection time for a single image on SSDD is only 28 ms,
which is sufficient for real-time ship detection. The con-
tinued development of SAR technology will enable us to
obtain more high-quality data, which will strongly promote
research on the use of deep learning algorithms in the field of
SAR image processing.
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