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ABSTRACT Social emotion classification studies the emotion distribution evoked by an article among
numerous readers. Although recently neural network-based methods can improve the classification perfor-
mance compared with the previous word-emotion and topic-emotion approaches, they have not fully utilized
some important sentence language features and document topic features. In this paper, we propose a new
neural network architecture exploiting both the syntactic information of a sentence and topic distribution
of a document. The proposed architecture first constructs a tree-structured long short-term memory (Tree-
LSTM) network based on the sentence syntactic dependency tree to obtain a sentence vector representation.
For a multi-sentence document, we then use a Chain-LSTM network to obtain the document representation
from its sentences’ hidden states. Furthermore, we design a topic-based attention mechanism with two
attention levels. The word-level attention is used for weighting words of a single-sentence document and
the sentence-level attention for weighting sentences of a multi-sentence document. The experiments on
three public datasets show that the proposed scheme outperforms the state-of-the-art ones in terms of higher
average Pearson correlation coefficient and MicroF1 performance.

INDEX TERMS Long short-term memory, social emotion classification, topic attention mechanism, topic
model, tree-structured neural network.

I. INTRODUCTION 312 9 8 33 4 6
Social emotion classification is to study the evoked emotion

distribution among a great number of readers who have read

a same article [1]. In some news websites, readers can mark 09 H . "J
their emotion as one of the following ones, "fouch’, ’surprise’,

‘amusement’, 'sadness’, ’curiosity’, and ‘anger’, after read-
ing a piece of news, and the social emotion distribution is
displayed as a vote histogram at the end of a news article.
Fig. 1 illustrates such a social emotion distribution of one
article in a well-known Chinese news website, Sina News.!
Understanding and predicting social emotion distribution for
one article or news are envisioned with lots of applications,
such as article narrative classification, online information
diffusion, public opinion monitoring and etc. [2]-[4].

As a sub-task of sentiment analysis, the earliest research
of social emotion classification appeared in the SemEval-
2007 task 14 [5]. The early methods are word-emotion mod-
els, which have focused on the features of individual words to

.
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FIGURE 1. Social emotions displayed as a vote histogram in Sina News.

find direct relations between words and emotions [1], [2], [6].
Such word-emotion models cannot distinguish different emo-
tions of a same word in different contexts. Later on, some
topic-emotion models have been proposed. They utilize a
topic model like Latent Dirichlet Allocation (LDA) to dis-
cover the topical information of a document and model the
relation between words and emotions [1], [7]-[11]. How-
ever, both the word-emotion models and topic-emotion mod-
els treat individual word separately without considering the

The associate editor coordinating the review of this manuscript and
approving it for publication was Yichuan Jiang.
1https://news.sina.com.cn
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semantic information in between words of a sentence.
Recently, with the successive application of neural net-
work technology in some natural language processing
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tasks, such as neural language models [12]-[14], text
classification [15] and sentiment classification [16], some
neural network-based methods have been proposed for social
emotion classification [17], [18]. They adopt a convolutional
neural network (CNN) or a recurrent neural network (RNN)
to learn the semantic features (like the temporal order) and
obtain a vector representation of the document. Although the
neural network is a powerful tool to obtain document repre-
sentation, these work have not fully utilized some important
language and document features, like the syntactic informa-
tion of a sentence and topical distribution of a document.

In this paper, we study the problem of social emotion
classification by designing a new neural network architec-
ture for obtaining document representation. We argue that
the syntactic dependency relation in between words of a
sentence is also an important feature for a sentence, which
actually have been verified in many related tasks like seman-
tic relatedness [19]-[23]. Furthermore, we also support the
claim in the existing work that the document topical distribu-
tion would help to distinguish the emotion of a same word in
different contexts. Instead of establishing an emotion-topic
model, we propose to include the document topical distri-
bution as a kind of attention mechanism into the proposed
neural network. The attention mechanism is to assign dif-
ferent components different importance weights [24], [25],
which has been successively applied in many neural net-
works for machine translation and document classification
tasks [26]-[28].

In this paper, we propose a two-layer neural network
structure with a LDA-based attention mechanism for social
emotion classification. For a document consisting of more
than one sentence, the lower layer is implemented with a
Tree-LSTM network (tree-structured long short-term mem-
ory network), which encodes the syntactic feature of each
sentence into a sentence vector. The upper layer is a
Chain-LSTM (chain-structured LSTM) with sentence-level
LDA attention, where the Chain-LSTM is used to obtain
the hidden state of each sentence, and our sentence-level
LDA attention is computed as the similarity between each
sentence topic distribution and the document topic distribu-
tion. We then use the attention weights to weight the sum
of sentence hidden states for obtaining the document repre-
sentation. For a document with a single sentence, the pro-
posed structure only contains the lower-layer Tree-LSTM
network, yet the word-level LDA attention is computed as
the similarity between each word topic distribution and the
document topic distribution. After obtaining document rep-
resentation, we input it into a softmax layer to obtain the
final social emotion distribution. Experimenting on three
public datasets, the results have validated the superiority
of our proposed scheme over the state-of-the-art ones in
terms of higher average Pearson correlation coefficient and
MicroF1 performance.

The main contributions of our work are as follows:

« We propose a hierarchical neural network structure to

obtain document vector representation.
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o We propose to use a Tree-LSTM network to encode
syntactic dependency for words in a sentence and inte-
grate a LDA-based attention mechanism into the neural
network, to simultaneously exploit syntactic and topic
information for social emotion classification.

« We experiment and compare the proposed scheme over
three public datasets.

The remainder of this paper is organized as follows:
Section II briefly reviews the related work. The proposed
scheme is presented in Section III and experimented in
Section IV.The paper is concluded in Section V.

Il. RELATED WORK

A. SOCIAL EMOTION CLASSIFICATION

The study of social emotion classification could be dated
back to the SemEval-2007 task 14 [5]. Since then, three main
solution approaches can be identified, namely, word-emotion,
topic-emotion and neural network. The word-emotion meth-
ods are based on the handcrafted features of individual
words for classification [1], [2], [6]. For example, the SWAT
system [6] first establishes a word-emotion mapping dic-
tionary, which is used to score each word in an unlabeled
news headline and derive the overall emotion score. The
emotion-term model [1] treats individual words as indepen-
dently generated from social emotion labels, and then finds
the relation in between words and social emotions with a
Bayesian approach. However, such word-emotion models
ignore the fact that a same word could convey different
emotions in different contexts.

The topic-emotion approaches try to distinguish word
emotions in different contexts by establishing the rela-
tions in between the document topic distribution and
social emotions [1], [7]-[11]. For example, the emotion-topic
model [1] has introduced an emotion layer into the LDA topic
model to jointly model topics and emotions. The affective
topic model [8] has also designed an intermediate layer into
the LDA model to associate each topic with words’ emotions.

Recently, the neural network approaches have gained lots
of focuses for its capable of learning and extracting hid-
den semantic information of a document [17], [18], [29]. For
example, Zhao et al. [17] have proposed a parallel net-
work of Bidirectional LSTM (BiLSTM) and a convolution
neural network (CNN) to obtain a document representa-
tion as the concatenation of the output vectors of the two
networks. Li et al. [18] have modeled one document as a
single sequence and designed a CNN network which con-
tains a word-level and a phrase-level convolution layer to
model word-phrase and phrase-sentence relation respectively.
A phrase represents a nugget of words in the document.
Li et al [29] have proposed a hybrid neural network that
leverages semantic domain knowledge from unsupervised
teaching models like Bi-Term Topic Model (BTM), Repli-
cated Softmax Machine (RSM) or Word2vec. However, these
neural networks have ignored the syntactic information of a
sentence.
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FIGURE 2. The framework of the proposed solution: An input document is first classified as a single-sentence document (SSDoc) or a
multi-sentence document (MSDoc). In the sentence level, we perform the word segmentation for Chinese sentence to obtain the composing
words and use Word2Vec to obtain each word embedding. We next perform a syntactic analysis to obtain the dependency tree for each sentence
and construct a Tree-LSTM network accordingly. For SSDoc, we compute the word-level LDA attention from the LDA model to obtain the
weighted summation of words’ hidden vectors as the document representation. For MSDoc, the lower-layer is also a Tree-LSTM network yet
without attention. We use a Chain-LSTM together with sentence-level LDA attention to obtain a multi-sentence documentation representation.
Based on the document representation, we use a linear layer together with the softmax to output the emotion distribution of the document.

B. ATTENTION MECHANISM

Attention mechanism, which can guide the network to
unequally treat each component of the input according to its
importance, has been shown the capability to improve the
performance of neural networks in many natural language
processing tasks [26]-[28]. For example, Yang et al. [27]
have proposed a hierarchical attention network (HAN) con-
sisting of a layer of word encoder and a layer of sentence
encoder, each of which has been implemented by a BiGRU
(Bidirectional Gated Recurrent Units) with an attention
mechanism. The network can extract the important words or
sentences automatically for document classification. Kokki-
nos and Potamianos [28] have proposed a tree-structured
BiGRU network with attention for sentence-level sentiment
classification, where the attention mechanism is used to learn
the importance of words in a sentence. Different from these
work where the attention mechanism is MLP-based (multi-
layer perceptron), we explore a novel LDA-based attention
mechanism in this paper.

lll. THE PROPOSED SOLUTION
Our neural network models leverage sentence syntactic
information via dependency analysis and integrate topical
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attention via LDA analysis. In social emotion classifica-
tion, a target document can consist of a single sentence
or multiple sentences. We design different neural networks
for the two kinds of documents: For a single-sentence
document (SSDoc), we obtain the SSDoc representation
using a Tree-LSTM structure with the Word-level LDA-
Attention mechanism (Section 4.1). For a multi-sentence
document (MSDoc), we first obtain each sentence vector
by a Tree-LSTM structure, and then feed sentence vectors
into a Chain-LSTM structure with the Sentence-level LDA-
Attention mechanism to generate the MSDoc representation.
Commonly, after document modeling, a softmax output layer
is used for social emotion classification.

The network framework is shown in Fig. 2, where the left
part is for SSDoc and the right part is for MSDoc social emo-
tion classification. At first, an input document is decided as a
SSDoc or a MSDoc. As a Chinese sentence does not contain
natural word delimitations, we then apply a word segmenta-
tion technique to divide one sentence into multiple words.”
For each word, we use a pre-trained Word2vec model [12]
to obtain a word embedding, which is a low dimensional
dense vector of real numbers. In this paper, we use w, s and d

2https:// ‘github.com/fxsjy/jieba
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FIGURE 3. An example of dependency tree produced by the Stanford Parser. The nodes represent words. The edges represent syntactic
relations. The raw sentence is “Test to predict breast cancer relapse is approved”.

to denote a word embedding, sentence vector and document
vector, respectively.

A. VECTOR REPRESENTATION FOR SINGLE-SENTENCE
DOCUMENT

1) TREE-LSTM

We propose to use a Tree-LSTM network to obtain a hid-
den vector for each word of a sentence. To build a Tree-
LSTM, we first apply a dependency analysis tool, Stanford
Parser [30] (for English) or LTP [31] (for Chinese), to obtain
the dependency tree for one sentence, where each node rep-
resents a word and the syntactic dependency relations are
captured by the tree edges.

The left part of Fig. 3 presents the dependency tree for a
sentence 'Test to predict breast cancer relapse is approved’.
We can see that each word is modeled as a node in a five-layer
tree structure, where a parent node is connected with one
or more child nodes and each parent-child relation is with
some syntactic dependency. By modeling each node as a
Tree-LSTM unit, we construct a Tree-LSTM network to
obtain each word a hidden state vector. Specifically, a Tree-
LSTM unit accepts the hidden state(s) of its child node(s)
and the word embedding of the current node to compose
the hidden state of the current node. The hidden states of
the child nodes for leaf nodes are initialized to zero vec-
tors. The process follows the dependency structure, starting
from the bottom leaf nodes till the root node.

The right part of Fig. 3 illustrates the internal structure of a
Tree-LSTM unit. For one Tree-LSTM unit, let C(w,,) denote
the set of its child word(s). The transition functions of the
Tree-LSTM unit are calculated as follows:

f; = U(W(f)Xn + U(f)hj + b(f)), J € Cwn)
i, = c(W?x, + UPh, + b®)
0, = o(Wx, + U, +b©)
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tanh(W¥x,, + U™h,, + b®)

in O] u, + Z f] ® Cj
JEC(wy)
h, = o, © tanh(c,)

u,

Cn

where h, = Zjec(wn) h;. The hidden state h, € R%m
the memory cell ¢, € R where dy, is the memory unit
dimensionality. We use © to denote the pointwise product
operation. We can see that the gate functions and the hidden
state of a node are both dependent on the state of its child
node(s), which can exploit the syntactic information of a

sentence.

2) WORD-LEVEL LDA ATTENTION
The attention mechanism is to assign different importance
for each individual component when composing components
into a single embedding. In the literature, attention mecha-
nism has been applied for text classification and sentiment
classification, yet the attention weights are obtained with a
multilayer perceptron (MLP) in the neural network [27], [28].
In this paper, we propose to use word-level LDA attention
to weight each word hidden state to obtain the SSDoc vec-
tor representation. We argue that the topical information is
important in the social emotion classification task, as an
article usually focuses on some specific topics, yet readers’
emotional reactions might often be related to particular topics
described in an article. To this end, we exploit the LDA topic
model [32] to obtain word-level attention.

According to the LDA model, a document is considered as
a mixture over various latent topics and each latent topic is
a probability distribution over all the words. We first train
the LDA model with a training corpus. Then for an input
document, the LDA model can output the topic probability
distribution of the document, denoted by py = {Pr(k|d )}szl,
and the topic probability distribution of each word in the doc-
ument, denoted by p,,, = {Pr(k|wn)}kK:1, where k represents
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the topic index and K the number of topics. We use the cosine
distance with a scale of [0, 1] between a word p,,, and the
document p, to compute the topical similarity between them,
which is then normalized to get the word-level LDA attention
weight:

nl

sim(wy, d) = M, (1)
[Pw, |IPal

a0, = 0.5 x sim(wy,d)+ 0.5 @

SN _110.5 x sim(wy, d) +0.5]

where N is the number of words in a sentence. Note that
stop-words, regraded as the words without topic information,
are not considered in the LDA model. So they have no topic
distributions and get zero attention weight.

Based on the word hidden state vector h,, and its topical
attention weight «,,,, we compute the SSDoc representation
d,, as the sentence vector s as follows:

N
dys =) _ oy, hy.
n=1

We argue that the vector dg not only contains sentence
syntactic information as from word hidden vectors, but also
includes word topical attention weights.

B. VECTOR REPRESENTATION FOR MULTI-SENTENCE
DOCUMENT

We treat a multi-sentence document as a sequence of sen-
tences and obtain a MSDoc representation in two stages.
In the first stage, we model each sentence by a Tree-LSTM
network in a similar way as that for single-sentence docu-
ment. The difference is that instead of using the word-level
LDA attention in composing a SSDoc vector, we use the
hidden state of the root node as the sentence vector directly
for simplifying the network structure and avoiding the reuse
of topical information in the upstream document vector. Let
Sm,m = 1,..., M, denote the mth sentence vector in a
multi-sentence document.

In the second stage, a Chain-LSTM network with
sentence-level LDA attention is employed to trans-
form sentence vectors into a MSDoc vector. Using the
Chain-LSTM can help to capture potential inter-sentence
relations (such as “‘cause” and ‘“‘contrast’) into the doc-
ument representation [16]. The transition functions of a
Chain-LSTM unit are as follows:

o(Whs,, + UDh,_; + b))
in = o(Ws, + UPh,_; +b?)

o, = o(W9s,, + U2h,,_; +b?)
tanh(W®s,, + U®h,,_; + b®)
inoOuw,+1£,0¢c,—1

h,, = o0,, © ranh(c,,)

fin

Uy

Cm

where the forget gate f,,, the input gate i,,, the output gate o,
control the flow of memory from the previous moment to the
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next moment. And h,,, € R% and¢,, € R% denote the hidden
state and the memory cell in the mth sentence, respectively.

1) SENTENCE-LEVEL LDA ATTENTION

For a multi-sentence document, we argue that not every sen-
tence is equally important for the composition of MSDoc
vector representation. Furthermore, we argue that the more
similar between a sentence and the whole document in terms
of their topic distributions, the more important of the sen-
tence. As such, we propose the following sentence-level LDA
attention to weight each sentence and aggregate the weighted
sentence vectors to form a MSDoc vector.

Notice that the LDA model does not directly output the
topic probability distribution for each individual sentence
Ps, = {Pr(k|sm)}f: |» but can output the probability of one
word appearing in each topic Pr(w|k). So we first compute the
topic probability of one sentence Pr(k|s,,) from its composing
words’ topic probability Pr(w|k):

q(k|sm)
YK qklsm)
ZWEM Pr(w|k)Pr(k|d)
N

Pr(k|sm) = 3

q(klsm) =

“

where N is the number of words in the sentence. We next
compute the topical similarity between a sentence s,, and the
document d by applying the information radius (IR) based on
the Kullback-Liebler (KL) divergence as follows:

Sl.m(Sm, d) = IO_IR(pSmsPa’)’ (5)

where

Ps,, + Pd
2

A large similarity sim(s,,, d) generally indicates that the sen-
tence is important for conveying document topic informa-
tion. We then compute the sentence-level LDA attention as
follows:

IR(ps,,, Pa) = KL(ps,, || )+ KL(py/|

Ps,, T Pd )
— .

eSim(Sm ,d)

o, = —————, (6)
Sm Z%:l eSim(s,y.d)

where M is the number of sentences in the document.

Based on the sentence hidden state vectors h,, and its
topical attention weight o, ,m = 1, ..., M, we then compute
the MSDoc vector d,,,; as follows:

M
dys = Z as,,,hm
m=1

We argue that the MSDoc representation d,,; not only con-
tains the syntactic information of individual sentences from
their composing words by the lower-layer Tree-LSTM net-
work, but also includes the topic information of the whole
document from its composing sentences yet weighted by the
sentence-level LDA attention.
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C. SOCIAL EMOTION CLASSIFICATION

1) OUTPUT

After obtaining the document representation dg or dyg,
we apply a linear layer to transform it into a label vector z =
{zl}le, where E is the number of emotion labels. We then
normalize z by another softmax layer to output the predicted
final emotion classification vector y = {&l}f:l as follows:

edl
Y e

where W is the weight matrix for linear layer.

9= , z=Wd, 7

2) TRAINING

We note that in our task of social emotion classification,
the evaluation objective is an emotion probability distribu-
tion, other than a single most likely emotion label. So in
the training phase, we use the Kullback-Leibler divergence
between the ground truth emotion distribution y and the
predicted emotion distribution ¥ as the loss function:

E
. 1 .
Loss(¥,y) = = Y _vilog(y) — log(3n) ®)
=1
where y; and y; represent the predicted probability and the
true probability of the /th emotion label respectively. We train
the whole network with the Adam optimizer.

IV. EXPERIMENT RESULTS

A. EXPERIMENT DATASETS

We use three public datasets for out experiments: The dataset
SinaNews, [33] contains only multi-sentence documents;
The dataset SemEval [5] contains only single-sentence doc-
uments; And the dataset ISEAR [34] contains both types of
documents. For the ISEAR dataset, we regarded all documents
as a multi-sentence document to ensure the unification of
the network framework (even sometimes a document only
containing one sentence). This is to examine the adaptiveness
of the proposed scheme.

SinaNews [33]: It is a Chinese dataset, which consists
of 5258 pieces of hot news collected from the social channel
of the news website (www.sina.com) from January to Decem-
ber 2016. For each news, it includes the headline, the news
body and the user ratings over 6 emotion labels: ’anger’,
‘touch’, ’sadness’, amusement’, ’curiosity’ and ’surprise’.
On average, each news article was voted by 770.41 users.
To be consistent with the baseline methods [33], we use the
3109 articles published from January to June as the training
dataset and the 2149 articles published from July to Novem-
ber as the testing dataset.

SemeEval [5]: It was provided by the SemEval-2007 task
14, which contains 1250 English news headlines extracted
from news web sites (such as Google news, CNN) and
newspapers. Each headline is annotated by emotion scores
of [0, 100] over 6 emotions: ’anger’, 'disgust’, 'fear’, ’joy’,
’sadness’ and “surprise’ (0 = the emotion is not present in the
headline; 100 = the maximum). After removing 4 samples

95510

without scores, 1000 headlines were used as the training
dataset and 246 headlines were used as the testing dataset,
which is the same experiment setting as that in [18].

ISEAR [34]: It is an English dataset with 7666 samples,
where each sample contains a paragraph of text labeled by one
of the following 7 emotions: ’joy’, 'fear’, ‘anger’, ’sadness’,
"disgust’, 'shame’ and ’guilt’. Different from the SinaNews
and SemEval, it was tagged with a single label, not a distri-
bution of emotion intensities. Like [29], we randomly select
60% of the samples as the training dataset and the remaining
40% as the testing dataset.

TABLE 1. Statistics of the three datasets.

labels #samples | proportion | #votes/valences
anger 1,925 0.37 1,419,477
touch 829 0.16 489,027
SinaNews sadness 683 0.13 561,504
amusement 1,504 0.29 926,905
curiosity 109 0.02 200,697
surprise 208 0.04 453,218
anger 87 0.07 12,042
disgust 42 0.03 7,634
SemEval fear 194 0.16 20,306
joy 441 0.35 23,613
sadness 265 0.21 24,039
surprise 217 0.17 21,495
joy 1,094 0.14 1,094
fear 1,095 0.14 1,095
anger 1,096 0.14 1,096
ISEAR sadness 1,096 0.14 1,096
disgust 1,096 0.14 1,096
shame 1,096 0.14 1,096
guilt 1,093 0.14 1,093

Table. 1 presents the details of the three datasets, where
#samples denotes the number of samples with the highest
vote of each emotion label, #votes/valence represents the total
number of votes/valences for each emotion label.

B. PARAMETER SETTING

For training the Word2vec model, we resort to public corpus,
since the three datasets are too small. For the Chinese dataset
SinaNews, we used the Chinese Wikipedia corpus’ to train
a Chinese Word2vec model with SkipGram algorithm [12].
For the two English datasets SemEval and ISEAR, we directly
used the 300-dimensional English Word2vec model provided
by Google.*

For obtaining the dependency tree, we use the Stanford
Parser [30] for the two English datasets. For the Chinese
dataset, we used the LTP toolkit provided by HIT [31]
to perform sentence splitting and dependency tree con-
struction. Since the SemEval contains only 1250 samples,
we resort to another news headline dataset ABCnews, [35]
for the LDA model training. The ABCnews dataset contains
1,103,665 headlines published from 2003-02-19 to 2017-12-
31 from Australian Broadcasting Corporation.” Considering
that SemEval was established in 2007, only 355,151 samples

3https://dumps‘wikimedia.org/

4https://code.google.com/archive/p/wordZvec/

5http://WWW.abc.net.au/
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TABLE 2. Parameters for our methods.

Parameters SinaNews | SemEval | ISEAR
‘Word2vec dw 100 300 300
LDA K 30 30 30
dm 200 300 300
networks | learning rate 0.001 0.001 0.001
batch size 20 20 20

before 2007 (including 2007) in ABCnews were used as the
LDA training corpus.

Table 2 presents the detailed parameter settings, where d,,
denotes the dimensionality of word embedding, K denotes
the number of topics when training LDA models, and d,,
is the dimensionality of memory cell and hidden state in
Tree-LSTMs and Chain-LSTMs.

C. EVALUATION METRICS

We adopt the widely used performance metrics for our exper-
iments: the Micro-averaged F1 score, denoted as MicroF1,
and the average Pearson correlation coefficient, denoted as
AP. The former can reflect the accuracy of the predicted
top-ranked emotion among all emotion labels; While the lat-
ter can measure the difference between the predicted emotion
probability distribution and the actual distribution.

We denote the actual top-ranked emotion triggered by
an article d as efop, and denote the predicted emotion as
éfop. If there are emotions with the same probability in the
actual emotion distribution, their positions are interchange-
able. According to [29], we also compute the MicroF1 as
follows:

MicroF | = =4Pex 4
I Drest |
where
ead
I = L, if efy, = €fyp

0, otherwise,

and Dy, 1s the testing dataset. A larger MicroF 1 indicates the
system performs better in predicting the top-ranked emotion
label.

According to [33], we compute AP as follows:

AP _ ZDtcst V()A’a Y)
| Diest|

)

where

@y = Y
' Vvar(§)var(y)

r is the Pearson correlation coefficient between the predicted
emotion distribution § and the ground truth distribution y, and
cov denotes the covariance operation. AP ranges in [—1, +1].
The closer the AP to 1, the more effective the prediction.
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D. COMPARISON SCHEMES
We give a brief description of the peer schemes for perfor-
mance comparison: Some of them are from the literature;
While some are the schemes designed by ourselves for more
comprehensive comparison.

The following peer schemes are from the literature:

1) SWAT

It was once the best method proposed in the SemEval-
2007 task 14 [36], which creates word-emotion mapping with
a corpus of hand annotated headlines and then scores emo-
tions of each headline in the testing dataset by averaging the
emotion score of each headline word.

2) EMOTION TERM MODEL (ET) [1]

It assumes that words are independently generated from
social emotion labels. Following the Bayesian method,
it models the association between word and social emotion.

3) EMOTION TOPIC MODEL (ETM) [1]

It constructs an emotion-topic model by adding an additional
layer for emotion modeling into the LDA model. As a result,
affective terms and social emotions are combined to comple-
ment social emotion classification.

4) WEIGHTED MULTI-LABEL CLASSIFICATION MODEL
(WMCM) [11]

It introduces a concept of “emotional concentration” to com-
pute the weight of documents for each emotion. A topic
model is used to estimate the joint probability of the docu-
ment and each word. Finally the social emotion of a document
is inferred by the Bayesian theory.

5) CONTEXTUAL SENTIMENT TOPIC MODEL (CSTM) [9]

It aims at distinguishing explicitly generalized topics that are
context-independent from both a background theme and a
contextual theme.

6) SOCIAL OPINION MINING MODEL (SOM) [33]

It constructs a social opinion network based on the opinion
distance computed by a word mover distance algorithm. The
social opinion of a new sample is computed based on the
nearest neighbor analysis.

7) 1-HNN-BTM [29]
It designs a hybrid neural network which incorporates the
biterm topic model for social emotion classification.

8) WEIGHTED PCNN [18]

It is a hierarchical CNN network with both word- and
phrase-level convolution. It also employs an ’emotional con-
centration’ indicator to weight documents in the training
phase to reduce the impact of noisy instances.
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9) CNN,PORIA2015DEEP AND CNN-SVM [38]
The CNN network was proposed in [37] which includes
7 layers: 1 input, 2 convolution, 2 max-pooling, 1 fully
connected and 1 softmax output layer. The CNN method
directly uses the classification result of the CNN network.
The CNN-SVM method treats the output of the fully con-
nected layer in the trained CNN as the feature vector of
the input document. Then the feature vectors are used to
train a SVM classifier. The results of these two methods are
from [33].

We also design the following experimental models to more
clearly verify the effectiveness of the syntactic information
and the LDA-based attention mechanism.

10) HIERARCHICAL LSTM (HLSTM)

It is a hierarchical structure of two LSTM networks. A lower
layer LSTM network is used to obtain each sentence vector
from its word embedding. Then sentence vectors are fed into
an upper layer LSTM network for composing the document
representation.

11) HIERARCHICAL LSTM WITH WORD-LEVEL ATTENTION
(HLSTM-WA)

We include a general attention mechanism based on
MLP [27] into the lower layer LSTM network of HLSTM
when composing sentence vectors.

12) HIERARCHICAL LSTM WITH SENTENCE-LEVEL
ATTENTION (HLSTM-SA)

We include a general attention mechanism based on
MLP [27] into the upper layer LSTM network of HLSTM
when composing document representation.

13) HIERARCHICAL LSTM WITH WORD-LEVEL LDA
ATTENTION (HLSTM-WA-LDA)

We add Word-level LDA Attention into the first stage for
composing sentence vectors on the basis of HLSTM.

14) HIERARCHICAL LSTM WITH SENTENCE-LEVEL LDA
ATTENTION (HLSTM-SA-LDA)

We add Sentence-level LDA Attention into the second stage
for composing document representation on the basis of
HLSTM.

15) TREE-LSTM + CHAIN-LSTM (TCLSTM)

It is a hierarchical structure of two neural networks: The
lower layer is a Tree-LSTM network to compute sentence
representations; and the upper layer is a Chain-LSTM net-
work to compute the document representation. No attention
mechanism is used here.
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16) TREE-LSTM WITH WORD-LEVEL ATTENTION +
CHAIN-LSTM (TCLSTM-WA)

We include a general attention mechanism based on
MLP [27] into the lower layer of the above TCLSTM scheme
when composing sentence vectors.

17) TREE-LSTM + CHAIN-LSTM WITH SENTENCE-LEVEL
ATTENTION (TCLSTM-SA)

We include a general standard attention mechanism based
on MLP [27] into the upper layer of the above TCLSTM
structure when composing a document representation.

18) TREE-LSTM WITH WORD-LEVEL LDA ATTENTION +
CHAIN-LSTM (TCLSTM-WA-LDA)(PROPOSED)

This is our proposed scheme for only single-sentence doc-
uments. Notice that in the dataset SemEval with only
single-sentence documents, the sentence representation is
also used as the document representation.

19) TREE-LSTM + CHAIN-LSTM WITH SENTENCE-LEVEL

LDA ATTENTION (TCLSTM-SA-LDA)(PROPOSED)

This is our proposed scheme for multi-sentence documents or
a mixture of multi-sentence documents and single-sentence
documents.

E. EXPERIMENTAL RESULTS
Table 3 summarizes the experiment results for the two eval-
uation metrics Micro-F1 and AP.

We first discuss the performance of the schemes proposed
in the literature. To this end, we divide these schemes into
three groups: the word-emotion models that predict social
emotions based on word features (including SWAT, ET),
the topic-emotion models that associate topic with social
emotions (including ETM, WMCM, CSTM) and the neural
network-based models (including 1-HNN-BTM, Weighted
PCNN, CNN, CNN-SVM). Comparing the word-emotion
model with the topic-emotion model, the latter performs
better on the SinaNews and SemEval dataset, and also
achieves competitive results on the ISEAR dataset. This may
be attributed to that leveraging topic features can distinguish
between different emotions expressed by a same word in
different contexts. As for neural network-based models, they
outperform the other two groups of schemes on the SemEval
and ISEAR dataset with their ability of learning semantic
features of a document. But the results need to be improved
on the SinaNews dataset. One possible reason is that the doc-
uments in the SinaNews dataset are much longer sequences,
each of which is composed of many sentences. These neural
network-based models (i.e., CNN, CNN-SVM) treat each
document as a single sequence without distinguishing the
intra-sentence and inter-sentence features, which might lead
to a low quality of the learned document representation.

Fig. 4 compares the performance of our proposed models
with that of the best HLSTM model and the best scheme
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TABLE 3. Experimental results on the three datasets.

Models SinaNews SemEval ISEAR
MicroF1 AP | MicroF1 AP | MicroF1 AP
SWAT [6] 38.97 0.40 36.99 - 26.29 0.21
ET[1] 48.04 0.43 41.06 - 51.12 0.38
ETM [1] 54.19 0.49 35.44 - 48.79 0.35
WMCM [11] - - 41.71 - - -
Schemes from literature CSTM [9] 40.74 043 - - 28.23 0.19
1-HNN-BTM [29] - - - - 51.21 0.40
Weighted PCNN [18] - - 51.44 - . .
CNN [37] 51.23 - - - - -
CNN-SVM [38] 52.63 - - - - -
SOM [33] 58.59 0.64 - - - -
HLSTM 61.69 0.68 47.56 0.46 57.60 0.54
HLSTM-WA 62.10 0.68 48.37 0.47 59.39 0.56
HLSTM Models HLSTM-SA 61.73 0.68 - - 58.12 0.54
HLSTM-WA-LDA 63.73 0.68 48.37 0.45 60.53 0.57
HLSTM-SA-LDA 63.31 0.69 - - 57.96 0.54
TCLSTM 62.57 0.68 51.22 0.46 59.65 0.57
TCLSTM-WA 63.36 0.70 50.00 0.44 60.44 0.57
TCLSTM Models TCLSTM-SA 62.99 0.69 - - 60.18 0.56
TCLSTM-WA-LDA (proposed) 63.64 0.68 52.44 0.47 59.49 0.56
TCLSTM-SA-LDA (proposed) | 6550  0.71 - - 60.57  0.57
in the literature. In the SSDOC SemEyal dataset, the pro- SinaNews SemEval ISEAR
posed TCLSTM-WA-LDA improves MicroF 1 by 1.00% over P » - o ool »
. . - q Icro.
the best scheme in the literature. In the MSDoc SinaNews e Wi e
dataset, the proposed TCLSTM-SA-LDA improves MicroF 1 . 054
by 6.91%, and AP by 0.07; While in the MSDoc ISEAR ' "”35859 wsras L0
dataset, it improves MicroF'1 by 9.36%, AP by 0.17 over ' au s 200 .
the best scheme in the literature. Notice that those HLSTM Iff‘j] I - 040
models are not from the literature. Instead, we design these
HLSTM models in experiments for comprehensive compar- beto I HLSTMAVALDA son
isons. Although they are not our focus in this paper, we notice proposed o TCLSTMSA-LDASDOO  pyryg - pismisaipn — pestirom 7777 Weihed PONN

that in most cases, these HLSTM models perform better than
the best scheme in the literature.

On one hand, we attribute the improvements to the
adoption of a hierarchical network structure. The lower
layer network encodes word-to-word relations into a sen-
tence representation, and the upper network can learn
inter-sentence features when composing a document rep-
resentation. Meanwhile, another difference from the exist-
ing neural network-based schemes is that we implement
the lower layer with a tree-structured network (i.e., Tree-
LSTM), which incorporates the syntactic information into the
learning of sentence representations, further improving the
ability to learn long-distance dependencies in between words.
In Table 3, the one-to-one comparison between HLSTM and
TCLSTM, that is, between HLSTM-{WA, SA, WA-LDA,
SA-LDA} and TCLSTM-{WA, SA, WA-LDA, SA-LDA},
demonstrates that the TCLSTM models generally perform
better than those HLSTM models, which verifies the effec-
tiveness of including the syntactic information when learning
a document representation.

On the other hand, like the topic-emotion schemes in the
literature, our proposed scheme also values the topic infor-
mation in social emotion classification. With the help of the
designed LDA attention mechanism, the words or sentences
that convey more topic information of the input document are
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I TCLSTM-WA-LDA (SSD0c)  fodels literature

HLSTM-WA I-HNN-BTM

FIGURE 4. Performance comparison among our proposed models,
the best HLSTM Model and the best scheme in the literature for the three
datasets.

assigned more attentions in the final document representa-
tion. In Table 3, compared to the models without attention
(such as TCLSTM), the models with the LDA attention (such
as TCLSTM-{WA-LDA, SA-LDA} generally achieve better
results. Furthermore, by one-to-one comparing TCLSTM-
{WA, SA}-LDA with TCLSTM-{WA, SA}, we can find
that the models with the LDA attention also outperform the
models with the MLP-based attention mechanism. This can
also be observed among those HLSTM models. One possible
reason is that the MLP-based attention cannot well capture
the key words or sentences for social emotion classification,
yet the proposed LDA attention can.

F. ILLUSTRATION OF LDA ATTENTION

Fig. 5 illustrates the computation of the word-level and
sentence-level LDA attention with a multi-sentence docu-
ment from the ISEAR experiments. After having trained a
LDA model, we can obtain the topic distribution of the
document, the topic distribution of each word, and the word
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Document topic distribution
ofJoJ..Joa]..Jos[..Jo2] ..ToJo]

topic2 | .
' of each topic

Word topic distributions

0[0|..]0 0 1 0| 0| felt
ofol..]o7 0.3 0 0] 0] guilty
0[0]..]|01]|..]09 0 0 | 0 | grandmother
010 O|..|1]..]0 0| 0| bad
01]0 0 04| .. 0.6 0| 0| late
Topical similarity
\L Normalized
Word-level LDA Attention Weights
I felt guilty too as 1 | grandmother 0161
0.19
0.15

1

|
I
I
} - toric 1} yWord distribution
I
|
|
I
I

Sentece topic distributions

0[0]..]0 1{..]0 0 | 0 | Sentence 1
0[0]..]01 08| ... 0.1 0 | 0 | Sentence 2
0[0]..]01 09| ..]0 0 | 0 | Sentence 3
0[0]..]03]..[06]..]0.1 0 | 0 | Sentence 4
00]|..]02]..]07 0 0 | 0 | Sentence 5
00 0f..|1 0 0 | 0 | Sentence 6

Topical similarity
\L Normalized

Sentence-level LDA Attention Weights

My grandmother died, and my mother called me one sunday morning in the Autumn

She sounded as if she had been waiting for the death of my grandmother
I had lost a person close to me
I felt guilty too as I had been bad to my grandmother of late

T had not remained calm when she no longer understood everything so well

FIGURE 5. lllustration of LDA attention. After having trained a LDA model, we can obtain the topic distribution of the document, the topic
distribution of each word, and the word distribution of each topic. The left part illustrates the computation of word-level LDA attention for the 5st
sentence. The topic similarity between each word of a sentence and the document is calculated by (1), and the word-level LDA attention is then
obtained by (2). Note that the stop words, like “I”, “to”, “as”, “had”, “been”, “to”, “my”, “of” are not considered in the LDA model, so they have no
topic distribution. The right part illustrates the computation of sentence-level LDA attention. The topic probability distribution of one sentence is
computed by (3), and the topical similarity between a sentence and the document is computed by (5). Finally, the sentence-level LDA attention
weights are computed by (6). The bottom of the figure marks the attention weights in different colors according their values.

distribution of each topic. The left part of the figure illus-
trates the computation word-level LDA attention for the Sth
sentence in the document. We can find the word ‘“bad”,
“late””, “guilty” which can trigger a “‘sadness” emotion
are assigned with higher weights; While the neutral word
“felt” is assigned a smaller weight. The right part of the
figure illustrates the computation of sentence LDA attention.
We can observe that the 2nd, 4th, and Sth sentence get
greater weights. A close look reveals that they contain obvi-
ous words related to the emotion of the document ‘“‘sadness”
like “hated”, “guilty”, “lost”. In contrast, as no emotional
words present in the last sentence, it gets a smaller attention.

V. CONCLUSION

In this paper, we have proposed hierarchical tree-structured
neural networks with LDA attention for social emotion clas-
sification. The lower layer Tree-LSTM network encodes
sentence syntactic information to sentence representation
according to the sentence dependency tree analysis. We have
also proposed to include LDA attention to identify document
topic-related key words or key sentences and assign them
higher weights when composing document representation.
Experiments on three public datasets show that the proposed
schemes with integration of syntactic and topical informa-
tion can effectively improve system performance in terms of
higher MicroF 1 and AP in both SSDoc and MSDoc dataset,
compared with the state-of-the-art schemes.
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In this paper, we have mainly focused on mining the
syntactic information within a sentence. In our future work,
we would like to further mine some hidden relations in
between sentences, say for example, by exploring some
linguistic knowledge when modeling a paragraph and a
document.
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