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ABSTRACT Harvesting renewable generation (e.g., solar energy) from the ambient environment to achieve
a near perpetual operation for embedded systems is being paid more and more attention by academia and
industry. However, an immediate problem along with the utilization of renewable energy is the degraded
system throughput caused by the intermittent characteristic of renewable generation. On the other hand,
energy-harvesting systems (EHSs) deployed in harsh environment are more vulnerable to transient and
permanent faults. This paper aims at scheduling dependent tasks on a multicore platform for throughput
maximization under energy and reliability constraints. The target of this paper is to design algorithms that
optimize system throughput under the energy, reliability, as well as task precedence constraints. To achieve
this goal, we propose a mixed-integer linear programming (MILP) approach for allocating and scheduling
precedence constrained tasks on the multicore to maximize the throughput of EHS. However, the MILP may
find the optimal solution in an exponential time. To overcome this difficulty, we propose a polynomial-time
heuristic algorithm to solve the MILP-based throughput maximization problem. In this heuristic algorithm,
the uncertainty in energy sources is considered and the allocation and scheduling of tasks are determined
based on system energy state. The extensive simulation experiments are carried out to validate our MILP
approach and throughput-aware heuristic algorithm. The simulation results justify that the MILP approach
achieves an up to 92.9% improvement of system throughput when compared with a baseline method, and
the proposed heuristic improves system throughput by up to 32.1% on average when compared with the four

representative existing approaches.

INDEX TERMS Energy-harvesting systems, lifetime reliability, soft-error reliability, throughput.

I. INTRODUCTION

Power and energy are both critical design concerns of embed-
ded applications, especially for battery-powered systems that
are deployed in harsh environment [1]-[3]. Human beings
either have no access to these systems or have difficulty in
replacing a battery for these systems since these systems
are in general deployed in extreme environments. There-
fore, it is desirable for embedded systems deployed in such
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an environment to harvest energy from ambient environ-
ment to sustain their perpetual operation. For this reason,
energy-harvesting systems (EHSs) in which energy is pro-
vided by external sources, e.g., ambient vibration, heat,
or light, have been popularly used as suitable alternatives to
traditional battery-powered systems. EHSs are expected to
address both energy shortage and environmental challenges
to a great extent. However, affected by the intermittent issue
in renewable generation resources, EHS may fail to complete
all the arrival tasks, leading to the degradation in system
throughput, which is defined as the number of tasks being

VOLUME 7, 2019


https://orcid.org/0000-0002-7734-4077
https://orcid.org/0000-0003-4855-2499
https://orcid.org/0000-0002-7421-1711
https://orcid.org/0000-0002-3922-0989

J. Zhou et al.: Throughput Maximization for Multicore EHSs Suffering Both Transient and Permanent Faults

IEEE Access

completed during a scheduling horizon [5]. In this paper,
we are interested in maximizing the throughput of EHS run-
ning on multicore platforms.

As CMOS feature size continues to shrink down, multicore
processors are now seriously under the threat of transient
faults and permanent faults that would in turn result in soft
errors and hard errors, respectively. The situation becomes
even more severe for EHS deployed in harsh environments
where the integrated circuits are easier to suffer high-energy
neutron and alpha particle strike-induced transient faults and
the cost of repairing or replacing the disable hardware is
generally prohibitive. Thus, handling both transient and per-
manent faults to improve soft-error reliability (SER) as well
as lifetime reliability (LTR) is of great importance for low-
power, energy-harvesting embedded systems.

With that in mind, this paper focuses on solving the
problem motivated by a common application of EHS,
in-situ data processing systems (/nS systems). These sys-
tems are deployed in harsh environments such as oil/gas
exploration [6], astronomy observing in remote area [7], rural
geographical surveying [8], and video surveillance for behav-
ioral studies of wildlife [9]. The InS systems are powered
by renewable energy [10], which may be insufficient to sup-
port the processing of all in-situ workloads. Under this cir-
cumstance, a high system throughput is preferred to sup-
port in-situ workloads to the most extent. Besides, SER
and LTR optimization are imperative for InS systems since
the systems are very vulnerable to transient and permanent
faults due to their hash operating environment. Taking all
the above into consideration, we aim to address the prob-
lem of maximizing throughput for multicore EHS suffering
both transient and permanent faults. We make the following
major contributions:

« We formulate the concerned problem as MILP model
that determines an optimal schedule of dependent tasks
with energy as well as reliability constraints on a multi-
core EHS to maximize system throughput.

o Since MILP may take an exponential time in solution
space exploration, we design a polynomial-time algo-
rithm to maximize the throughput of EHS, which deter-
mines task allocation and scheduling strategies based on
system energy states.

« We develop an earliest-finish-time based list scheduling
algorithm for EHS with plentiful energy supply and a
cross entropy based task scheduling algorithm for EHS
with insufficient energy supply.

o We carry out a series of simulations to validate the
efficacy of our proposed MILP and heuristic algorithms
by comparing their performance with that of a baseline
method as well as four peer approaches.

The remainder of the paper is organized as follows.
We review related work in Section II discusses existing meth-
ods relevant to this work. Section III presents system models
and further formulates our concerned throughput maximiza-
tion problem. Section IV presents an MILP approach to solve
the throughput maximization problem. Section V describes
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the proposed throughput-aware task scheduling algorithm.
Sections VI shows our experimental setups and results, and
Section VII concludes the paper.

Il. RELATED WORK

A substantial number of research efforts have been developed
towards solving the problem of resource management and
task scheduling for embedded systems with energy harvest-
ing. Most of these research efforts are made from two per-
spectives of improving the harvesting efficiency and utiliza-
tion of renewable energy. One perspective is concerned about
how to maximize the power output harvested from a renew-
able energy source [11], [12]. The other perspective concen-
trates on how to exploit the fluctuating energy generated
by the source efficiently [13], [14]. Different from [11]-[14]
that do not consider energy savings, Chen et al. [4] proposed a
dynamic frequency selection scheme to improve energy effi-
ciency under the deadline miss rate constraint for real-time
applications in EHS, and Liu et al. [15] presented an adaptive
dynamic programming based algorithm to improve electricity
efficiency of the residential grid. However, all the above
works do not explore how to maximize the throughput of EHS
under the intermittent renewable energy.

Numerous studies have discussed the approaches for
addressing the throughput maximization problems. However,
the existing techniques are either designed for energy har-
vesting networked systems [16]-[19] and energy harvest-
ing power systems [20], or embedded systems [21] and data
centers [22] that ignore the uncertainty in energy sources.
For example, Yuan et al. [22] proposed a workload-aware
task scheduling scheme that wisely decides the optimal
combination of virtual machine and routing path for tasks.
Unlike [22], the approaches proposed in [23] and [24] both
utilize renewable power and are designed for green data
centers. Specifically, the scheme [23] considers the temporal
variation in grid price and renewable energy source, and intel-
ligently schedules user requests under the delay bounds. The
method [24] schedules all the arrival tasks cost-efficiently to
meet user requests’ delay-bound constraints by exploiting the
spatial diversity in distributed green cloud data centers. These
approaches are effective but do not consider SER and LTR.

Several recent works [25]-[29] have addressed the SER
and LTR co-optimization problem. Zhou et al. [25] proposed
a SER and LTR-balanced task frequency and replication
selection strategy for maximizing system availability. Ma
et al. [26] presented a reliability improvement framework
which exploits the power features of the Big-Little type
cores to maximize SER under LTR, power, and real-time
constraints. Kim et al. [27] introduced DVFS and Q-learning
techniques to optimize lifetime as well as energy for
many-core microprocessors in the presence of both transient
and permanent faults. Based on the impacts of hardware-
as well as application-level variations on SER, a variation-
aware task scheduling scheme [28] is developed to max-
imize SER while meeting a constraint on LTR. Unlike
the literature [26]—[28] that either optimize SER or LTR,
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TABLE 1. A comparison summary of related works from multiple aspects, such as optimization goal, constraint, utilization of renewable energy, target
system, and application. = indicates that the corresponding reference does not provide specific discussions on design constraint, renewable energy type,

or application.

References Optimization Goal Constraint Renewable Energy Target System Application
Chen et al. [4] Energy efficiency Deadline miss rate Yes (solar power) Embedded systems Real-time tasks
Esram et al. [11] Output power * Yes (solar power) Photovoltaic systems *
Kobayashi et al. [12] Output power * Yes (solar power) Photovoltaic systems *
Sharma et al. [13] Throughput and delay | Energy Yes (*) Sensor networks Network packets
Abdeddaim et al. [14] Feasibility Energy Yes (*) Embedded systems Real-time tasks
Liu et al. [15] Electricity efficiency * Yes (solar power) Smart grid systems Housing units
Tutuncuoglu et al. [16] | Throughput Battery storage Yes (¥) Relay channels Transmit powers
Gupta et al. [17] Throughput Causality and overflow | Yes (*) Successive relaying net- | Energy arrival events
of energy and data works
Mebhrabi et al. [18] Throughput Energy Yes (*) Wireless sensor | Mobile sinks
networks
Wu et al. [19] Throughput Energy and capacity Yes (*) Communication systems | Communication
channels

Wang et al. [20]

Spinning reserve cost

Transmission capabil-
ity

Yes (wind power)

Power systems

Spinning reserves

Huang et al. [21] Throughput Temperature No Embedded systems Real-time tasks
Yuan et al. [22] Revenue Round-trip time No Cloud data centers User requests
Yuan et al. [23] Profit Delay Yes (hybrid power) | Green data centers User requests
Yuan et al. [24] Cost Delay Yes (hybrid power) | Green cloud data centers | User requests
Zhou et al. [25] Availability Throughput No Embedded systems Frame-based tasks
Ma et al. [26] SER LTR No Embedded systems Real-time tasks
Tang et al. [27] LTR+energy Temperature No Embedded systems Real-time tasks
Zhou et al. [28] SER Deadline No Embedded systems Real-time tasks
Zhou et al. [29] SER+LTR Deadline No Embedded systems Real-time tasks

an evolutionary-based algorithm is designed to optimize
SER and LTR simultaneously [29]. However, the above-
mentioned approaches are not developed for systems with
uncertain energy supply, and fail to take throughput into
consideration.

For a better understanding, we summarize related works
from multiple aspects in TABLE 1 such as optimization
goal, constraint, utilization of renewable energy, target sys-
tem, and application. From the table readers can easily find
that none of these existing works considers throughput and
reliability (SER and LTR) simultaneously for energy har-
vested embedded systems. Unlike the existing works, this
paper concentrates on optimizing the throughput of EHS
running on the multicore embedded systems suffering both
transient and permanent faults. In this paper, we present an
allocation and scheduling scheme that uses an MILP solver
to maximize system throughput under the energy, reliability,
as well as task precedence constraints. To efficiently solve
this NP-hard allocation and scheduling problem, we also pro-
pose an energy uncertainty-aware task scheduling heuristic
algorithm in which the allocation, frequency, and execution
order of tasks are determined to maximize system throughput.

IIl. SYSTEM MODEL AND PROBLEM DEFINITION
Below we introduce system models and define the problem
that we are trying to solve.

A. ARCHITECTURE AND APPLICATION MODEL

The EHS is mainly composed of three modules (as
shown in Fig. 1): energy source module, storage module,
as well as dissipation module. The energy source module
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FIGURE 1. The diagram of the system architecture.

scavenges solar energy automatically at the rate of Phary (7).
The scavenged energy will be further transformed into electri-
cal energy. The energy storage module, usually implemented
by a battery or super-capacitor, works as a buffer against
the uncertainty of harvested energy. An embedded system
running on the multicore C is used as the energy dissipation
module. The multicore C consists of M homogeneous cores
{C1, Ca, -+ -, Cy}. All the cores are dynamic voltage and fre-
quency scaling-enabled and support multiple discrete supply
voltage and frequency levels. Let Vinin/Fmin and Vinax/Fmax
be the minimum and maximum voltage/frequency equipped
with the multicore, respectively. The kth (1 < k < K) volt-
age/frequency level supported by the multicore then satisfies
Vimin/Fmin < Vi/Fr < Viax/Fmax, Where K is the number
of voltage/frequency levels.

Suppose the multicore C hosts multiple applications with
precedence constraints, each of which can be modeled as a
directed acyclic graph (DAG) G = (V, £) [29]-[31]. Each
graph contains a set V of vertices representing the set of task
nodes and a set £ of edges representing the partial order of
tasks. The edge (z;, 7)) € € (1 < i,j < |V|) imposes the
precedence constraint that task 7; cannot execute until its
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FIGURE 2. Example of applications modeled as DAG.

predecessor 7; has finished execution. The communication
time between tasks 7; and 7; is denoted by CMT (t;, 1;). Fig. 2
illustrates an example of DAG applications. Considering
that a task may have multiple predecessors and successors,
Pre(t;) and Succ(t;) are used to represent the set of task 7;’s
immediate predecessors and successors. Let wc; represent the
worst-case execution cycles of task t;, the execution time of
7; running at frequency Fy is then calculated as

WcC;
ET (v, Fy) = —. (1
Fy

B. ENERGY MODEL
We discuss the energy model for the concerned EHS from
supply and demand perspectives separately.

1) ENERGY SUPPLY
We use Ppav(f) to denote the harvesting power, and
Etarv (1, 12) to denote the energy harvested from the external
environment during time interval [#1, #2], Enarv(?1, #2) is then
formulated as

1)

Buun(t.1) = [ Pran(t. @
n
As illustrated in Fig. 1, the multicore system consumes a
portion of the harvested energy and the energy storage mod-
ule stores the residuals. Both of the two modules are able
to supply the energy to the energy dissipation module. Let
Equp(t1, 12) represent the energy available in time interval
[t1, 2], and E(#) represent the energy stored into the storage
module at time point ¢1, the supply energy can be derived as

Esup(tl » 1) = Eharv(t1, 12) + E(f1). 3)

2) ENERGY DEMAND
The power consumed by a CMOS device can be decomposed
into dynamic and static portions, i.e.,

Peons = den + Pyta- )

The dynamic power Pgyy is associated with core’s switching
activity. A general way is to model dynamic power as a con-
vex function of frequency. The static power Py, is the power
dissipated by the CMOS circuit itself, and is independent of
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switching activity. As the dynamic power is only consumed
for executing tasks and the static power is dissipated to
maintain circuit state, the total energy demanded by executing
tasks in set V on the multicore C during a scheduling horizon

His
Econs(V, Ca H)

M M
= Zm=1 Psta(Ci) X H + Zle Zr,-evm Payn(ti, Cin)

where Py, (Cppy) is the static power of core Cy, and Payn (Ti, Cn)
is the dynamic power of executing task t; on core Cy,. V,, is
the set of tasks allocated to core C,, and ET (t;, Fy) is ;s
execution time running at frequency Fy.

C. RELIABILITY MODEL
We discuss the reliability model for the concerned EHS from
SER and LTR perspectives separately.

1) SOFT-ERROR RELIABILITY

SER is determined by the average fault arrival rate that is
calculated as the expected failure number occurring per sec-
ond. Using the exponential model proposed by Zhu ez al. [32],
the core raw fault rate at frequency Fy is

Fmax —Fj

MF) =Ap. x 10 @, (©6)

max

where Ar,, 1is core’s fault rate when it is operating at the
maximum frequency, and parameter 2 indicates the trend of
fault rate increase with regard to the reduced frequency.

The SER of a task is defined as the probability of success-
fully executing the task while suffering no transient faults,
and can be modeled using the exponential failure law [32].
Given task t; running on the multicore at frequency Fy,
the SER of the task is then calculated as

—MF)X VFix g
9

SER(z;, Fy) = e (7

where A(Fy) x VF; is the ultimate fault rate considering the
task error probability and wc;/Fy is task 7;’s execution time
running at frequency F. Since a system’s correct operation
relies on the successful execution of all tasks, we formulate
system SER as

SERys = [ 1, ., ['1,, . SERCTi. Fo, ®)

where F is the frequency set supported by the multicore.

2) LIFETIME RELIABILITY

LTR is decided by multiple wear-out effects such as elec-
tromigration, time dependent dielectric breakdown, stress
migration, and thermal cycling [25]. For sake of simplicity,
in this work we consider electromigration (EM) as the pri-
mary source of permanent faults for simplicity. EM is the
dislocation of metal atoms due to momentum imparted by
electrical current in wires as well as vias [33]. It is worth
emphasizing that, we can easily extend this reliability model
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to incorporate other wear-out effects by the sum-of-failure-
rate model [26].

LTR is generally evaluated upon the mean time to fail-
ure (MTTF) metric. According to the MTTF model for
EM [33], core C,,,’s MTTF is calculated as

o o o
MTTF(Cy) = / RuTR m(D)dt = / e A qr(9)
0 0

where RiTR , 1S the LTR of core C,, following the Weibull
distribution, A, is the aging rate of core C,, and « is the slope
coefficient of the Weibull distribution. A,, is determined by
the hardware as well as the thermal profile of core C,,. The
calculation method of A,, is provided in [34]. As in [34], [35],
the system is deemed as failed as long as an arbitrary core in
the system fails, the system MTTF is thereby obtained as

MTTFys = rrEnMTTF(Cm), Ym=12,---,M. (10)
D. PROBLEM DEFINITION
We focus on solving the problem motivated by in-situ data
processing applications deployed in special operating envi-
ronments. These systems are powered by renewable energy
and have throughput and reliability requirements. The prob-
lem that we aim to solve is described as follows. Given an
application represented by a DAG G = (V, &) to be scheduled
on the multicore system C = {Ci, Ca,---,Cy}, and an
estimated harvested energy budget Epg during a scheduling
horizon H, design a task scheduling scheme to maximize
system throughput under the limited supply energy while
satisfying the constraints on SER, LTR, and task precedence.
To solve the problem, we provide an MILP approach and
two heuristic algorithms for allocating and scheduling depen-
dent tasks with energy as well as reliability constraints on
the multicore system. The details of our MILP approach and
heuristic algorithms are introduced in the following sections.

IV. MILP-BASED APPROACH

This section presents our MILP approach to solving the
throughput maximization problem described in Section III-
D and discusses shortcomings of the MILP approach. The
approach maximizes the system throughput under the con-
straints of reliability, energy, as well as task dependency by
determining i) on which cores should the tasks be executed,
ii) what voltages/frequencies should be used for the tasks, and
iii) when should the tasks start. Before showing the MILP
formulation, the binary variables used in the formulation are
defined first below.

1 if ; is allocated to C

0(ti, Cn) = ot s aroeied 1o Sm (1)
0 otherwise.
1 if 7; starts before T;,

. T) = 12

¢ 5) 0 otherwise. (12
1 ifgi ted at f Fy,

5z, Fo) — if 7; is .execue at frequency Fy, (13)
0 otherwise.
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A. OBJECTIVE

The goal of the MILP formulation is to maximize the sys-
tem throughput in a scheduling horizon using the harvested
energy, which is calculated as the number of task instances
executed by the multicore EHS system. Given the input task
set V and the multicore C, the system throughput during the
scheduling horizon H is then expressed as

Trusys = sizeof (Vexe) (14)

where Veye 18 the set of tasks executed on the multicore and
Vexe C V holds.

B. CONSTRAINTS

Let NV 2 {1,2, -, [Vexel, M 2 {1,2,--- ,M},and K =
{1,2,---, K}, the constraints that must be satisfied are then
formulated as below.

1) Constraint on Task-to-Core Allocation: every task is
allocated to exactly one core.

Z[ZII 0T, Cw) =1, VieN. (15)

2) Constraint on Frequency-to-Task Assignment: every
task is exactly executed at one frequency level.

Zszl 8(ti, Fry=1, VieN. (16)

3) Constraint on Energy Consumption: the total energy
consumed by executing tasks cannot exceed the energy

supply.

Econs(Vexe, C. H) < Esup(H). a7
4) Constraint on SER and LTR: the system SER and LTR

should be no less than the thresholds.
SERsys > SERths (18)
MTTFsys > MTTFy,. (19)
5) Constraint on Task Dependency and Non-Preemption:
the order of task executions cannot violate task depen-

dency and no task executed on the same core can over-
lap with each other.

Vi,jeN, i#],

o(ti, ) + ¢(7j, 1) > 0, (20
e(ti, 1) + o7, 1) < 1, (2D
Istart(Ti) < Istane(T)) + (1 — (7, T/)) x AxH, (22)
tstart (7)) < fstart(T) + (73, 7)) X A X H, (23)
Vi,jeN, i#j VYmeM, Vkek

tinish(Ti) < fstart(Tj) + 3 — (i, Cy)

—n(Tj, Cm) — @(7i, Tj)) X A X H, (24)
finish () < Istart(Ti) + (2 — 1(zi, Cm)

(7, Cp) + ¢(Ti, 7)) X A X H, (25)

where Zart/ finish 1 the start/finish of a task and A (A > 1) is
a constant. Eq. (22) indicates that task 7; must start before t;
if ¢(7;, 7j) = 1 and Eq. (24) ensures that task t; completes its
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execution before task 7; if 7; and 7; are running on the same
core as well as 7; starts before ;. Similar conditions hold for
Egs. (23) and (29).

C. LIMITATION OF MILP APPROACH

Our target is to find the optimal solution to our problem
from the solution space. The problem can be optimally solved
for systems of a small granularity using an MILP solver.
However, since the MILP problem is NP-hard, the complexity
may increase exponentially when solving systems of a large
granularity. In this case, MILP solvers could not serve the
purpose even for design time exploration. Therefore, develop-
ing a time-efficient algorithm to find a sub-optimum solution
becomes a necessity. In the subsequent section, we present
a polynomial-time scheduling strategy to maximize system
throughput under the energy, reliability, and task precedence
constraints.

V. THROUGHPUT-AWARE TASK SCHEDULING SCHEME

This section describes the proposed throughput-aware task
scheduling scheme in detail. The scheme features the con-
sideration of uncertainty in renewable energy sources and
handles the uncertainty by dividing the system operation into
high energy state as well as low energy state. Two heuris-
tic algorithms are provided in the scheme to maximize the
throughput of systems in the two energy states, respectively.

A. SOLVE THE ENERGY UNCERTAINTY

The available energy used to support system operation varies
in the scheduling horizon (i.e., H) because of the intermittent
nature of renewable energy sources. To handle this uncer-
tainty, we first divide system operation into two states with
respect to energy: high energy state as well as low energy
state. If there is sufficient energy available for the EHS system
to complete all the tasks in the scheduling horizon at high
speed, the system is in high energy state; whereas in low
energy state in the opposite case. We then propose an energy
state-aware approach (ESA) to solve our studied problem.

Algorithm 1 Energy State-Aware Approach

1 calculate the supply energy Esup(#) using Egs. (2)-(3);
2 compute the energy Ejax(V, C, H) consumed by all
tasks running at the maximum frequency using Eq. (5);
3 if EZS(V, C, H) < Egup(H) then
/+ high energy state =/
call Alg. 2 (i.e., earliest-finish-time based list

scheduling algorithm);

5 end
6 else
/+ low energy state =/
call Alg. 3 (i.e., cross-entropy based task scheduling
algorithm);

7

s end
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Alg. 1 summarizes the algorithmic flow of ESA. The
algorithm first estimates the energy Esup(#) supplied for the
system in the scheduling horizon H using Egs. (2)-(3) and
the energy Elnax(V, C, ‘H) demanded by executing all tasks at
the maximum frequency using Eq. (5) (lines 1-2). In case that
there is sufficient energy to meet the system’s energy demand,
ie., EZo(V, C,H) < Egp(H), indicating the system is in
high energy state, earliest-finish-time based list scheduling
(EFT-LS) heuristic is called to maximize system throughput
(lines 3-5). Otherwise, the system is in low energy state
and cross entropy based task scheduling (CE-TS) heuristic
is called to maximize system throughput (lines 6-8). The
details of EFT-LS and CE-TS are presented in Algs. 2 and 3,

respectively.

B. EARLIEST-FINISH-TIME BASED LIST SCHEDULING FOR
HIGH ENERGY STATE

We apply list scheduling (LS) [36] to solve our throughput
maximization problem for systems operating at high energy
state. Following the design of LS, EFT-LS is composed of a
task prioritization phase (TPP) that determines the schedul-
ing order (priority) of all tasks, as well as a core selection
phase (CSP) that selects tasks in the order of their priorities
and allocates the tasks onto most appropriate cores. It has
been observed in [21] that system throughput is maximized
if the latency of executing all tasks in the application is
minimized in case of sufficient energy supply. In addition,
the execution latency of a DAG application is in fact the finish
time of the exit task, which is minimized if the finish time of
its predecessors are minimized. Motivated by these observa-
tions, EFT-LS maximizes system throughput by minimizing
the finish time of tasks.

TPP of EFT-LS: EFT-LS sets the priorities of tasks using
the rank value rankgpr that is calculated based on the task
execution time and communication time. Given task t; and
its successors Succ(t;), the rank of 7; is recursively defined as

> e i ET (1, Fy)
K
+ maxyesuce(r) (CMT (1, 7)) + rankgrr(z))).
(26)

rankgrr(t;) =

As can be seen from Eq. (26), the rank is calculated recur-
sively by traversing the task graph upward from the exit task
Texit, Of wWhich the rank value is derived as

K

rankgrr(Texit) = )

k=1

ET (Texit, Fr)

X 27)

After obtaining the rank values of all tasks, the task schedul-
ing list is then generated by sorting the tasks in the
non-increasing order of rankgpr. According to the definition
of rankgrt, we can easily deduce that the non-ascending order
of rankgpr ensures a topological task order preserving the
precedence constraints among tasks.

CSP of EFT-LS: Given the task scheduling list, EFT-LS
tentatively puts the task under scheduling on all the cores and
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selects the core that delivers the shortest EFT. The key of
EFT-LS is to minimize the EFT of tasks. To achieve this goal,
EFT-LS assumes all the tasks run at the maximum frequency
Fiax, which is a safe operation since the energy supply is
plentiful. In addition, EFT-LS utilizes a task insertion policy
that inserts a task in the idle time slot between two consec-
utively scheduled tasks on the same core without violating
the task precedence constraint. The length of the idle time
slot,i.e.,the timespan between the start time and finish time of
the two consecutively scheduled tasks, should be longer than
the execution time of the task to be inserted. By exploiting the
idle time, the execution latency of the task set can be further
reduced.

Algorithm 2 EFT-Based List Scheduling

1 compute rankgpr for all tasks using Eq. (26);

2 sort the tasks in a scheduling list in the non-ascending
order of rankggr values by Rank = UpRank(V);

3 while the list Rank is not empty do

4 select the first task 7; from the list for scheduling;
5 for each core C,, in set C do
6 derive EFT (1;) of task t; that runs on core C,, at
frequency Fax and uses the insertion-based
scheduling;
7 end
denote the core with the minimum EFT of task t; by
Cr;
9 while true do
10 if Temperature(t;, C,) < Ty, then
11 allocate task 7; to core C,;
12 break;
13 end
14 else
15 denote the core with the next minimum EFT
of task t; by C;;
16 end
17 end
18 end

—

9 calculate the system SER using Eq. (8);
20 if SERsys < SERy, then

21 output “Infeasible schedule”;

22 end

Alg. 2 presents the psuedo code for EFT-LS. The algo-
rithm first derives the rankgpr for all tasks using Eq. (26)
(line 1) and sorts these tasks in the non-ascending order of
rankgrr values using function Rank = UpRank(V) (line 2),
where Rank is the scheduling list of the sorted tasks and
UpRank () computes the task rank values as well as sorts tasks
based on the rank values. It then iteratively decides the alloca-
tion of each task to cores (lines 3-18). During each iteration,
the algorithm calculates the EFTs of the currently-scheduled
task if it is executed at frequency Fmax and scheduled on
M cores (lines 4-8), and allocates the task to the core
with a minimum EFT if not violating the MTTF constraint
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(lines 10-13). It has been shown in [37] that the system LTR
constraint can be ensured by checking whether the operating
temperature of multicore system exceeds a corresponding
threshold. Thus, if the operating temperature of executing
task 7; on core C,, represented by temperature(z;, C,), does-
not exceed a threshold Ti,, task 7; is then allocated to core
C,. Otherwise, the algorithm attempts to allocate the task to
the core with the next minimum EFT and checks the tem-
perature constraint. The outer while-loop is terminated if the
allocation of all tasks in the list Rank have been determined.
The algorithm finally checks the system SER constraint. If
the system SER SER;ys estimated by Eq. (8) is lower than the
SER requirement SERy,, the derived task schedule is deemed
as infeasible (lines 19-22).

C. CROSS ENTROPY BASED TASK SCHEDULING FOR LOW
ENERGY STATE

As introduced above, the proposed EFT-LS algorithm can
maximize system throughput by minimizing the latency of
executing tasks in the application. However, EFT-LS is only
effective for systems with plentiful energy supply and thus
cannot tackle the studied throughput maximization prob-
lem for systems with insufficient energy supply. Therefore,
we develop a cross-entropy (CE) based approach to maximize
the throughput of systems with insufficient energy supply.
The CE approach is a versatile strategy used for solving
NP-hard optimization problems [38].

For a deterministic optimization problem to be solved,
the CE approach converts it into an associated stochastic
optimization problem and considers the optimum solution to
the stochastic problem as a rare event. The approach finds
the optimum solution by continuously increasing the prob-
ability of the rare event using an iterative sampling scheme
that gradually changes the sampling distribution. When the
probability of the rare event approaches 1, the optimum solu-
tion to the original deterministic problem is found. During
the iterative process, each solution is viewed as a sample.
Solution samples are produced according to the probability
density function (PDF) and then converged in a probabilistic
manner to better solution samples. For more details of the
CE approach, the readers are recommended to refer to the
literature [38].

For a better understanding, we briefly illustrate the phi-
losophy behind the CE approach in Fig. 3. During each
iteration of the CE approach, solution samples are produced
following the PDF and the quality of these solutions are
evaluated. We identify those high-quality samples as elite
samples, and rely on them to update the PDF’s charac-
terizing parameter. The updated PDF will be utilized dur-
ing the next iteration for producing a new generation of
samples.

Alg. 3 shows the pseudo code of our CE-based heuristic.
In the initialization step, we initialize the mean value as well
as standard deviation of Gaussian distribution which will be
adopted to produce samples. In this step, iteration count is
also initialized (lines 1-2). The algorithm iteratively derives
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Algorithm 3 CE-Based Task Scheduling

1 initialize the mean (&) and variation (£1) of Gaussian
distribution; /* Gaussian distribution is
adopted as the PDF «/

2g=1; /* initialize the counter of
iterations */

3 repeat

4 produce W solution samples [S1, S, - -+ , Sy

using Latin hypercube sampling method according
to distribution N (&g, &,);

5 select J (J < W) feasible solution samples
meeting the constraints in Egs. (15)-(25) using
acceptance-rejection scheme;

6 calculate the Trugys value for each selected sample
by Eq. (14);
7 select the top Q elite samples with respect to Trugys;

8 g + + and update ¢, and &g;
9 until iteration converges or iteration count reaches its
maximum value;

the best solution leading to shortest task schedule from
lines 3 to 9. Specifically, in each iteration the algorithm gen-
erates YV voltage samples following the Gaussian distribution
N(&g, &) (line 4) and chooses J feasible samples which
meet all the design constraints in Eqgs. (15)-(25) by using
the acceptance-rejection scheme (line 5). The algorithm then
evaluates the selected samples in terms of system throughput
Trusys derived by Eq. (14), and choose the top Q elite samples
to update the distribution PDF (lines 6-7). At the end of each
iteration, g, {g, and &, are updated (line 8). The iteration
is terminated if the predefined convergence criteria is met
or the iteration count reaches a pre-specified limit (line 9).
Since the evaluation procedure for the solution samples are
independent of each other, we can strikingly accelerate the
heuristic algorithm by running the algorithm in the parallel
programming environment.
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TABLE 2. Characteristics of real-world DAGs [40].

DAG Benchmark ~ Number of Nodes ~ Number of Edges
CyberShake_30 30 112
CyberShake_50 50 188
CyberShake_100 100 380
Inspiral_30 30 95
Inspiral_50 50 160
Inspiral_100 100 319
Montage_25 25 95
Montage_50 50 206
Montage_100 100 433
Sipht_30 30 91
Sipht_60 60 198
Sipht_100 100 335

VI. EVALUATION

This section first describes the simulation setups used for
validating the proposed MILP and ESA approaches, then
presents and analyzes the simulation results.

A. SIMULATION SETUPS

Four real-world DAG benchmarks including CyberShake,
Inspiral, Montage, as well as Sipht [40] are utilized in the sim-
ulations to verify the effectiveness of the proposed scheme.
These DAG benchmarks are widely used in evaluating the
performance of task scheduling algorithms. TABLE 2 sum-
marizes the key characteristics of these benchmarks. The
simulations are performed based on 2 x 3 (M = 6) and
2 x 4 (M = 8) multicore systems. The multicore model
is built upon a ARM Cortex platform. Each core supports
three levels of frequency and voltage, i.e., 300MHz/1.06V,
600MHz/1.1V, and 900MHz/1.2V. We use solar energy as
the renewable generation, since it is the most easy-to-access
energy source and it can derived based on the harvesting
power trace [4]

)

Phary (1) = |A x W(t) x cos( 7r) x cos( , (28)

t t

70 1007
where A is a constant coefficient, and W(7) is a zero-mean,
unit-variance random variable. The raw failure rate at the
maximum frequency Ag, . is set to 1.0 x 1074 [28]. The
task vulnerability factor, VFj, is randomly selected within
the range (0, 1]. We use the same setups (e.g., ¢ = 2,
the current density is 1.5 x 10° A /cm?, the activation energy is
0.48¢V, derive the temperature using HotSpot [41]) as in [34]
to predict core’s aging rate A, and in turn core’s MTTF.

We perform two separate sets of comparative experiments
to fully verify the proposed MILP approach and ESA scheme.
In the first set of experiments, we compare the proposed
MILP approach with the baseline method Rand and our
scheme ESA in terms of improving system throughput. Rand
is a method that randomly determines the allocation and
frequency of tasks under the energy supply constraint. In
the second set of experiments, we compare the proposed
scheme ESA with the benchmarking methods TATS [23],
WARM [22], TMTC [21], and AFTS [42] in terms of
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TABLE 3. System throughput of 12 benchmarks achieved by the MILP approach, the proposed scheme ESA, and baseline method Rand.

6-cores | 8-cores

DAG Rand MILP ESA \ Rand MILP ESA
Benchmark Trusys  Trusys IMP Trusys IMP ‘ Trusys  Trusys IMP Trusys IMP
CyberShake_30 18 26 44.4% 24 33.3% 20 28 40.0% 26 30.0%
CyberShake_50 28 43 53.6% 40 42.9% 31 46 48.4% 43 38.7%
CyberShake_100 65 88 35.4% 85 30.8% 70 91 30.0% 88 25.7%
Inspiral_30 16 27 68.8% 25 56.3% 19 28 47.4% 26 36.8%
Inspiral_50 29 45 55.2% 41 41.4% 33 47 42.4% 44 33.3%
Inspiral _100 58 89 53.4% 83 43.1% 65 92 41.5% 87 33.8%
Montage_25 12 22 83.3% 20 66.7% 15 24 60.0% 22 46.7%
Montage_50 29 46 58.6% 41 41.4% 32 48 50.0% 45 40.6%
Montage_100 63 91 44.4% 88 39.7% 69 93 34.8% 90 30.4%
Sipht_30 14 27 92.9% 23 64.3% 18 28 55.6% 25 38.9%
Sipht_60 32 55 71.9% 52 62.5% 38 57 50.0% 54 42.1%
Sipht_100 49 90 83.7% 85 73.5% 57 93 63.2% 89 56.1%
Average 344 54.1 62.1% 50.6 49.7% 38.9 56.3 46.9% 53.3 37.8%

increasing system throughput and ensuring the schedule fea-
sibility. The comparative algorithms are described below.

o TATS [23] is a particle swarm optimization and simu-
lated annealing based algorithm that exploits the tempo-
ral variation to schedule tasks of green data center for
maximizing profit under task delay constraints.

o« WARM [22] is a throughput-aware approach that max-
imizes the revenue of green data center providers by
reducing the scheduling cost of all arrival tasks.

o« TMTC [21] is a temperature-constrained optimization
method that maximizes system throughput by minimiz-
ing the execution latency of tasks.

o AFTS [42] is a method that achieves energy efficiency
and fault-tolerance simultaneously for real-time EHS
using the techniques of DVFS and primary backup.

B. VALIDATE THE PROPOSED MILP APPROACH

We use a common MILP solver, CPLEX with AMPL,
to address the instances of the proposed MILP formulation
for maximizing system throughput under the constraints of
energy as well as reliability. As discussed in Section IV-C,
the MILP solver may not address the optimization problem
for systems of a larger granularity efficiently. Generally,
MILP can generate the optimum throughput for small sys-
tems. However, for most small systems, MILP may fail in
finding the optimum solutions in several hours. Therefore,
we terminate the MILP solver after six hours and adopt the
best results generated by the solver. Considering that the
baseline method Rand doesnot consider the reliability and
task precedence constraint and hence its produced solutions
may violate the constraints, we remove these invalid results
for conducting a fair comparison with the proposed MILP and
ESA.

TABLE 3 demonstrates the comparison of system through-
put obtained by our MILP, ESA, and baseline method Rand.
In the comparison, twelve benchmarks and two multicore
systems are used. In the table, the Trugys column indicates the
system throughput achieved by the three approaches while
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the “IMP” column indicates the improvement of system
throughput realized by MILP and ESA over Rand. For the
6-core system, the average throughput improvement achieved
by MILP and ESA over Rand are 62.1% and 49.7%, respec-
tively. The highest improvement achieved by MILP and
ESA compared to Rand can be up to 92.9% and 73.5%,
respectively. For the 8-core system, the average throughput
improvement achieved by MILP and ESA over Rand are
46.9% and 37.8%, respectively. The highest improvement
achieved by MILP and ESA compared to Rand can be up
to 63.2% and 56.1%, respectively. We also observe that
MILP can maximize the system throughput among the three
approaches regardless of benchmarks and multicores. How-
ever, the MILP solver always derives the solutions in hours
while ESA and Rand in minutes.

C. VALIDATE THE PROPOSED ESA APPROACH

Two simulation experiments are performed to justify the
efficacy of the proposed ESA approach in terms of increasing
system throughput and ensuring schedule feasibility. In the
first experiment, we compare the system throughput achieved
by the proposed scheme ESA and four peer approaches
TATS [23], WARM [22], TMTC [21], and AFTS [42]. In
the second experiment, we compare the schedule feasi-
bility realized by the proposed scheme ESA and four
peer approaches TATS [23], WARM [22], TMTC [21], and
AFTS [42]. The schedule feasibility is defined as the ratio of
the number of applications that can be successfully scheduled
to the total number of applications adopted in the test.

Fig. 4 presents the throughput of executing 12 benchmarks
on 6-core and 8-core systems achieved by the proposed
scheme ESA and peer approaches TATS [23], WARM [22],
TMTC [21], and AFTS [42]. The results clearly show that
ESA is able to achieve the highest averaged system through-
put among the five methods no matter which multicore
system is adopted. Specifically, the averaged throughput
of 6-core system achieved by ESA, TATS [23], WARM [22],
TMTC [21], and AFTS [42] over the 12 benchmarks are
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FIGURE 4. The system throughput of executing 12 benchmarks using the proposed scheme ESA and peer approaches TATS [23], WARM [22], TMTC [21],

and AFTS [42].

50.6, 40.3, 45.2, 40.8, and 38.3, respectively. The aver-
aged throughput of 8-core system using ESA, TATS [23],
WARM [22], TMTC [21], and AFTS [42] are 53.3, 40.4,
46.1, 43.3, and 37.6, respectively. The averaged system
throughput using ESA can be up to 32.1% higher than those
of TATS [23], WARM [22], TMTC [21], and AFTS [42]. The
reason why ESA outperforms the four peer approaches is
that ESA considers the uncertainty in energy sources and
determines the allocation and scheduling of tasks based on
the system energy state. From the figure, we can also deduce
that the throughput of 8-core system is almost higher than
that of 6-core system. This is because that adding more cores
is benefit to the scheduling of tasks in the benchmark.

Fig. 5 shows the schedule feasibility of executing 12 bench-
marks on 6-core and 8-core systems using the proposed
scheme ESA and peer approaches TATS [23], WARM [22],
TMTC [21], and AFTS [42]. As can be seen in the fig-
ure, ESA can ensure a much higher feasibility as compared
to TATS [23], WARM [22], TMTC [21], and AFTS [42].
For example, the feasibility achieved by ESA, TATS [23],
WARM [22], TMTC [21], and AFTS [42] for the 6-core sys-
tem are 83.3%, 66.7%, 75.0%, 58.3%, and 66.7%, respec-
tively. This is because that neither of TATS [23], WARM [22],
TMTC [21], and AFTS [42] considers the energy and relia-
bility constraints simultaneously. In addition, we can easily
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FIGURE 5. The schedule feasibility of executing 12 benchmarks using the
proposed scheme ESA and peer approaches TATS [23], WARM [22],
TMTC [21], and AFTS [42].

find that the feasibility of executing benchmarks on the 8-core
system using the five methods are almost higher than that of
the 6-core system, which benefits from the larger scheduling
space brought by the increased core number.

VIl. CONCLUSION

In this paper, we have solved the task allocation and schedul-
ing problem for maximizing the throughput of multicore
energy-harvesting systems. To optimize the throughput of
systems powered by intermittent renewable energy, as well
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as to satisfy the reliability and task precedence constraints,
we designed an MILP approach and an energy state-aware
approach. The MILP approach is able to find the optimal
solution but it may take exponential time to finish while the
energy state-aware approach is a polynomial-time heuristic
that can derive the sub-optimal solutions efficiently. We per-
formed extensive simulations to validate the proposed MILP
and energy state-aware approaches. Simulation results show
that the proposed MILP approach has the best performance
in increasing system throughput. The system throughput can
be increased by up to 92.9% using the MILP approach as
compared to a baseline method. The evaluation results also
demonstrate that the proposed heuristic algorithm outper-
forms four benchmarking methods from the perspectives of
system throughput and schedule feasibility.
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