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ABSTRACT Radar signal waveform recognition, as a key component of radar target recognition, has always
been a research topic of great concern in the field of electronic countermeasures. In this paper, aiming at
the contradiction between improving recognition rate and reducing the sample size, we propose a multiple
autocorrelation joint decision models, which achieves higher waveform recognition rate while requires lower
data volume for the original sampled data. The key point of the model is to performmultiple autocorrelations
on the signal and use time-frequency transform for each times autocorrelation result to obtain multiple
time-frequency feature images that can characterize the same signal. Then, the model adapts to the input
of multiple feature images and gets the pre-classification results of each feature image. Finally, using the
pre-classification results, this paper designs an inference machine module based on a fully connected struc-
ture to achieve a better signal classification result. This paper simulates six types of the signals and generates
training sets and test sets, using two data sets to achieve hyper parameter optimization, training, and testing
of the model. The simulation results compared with the literature show that the proposed model not only has
a high recognition rate at a high signal-to-noise ratio (SNR) but also better adapts to waveform recognition
at low SNR environment. At −9dB SNR, the recognition rate of six types of signals is more than 74%.

INDEX TERMS Autocorrelation, inference machine, low SNR, radar signal waveform recognition.

I. INTRODUCTION
Effective radar signal waveform recognition (RSWR) is
an important support of the electronic warfare (EW) sys-
tems, such as electronic intelligence (ELINT), electronic
support measure (ESM), electronic protection (EP), and
electronic attack (EA) systems. In practice, based on the
RSWR, the warfighters mainly complete the interception,
localization, analysis and recognition of enemy radar signals,
and provide commanders with battlefield situation informa-
tion and necessary tactical actions [1]. Therefore, the radar
receiver should have the ability to accurately recognize the
radar signal.

In current research, waveform recognition usually con-
sists of two parts: feature extraction and classifier design.
For feature extraction stage, because radar signals are usu-
ally non-stationary signals, time-frequency analysis is widely
used in feature extraction, such as Choi-Williams distribution
(CWD) [2]–[5], short-time Fourier transform (STFT) [6]–[8],
smoothed pseudo-Wigner distribution (SPWD) [9], and
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Wigner Ville distribution (WVD) [10]. At the same time,
some theories use other feature extraction methods, such
as feature extraction using IQ channel signal waveform in
time domain [11], principal component analysis (PCA) [12],
radon ambiguity transform and radon-WVD [13], and
multi-domain feature extraction [14], [15]. In [14] and [15],
they extract the time-domain and time-frequency domain
features of signals. In time-domain, they extract signal fea-
tures based on power spectral density, statistics and instan-
taneous properties. In time-frequency domain, they extract
image features based on binarization images. In addition,
some novel signal features have been proposed, such as
ZAM-GTFR [16] and spatial features [17]. At the stage
of classifier design, classification methods include support
vector machine (SVM) [9], [15], [17], convolutional neu-
ral networks (CNN) [4], [5], [10], Elman neural networks
(ENN) [3], multi-layer perceptron (MLP) [2], and conditional
judgment of various features [8], [13]. There are also hybrid
classifiers that combine multiple classifiers. For example,
in [12], the classifier is composed of k-Nearest Neighbor
(KNN), random forest and neural network (NN). In [11], [14],
and [18], they all combine two deep learning models, in [14],
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the classifier is composed of CNN and ENN, in [18], the clas-
sifier is composed of CNN and SAE, and in [11], the clas-
sifier is composed of a two-channel CNN combining with
Bi-directional Long Short-Term Memory (TCNN-BL).

In recent years, because of the important breakthroughs
made by CNN in the field of image classification [19],
researchers more frequently use deep learning classifiers to
achieve waveform classification [3]–[6], [10], [11]. We have
noticed that time-frequency analysis can extract features from
target signals from the two aspects of signal processing and
image processing, and the two-dimensional data generated by
time-frequency analysis can better meet the requirements of
CNN for input data, so it is widely used in feature extraction
stage [2]–[10]. However, the time-frequency image (TFI) is
easily affected by noise at low SNR. In order to extract the
effective features of the signal in the time-frequency domain,
the signal needs to be denoised to achieve better feature
extraction and waveform classification. In [5], the sample
averaging technique (SAT) is used to suppress noise, which
improves the SNR of 6dB in the TFI, and the recognition rate
of twelve types of signals reaches 85% at −16dB. In [13],
it combines Hilbert transform, instantaneous autocorrelation,
non-linear wavelet transform and WVD to suppress noise.
The recognition rate of eight types of signals reaches 95%
at −10dB. But in order to extract the time-frequency charac-
teristics of the signal, [5] and [13] inevitably require more
sampling data due to the need for noise reduction algo-
rithms, which need 10,000 sample points for each recogni-
tion. In order to suppress the noise in time-frequency analysis
and reduce the sample size, some literatures use the data in a
pulse of the signal to filter the noise from the perspective of
image processing. In [3], [4], [14], and [15], they form a TFI
and perform filtering processing by image threshold denois-
ing and image morphology. The reference [9] uses image
enhancement, image threshold binarization, and image mor-
phology to process noise contained in TFIs. In [10], the TFI
is updated by smoothing filter. And in [6], a stacked con-
volutional denoising auto-encoders (SCDAEs) is proposed,
which reconstructs the original data to further remove the
impact of noise in TFIs. It is noted that the denoising effect
of image processing in the TFI is not very obvious in the
above-mentioned literature, especially when the SNR is less
than−6dB, because noise almost submerges the signal in the
TFI, the image denoising becomes very difficult. As a result,
in [3], [4], [14], and [15], their better recognition performance
requires a SNR greater than−5dB. In [6],the recognition rate
of six types of signals is 60% at −8dB. We realize that due
to the sensitivity of TFIs to noise, if we want to improve
the recognition rate of signals, more sampling data must be
acquired to facilitate signal de-noising, such as [5], [13]. The
small samples used to reduce the requirement of raw data
mean the sacrifice of recognition rate, such as [3], [6], [14],
and [15]. Therefore, it’s difficult to trade off the recognition
rate of signals and the size of the original sampling data.

In fact, in order to obtain high recognition rate with small
samples, the key point of combining signal image and deep

learning to achieve waveform classification is to obtain a
feature image that can effectively characterize the signal,
which should be less susceptible to noise. In [21], note that
autocorrelation is a method for effectively detecting signals
in a weak signal environment, while time-frequency analysis
can achieve data transformation from one-dimensional to
two-dimensional [23], which allows us to obtain a new feature
image. Therefore, in order to solve the problem that TFIs at
low SNR environment are susceptible to noise, this paper
designs a novel feature image combined with autocorrela-
tion and time-frequency analysis, which has better anti-noise
performance and can robustly represent the target signal at
low SNR. Using this feature image and the network structure
designed in this paper, the way that wemitigate the contradic-
tion between improving the recognition rate and reducing the
sample size is further improving the waveform classification
accuracy under the sampling data in one pulse of the signal.

In this paper, we proposes a multiple autocorrelation
joint decision (MAJD) model, which consists of three
parts: the data pre-process, the network, and the inference
machine module. Firstly, the signal is processed by the
data pre-processing module proposed in this paper. Data
pre-process will make multiple autocorrelation of signals.
Similar to the literature [3], [6], [14], and [15], the time-
frequency transform of the autocorrelation signal will be
further carried out to adapt to the dimensional require-
ments of the CNN on the input data. Secondly, the CNN
is used to automatically extract the deep essential features
of two-dimensional data. In order to better extract the deep
features of the TFI, four groups of CNNs are constructed
to extract signal features simultaneously, and each group of
CNNs consists of 11 layers including convolutional layer,
pooling layer and fully connected layer. Thirdly, the pre-
classification result obtained by the CNN is further input into
the inference machine, which judges the probability that the
pre-classification result may be the final classification result.
Finally, we obtains the possible signal class of the input signal
through the inference machine.

This paper is organized as follows. Section II introduces
the basic framework of RSWR and the basic structure of the
CNN. Section III presents the data pre-processingmethod and
the MAJD model designed according to the data pre-process.
Section IV gives the simulation experiment and results, which
describes the data set generation method of the simulation
experiment and the simulation results of the model proposed
in this paper. Section V gives the simulation conclusion.

II. BASIC THEORY FOR THE RSWR
In this section, we present the basic framework of RSWR.
In order to describe the networkmodel proposed in this paper,
the structure of the CNN is modelled in this section.

A. BASIC FRAMEWORK OF RECOGNITION
The basic task of RSWR is to classify various types of
radiation source signals in the space. Specifically, as shown
in Fig. 1, the signal in space is received by the antenna
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FIGURE 1. The framework of radar signal waveform recognition.

into the signal receiver, and the received RF signal is mixed
and sampled at the receiver to output an IF sampling signal
y(k). The IF sampling signal will be pre-processed to reduce
the influence of spatial noise on the recognition task. The
pre-process may be performed directly on the IF sampling
signal y(k), or the signal may be transferred to the transform
domain for pre-processing. In [4], [6], and [11], they carries
out signal denoising processing in the time-frequency trans-
form domain. In [5], it combines two pre-processing stages,
firstly carries out SAT on the signal, and then pre-processes
the TFI of the signal in the time-frequency domain. We also
combine two pre-processing stages. Firstly, the signal is pro-
cessed by multiple autocorrelation, and then the signal is
converted to the time-frequency domain. Secondly, the fea-
ture image of the signal is sampled down, which can reduce
the sample size and the memory consumption of GPU and
CPU. Finally, the pre-processing signals are input into the
classifier which designed and pre-trained in this paper to
complete the classification of signal modulation type. Similar
to the previous literature [3]–[5], [13], and [20], we focus
on the classification of modulation type and assume that the
sampling data within a pulse of the signal is complete.

B. CONVOLUTIONAL NEURAL NETWORK STRUCTURE
This paper designs classifier based on the CNN. The clas-
sical structure usually consists of five parts: input layer,
convolution layer, pooling layer (i.e., sampling layer), fully
connected layer, and output layer. Feature extraction and
dimension reduction are accomplished by convolution and
pooling. We use time-frequency analysis method to convert
the signal into the feature image (i.e., time-frequency image),
and finally divide it into target types through the fully con-
nected layer, as shown in Fig. 2. We choose Snij to denote
the j-th feature map of the i-th pooling layer, and the feature
map size is n × n. The Cn

ik denotes the k-th feature map
of the i-th convolution layer, and the feature map size is
n × n. The W l

ikj denotes the j-th convolution kernel of the
k-th group convolution kernel in the i-th convolution layer,
and the size of the convolution kernel is l × l. When i = 0 in
Snij , the S

n
0j denotes the input image. We need to emphasize

that since the time-frequency feature image is a grayscale
image, the input layer has only one channel, whichmeans that
the input image has only one feature map. When the CNN
carries out image recognition, the convolution and pooling
operations are executed alternately.

FIGURE 2. The Structure of CNN.

In the operation of convolution, the k-th feature map of the
(i+1)-th convolution layer can be calculated as follows

Cn
(i+1)k =

∑
j

(Snij ⊗W
l
(i+1)kj)+ bk (1)

where ’’⊗’’ is a convolution operation. The bk is a convolu-
tion kernel bias of the k-th group.
After getting the k-th feature map of the (i+1)-th convolu-

tion layer, the CNN continues to do the pooling operation

Sn/2(i+2)k = Sample(Cn
(i+1)k ) (2)

where Sample(·) is a pooling function. The size of the pooling
area is set as 2× 2 in this paper, and the pooling mode is the
maximum pooling. After pooling, the number of the feature
maps remains unchanged, but the size is changed to (n/2)×
(n/2).

After convolution and pooling, the final feature map is
expanded into a set of one-dimensional vectors, which are
then divided into m target classes through several fully con-
nected layers

[y1, y2, . . . , ym−1, ym] = Fullconnect(Snij) (3)

where Fullconnect(·) is a fully connected function.
In [22], the author has already given the specific calculation

methods of convolution, pooling and fully connected, so we
do not introduce the detailed calculation.

III. SIGNAL PRE-PROCESSING
In this section, aiming at the problem that TFIs are suscep-
tible to noise, we design a novel feature image using data
in one pulse of signals combined with autocorrelation and
time-frequency analysis. The feature image is less susceptible
to noise and is capable of uniquely characterizing the signal.
Finally, In order to overcome the influence of the similar-
ity among feature images, we use multiple autocorrelation
to obtain multiple feature images that can characterize the
signal.

A. THE RADAR SIGNAL
Generally, the output signal of the receiver can be expressed
as

y(k) = x(k)+ n(k) = A(k)ejθ(k) + n(k) (4)

where x(k) is the ideal discrete signal after IF sampling,
n(k) is additive white Gaussian noise, k is an index value
that increases sequentially with the sampling interval, A(k)
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TABLE 1. Parameters of signals.

is the instantaneous envelope of the ideal sampling signal,
θ (k) is the instantaneous phase of the ideal sampling signal.
To explain further, the relationship between instantaneous
phase θ (k), instantaneous frequency f (k) and instantaneous
phase offset φ(k) can be described as

θ (k) = 2π f (k)(kTs)+ φ(k) (5)

where, Ts is the sampling interval of the signal. We simulate
six types of radiation source signals, which are conventional
pulse (CP), linear frequency modulation (LFM), nonlinear
cosine phase modulation (NCPM), binary phase shift keying
(BPSK), binary frequency shift keying (BFSK), and qua-
ternary frequency shift keying (QFSK). The composition of
instantaneous frequency and instantaneous phase offset of the
six types of radiation source signals used in this simulation
are showed in Table 1. And the instantaneous envelope is set
to A(k) = 1.

As shown in Table 1, carrier frequencies f1, f2, f3, f4 and
fc are fixed values. In LFM, B is the signal bandwidth, τpw is
the signal pulse width, and kTs is the discrete sampling time.
In NCPM, fk is the modulation frequency of its instantaneous
phase.

B. FEATURE EXTRACTION IN TIME-FREQUENCY DOMAIN
In this paper, time-frequency analysis is used to extract
two-dimensional features of signals. The general time-frequency
analysis method with bilinear form is expressed as follows

Cx(t, �|g) =
1
2π

∫ ∫ ∫
x(u+ τ/2)x∗(u− τ/2)

×g(θ, τ )e−j(θ t+�τ−uθ )dudτdθ (6)

where g(θ, τ ) is the kernel function of time-frequency
analysis. By changing the parameter in g(θ, τ ), we can
acquire different time-frequency distribution. Among many
time-frequency distribution methods, the CWD can effec-
tively suppress the time-frequency cross-term by adjusting
the parameters. Therefore, this paper chooses the CWD as the
time-frequency analysis method. The kernel function compo-
sition of the CWD is as follows

g(θ, τ ) = e−jθ
2τ 2/σ (7)

The final expression of the CWD is

Cx(t, �) =
∫ ∫ √

πσ

τ 2
x(u+ τ/2)x∗(u− τ/2)

×e−π
2σ (u−t)2/4τ 2−j�τdudτ (8)

where, Cx(t, �) is the result of time-frequency analysis [23],
t is the time axis, and � is the frequency axis. Scale factor σ
is used to control the cross term generated by the CWD. The
frequency resolution of the CWD decreases when σ is used to
suppress cross terms. In this paper, we use σ = 1 to balance
cross terms and frequency resolution, and use CWD(·) to
denote Choi-Williams transform for input signals. The result
of time-frequency transform can be expressed as

[t, f , trf ] = CWD(y(k)) (9)

where the one-dimensional vector t ∈ Rn, two-dimensional
vector f ∈ Rn×n and trf ∈ Rn×n are obtained by the CWD.
And each element in t denotes the time, each element in f
denotes the normalized frequency, and each element in trf
is composed of a number to denote strength. In order to
convert trf into a two-dimensional image, considering that
the pixel value range of the image is 0 to 255, trf needs to
be transformed into the pixel range. For the convenience of
expression, trf ij is used to denote the value of the i-th row
and the j-th column of the two-dimensional matrix trf

pic = 255
trf ij −min(trf )

max(trf )−min(trf )
(10)

where max(·) and min(·) denote the maximum value func-
tion and the minimum value function, and pic denotes
the two-dimensional image formed by mapping the
two-dimensional matrix to the pixel interval. For the conve-
nience of the following statement, we use function map(·) to
denote this mapping method.

We simulate six types of radiation source signals through
the CWD, and their TFIs are shown in Fig. 3.

Using the TFIs of the signal, the reference [3], [14],
and [15] had achieved signal waveform classification. How-
ever, the TFI is susceptible to noise, especially at low SNR,
which are almost indistinguishable, as shown in Fig. 4(a).
In order to reduce the influence of noise on TFI, [3], [14],
and [15] preprocess TFI by image threshold denoising, but
this method is still sensitive to noise, as shown in Fig. 4(b).
In fact, the key to signal classification using images is to
obtain a feature image that can effectively characterize the
signal, which should be less susceptible to noise. However,
most of the current literatures implement signal classification
using TFIs, which leads to poor results of signals at low
SNR. Considering this requirement, we use autocorrelation
and multiple autocorrelation design a novel feature image
that can represent the signal. The feature image has better
anti-noise ability, and the pixel characteristics of the signal
are more obvious at low SNR. The feature image formed by
autocorrelation is shown in Fig. 4(c), and the feature image
formed by double autocorrelation is shown in Fig. 4(d). Com-
pared with the original TFI in Fig. 4(a), the autocorrelation
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FIGURE 3. Time-frequency images of six types of radiation source signals
for noise-free environment.

image in Fig. 4(c) has a clearer distribution of pixels, while
the multiple autocorrelation image in Fig. 4(d) has a higher
intensity of pixels. This kind of image undoubtedly provides
more accurate information of signal characteristics, which is
more conducive to signal classification. In section III-C and
III-D, We will further elaborate on the construction of the
feature image.

C. SIGNAL AUTOCORRELATION
Signal autocorrelation can effectively filter the noise in the
signal. Specifically, given signal x(t) and zero-meanGaussian
white noise n(t), the observable signal is y(t) = x(t) + n(t),
then the autocorrelation function of y(t) can be expressed as

Ry(τ ) = E[y(t)y(t − τ )] (11)

So Ry(τ ) can be also denoted as

Ry(τ ) = E[y(t)y(t − τ )]

= E{[x(t)+ n(t)][x(t − τ )+ n(t − τ )]}

= E[x(t)x(t − τ )]+ E[n(t)n(t − τ )]

+E[x(t)n(t − τ )]+ E[n(t)x(t − τ )]

= Rx(τ )+ Rn(τ )+ Rxn(τ )+ Rnx(τ ) (12)

Considering that noise n(t) is unrelated to signal x(t), then
Rxn(τ ) = Rnx(τ ) = 0, so

Ry(τ ) = Rx(τ )+ Rn(τ ) (13)

For the zero-mean Gaussian white noise n(t) with wide band-
width, the autocorrelation function Rn(τ ) mainly reacts near
τ = 0. When τ is large, Ry(τ ) mainly reacts to Rx(τ ). At this

FIGURE 4. Image formed by various signal preprocessing methods.
Feature images formed from left to right when SNR is 0dB, −5dB and
−10dB, respectively.

time, Ry(τ ) ≈ Rx(τ ). Since Rx(τ ) is determined only by sig-
nal x(t), Ry(τ ) is also determined by x(t). For convenience of
description, the obtained Ry(τ ) is denoted as Ry(t), combined
with time-frequency transform, Ry(t) is substituted into (8) to
obtain time-frequency matrix, which is expressed as

CR(t, �) =
∫ ∫ √

πσ

τ 2
Ry(u+ τ/2)R∗y (u− τ/2)

e−π
2σ (u−t)2/4τ 2−j�τdudτ (14)

According to (13), the result based on CWD reflects the
change of autocorrelation function Ry(t). Since Ry(t) is only
determined by signal x(t), CR(t, �) is the reaction of x(t) in
two-dimensional time-frequency plane after passing through
autocorrelation domain, which means that it can uniquely
represent signal x(t).
The discrete value y(k) is obtained after IF sampling.

We calculate the autocorrelation function of y(k) with (15)
and (16)

Ĥy(k) =


N−1∑
n=0

y(n)y(n− k) k ≥ 0

Ĥy(−k) k < 0

(15)
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According to the value of Ĥy(k), the autocorrelation sequence
R̂y(k) is further obtained.

R̂y(k) = Ĥy(k − N ) k = 1, 2, . . . , 2N − 1 (16)

where N denotes the number of sampling points, R̂y(k)
denotes the autocorrelation value obtained according to the
actual value of sampling points, when n < 0, y(n) = 0.
Combining time-frequency analysis and utilizing the special
autocorrelation value distribution of R̂y(k), we can obtain the
feature image which can represent the signal.

Combined with signal autocorrelation and time-frequency
analysis, we simulate six types of radiation source sig-
nals in a SNR environment of 9dB, and obtained their
two-dimensional images as shown in Fig. 5. It can be
found that although the combination of autocorrelation and
time-frequency analysis can form autocorrelation images,
the pixel characteristics of each image are not very obvious,
and some signals are even a little similar in image features,
so the autocorrelation images obtained by this way need
further processing in section III-D.

FIGURE 5. Time-frequency image formed in a SNR environment of 9dB by
autocorrelation and time-frequency analysis.

D. SIGNAL MULTIPLE AUTOCORRELATION
Signal multiple autocorrelation can effectively enhance the
intensity of useful pixels in an image, which allows us to
obtain a feature image that accurately represents the signal.
The signal multiple autocorrelation will calculate the auto-
correlation results once more, i.e. iteratively calculate several
times autocorrelation. In this paper, acorr(·) is used to denote
the autocorrelation function composed of (15) and (16). yn(k)
is the result of n times autocorrelation, where n is the natural

number. Then the multiple autocorrelation can be expressed
as

yn+1(k) = acorr(yn(k)) (17)

When n = 0, y0(k) denotes the original signal y(k).
After n times autocorrelation, we can obtain the autocor-
relation sequences y1(k), y2(k), . . . , yn(k). Next, we trans-
form y1(k), y2(k), . . . , yn(k) into time-frequency domain, and
obtain n feature images which can represent signals.

However, assuming that the length of the original signal
is N , then according to (15) and (16), the length of yn(k) can
be expressed as 2nN −2n+1, so the length of yn(k) obtained
through multiple autocorrelation will increase rapidly, which
will lead to the enlargement of feature images and increase
the computational complexity. In order to reduce the size of
feature images and the memory consumption of GPU and
CPU, we further clip yn(k). Considering (15) and (16), since
the values at both ends of the autocorrelation are calculated by
less discrete values, there is almost no valid pixel information
at the edge of feature images. Fig. 6 shows the change of the
feature image of the CP after triple autocorrelation. It can be
found that at the edge of feature images, their pixel strength
gradually weakens until they disappears.

FIGURE 6. The effect of multiple autocorrelation on the CP. (a), (b), and
(c) respectively represent the feature image of the CP obtained by one,
two, and three times autocorrelation combined with time-frequency
analysis.

It can also be seen from Fig. 6 that as the length of
yn(k) increases, the feature image becomes larger, while the
pixel area which can be used to represent the signal does
not change. Therefore, when n > 0, we take the interval
(floor( 2

nN−2n+1
2 )− N

2 ,floor(
2nN−2n+1

2 )+ N
2 ) of yn(k) to form

the autocorrelation value y′n(k) with the same length of N ,
and floor(·) denotes the rounding down function. In this way,
the length of the calculated results from multiple autocorre-
lation is always N . We use clip(·) to denote the relationship
between yn(k) and y′n(k), and they can be expressed as

y′n(k) = clip(yn(k)) (18)
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FIGURE 7. Time-frequency images formed by double autocorrelation, and
the SNR is 9dB.

After clip(·), we transform y′2(k) into time-frequency
domain and get the feature images of six types of signals,
as shown in Fig. 7, Comparing with Fig. 5, we can find that
the multiple autocorrelation processing enables the feature
images to fully reflect the overall change of the signal after
passing through the autocorrelation domain, while removing
the invalid part of the image. Based on this method, we finally
get the autocorrelation feature image of the signal.

Although autocorrelation images avoid the problem that
TFIs are susceptible to noise, there are still some problems
in autocorrelation images. For example, in Fig. 7, the fea-
ture images of CP, NCPM, BFSK, and QFSK are similar.
We cannot ignore this similarity, because it will affect the
classification of signals. In order to overcome the impact of
this similarity, we hope to obtainmore features that can reflect
the signal, which will further improve our classification
accuracy.

In fact, according to Fig. 7, the feature image obtained by
multiple autocorrelation can improve the intensity of the pix-
els of the image effectively characterizing the signal, which
means that the image formed by multiple autocorrelation
can also be used for signal classification. If we can obtain
several feature images by the signal multiple autocorrelation,
it will provide more initial information for the classification
of networks, thereby improving the accuracy of the network
for classifying signal waveforms. According to the analysis
in this section, n times autocorrelation can obtain n feature
images. Therefore, we try to find a reasonable number of
autocorrelation times to obtain more feature images that
can represent signals. It will be introduced in detail in the
section III-E.

FIGURE 8. The change of the feature image on the BPSK, the signal
passes through five times autocorrelation. (a), (b), (c), (d), and
(e) respectively represent the feature image of the BPSK obtained by one,
two, three, four, and five times autocorrelation combined with the
time-frequency analysis, and (f) is the TFI of the CP.

E. AUTOCORRELATION IMAGE ANALYSIS OF SIGNAL
MULTIPLE AUTOCORRELATION
In order to get more features that can characterize the signal,
we choose to construct the feature images by multiple auto-
correlation. However, according to (15), (16), and (17), all
autocorrelation values tend to be infinite after several iterative
calculations of autocorrelation, so a reasonable number n of
iterations should be chosen.

Consider the change in the signal autocorrelation image,
when the SNR is 0dB, Fig. 8 shows the feature images of
the BPSK obtained by autocorrelation, and the signal has
undergone five times autocorrelation in total. We find that
when n ≤ 4, the feature images can represent the target
signal. When n > 4, comparing Fig. 8(e) and Fig. 8(f),
the Fig. 8(e) after 5 times autocorrelation is very close to the
TFI of the CP in Fig. 8(f). In fact, Fig. 8(e) reflects the
autocorrelation image formed when the autocorrelation val-
ues tend to infinity, and the changes caused by multiple
autocorrelation always exist in the autocorrelation images.
For example, the Fig. 9 shows the features images of multiple
autocorrelation for the NCPM. It can be found that the feature
image of the NCPM after several times autocorrelation are
also similar to the CP. Therefore, the signal feature images
formed by multiple autocorrelation are liable to be confused
because they are similar to the TFI of the CP.

In order to reduce the effect of image distortion caused by
multiple autocorrelation, We determine n = 4, i.e. four fea-
ture images are obtained through four times autocorrelation

trf n = CWD(y′n(k)) (19)
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FIGURE 9. The change of the feature image on the NCPM after multiple
autocorrelation.

FIGURE 10. The pre-processing block diagram of multiple autocorrelation.

where trf n denotes the two-dimensional matrix obtained by
time-frequency transform after n times autocorrelation, and
n = 1, 2, 3, 4. Finally, we substitute trf n into (10) to obtain
four feature images picn which can represent the same signal.
It should be emphasized that we will make a detailed analysis
in the final model analysis on the reasonable number of
feature images in this paper.

In order to reduce the computational load of CPU andGPU,
the obtained feature image is down sampled to image pic′n
with size of 64×64. We use downsamp(·) to denote the down
sampling function. Fig. 10 shows the whole block diagram
of the signal autocorrelation processing in this paper. After
multiple autocorrelation processing, four feature images with
size of 64× 64 is finally obtained.

IV. PROPOSE A NOVEL CNN-BASED MODEL
In this section, we design a multiple autocorrelation joint
decision (MAJD) model to fully extract the feature informa-
tion of the four images we obtained in section III. The MAJD
needs to input multiple images, so the method is suitable for
the signal pre-processing method of this paper, which can
obtain the pre-classification results of four feature images in
the feature extraction stage. After that, an inference machine
module based on fully connected structure is designed in

MAJD, which combines pre-classification results to obtain
better signal classification results.

A. DESIGN OF FEATURE EXTRACTION STRUCTURE
In [4]–[6] and [11], the initial input of the network is a TFI.
In this paper, we propose to input four feature images that
can represent the same signal. In order to make full use of
the feature information of the four images, we construct a
network which includes four groups of the CNN. As shown
in Fig. 11, the feature image pic′n is input into CNN n to
complete training, and n = 1, 2, 3, 4. Each group of the CNN
is completely consistent and the feature extraction stages
are not connected with each other. They are only connected
together in the inference machine.

FIGURE 11. The overall structure diagram of the MAJD.

FIGURE 12. Unified structure used in four groups of the CNN.

Fig. 12 is a network structure uniformly adopted in the four
CNN. We use m to represent the number of signal classes
given by the classification task, and the CNNs’ stride is 1.
It consists of four convolution layers, four pooling layers,
two fully connected layers and a dropout layer. The first
layer of the convolution layers is input layer, and the sec-
ond layer of the fully connected layers is the output layer.
The dropout layer is designed to prevent over-fitting of the
network. It temporarily discards neurons from the network
according to a certain probability. In this paper, we set the
probability value to 0.5. In Fig. 12, we need to emphasize
that the final output of the fully connected layer is the result
of pre-classification. Since the model is composed of four
groups of the CNN, 4m pre-classification results will be
obtained. Then, 4m pre-classification results are input into
the inference machine to get the final recognition result. The
structure of the inference machine will be described in detail
in section IV-B.

According to the representation of the network model con-
structed in Fig. 12 and section II-B, the model uniformly
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adopted within the four CNNs can be expressed as follows

C64
1q1
=

3∑
q0=1

(S640q0 ⊗W
l
1q1q0 )+ bq1

S322q1 = Pooling(C64
1q1

)q1 = 1, 2, . . . , 32

C32
3q2
=

32∑
q1=1

(S322q1 ⊗W
l
3q2q1 )+ bq2

S164q2 = Pooling(C32
3q2

)q2 = 1, 2, . . . , 64

C16
5q3
=

64∑
q2=1

(S164q2 ⊗W
l
5q3q2 )+ bq3

S86q3 = Pooling(C16
5q3

)q3 = 1, 2, . . . , 64

C8
7q4
=

64∑
q3=1

(S86q3 ⊗W
l
7q4q3 )+ bq4

S48q4 = Pooling(C8
7q4

)q4 = 1, 2, . . . , 64

[y1, y2, . . . , ym−1, ym] = Fullconnect(S48q4 )

(20)

B. DESIGN OF INFERENCE MACHINE STRUCTURE
The inference machine designed in this paper aims to make
full use of the pre-classification results obtained in the fea-
ture extraction stage to make joint decision on the target
class of the signal. The inference machine characterizes the
probability that a pre-classification result may be the target
class through the connection weights among neurons, which
is equivalent to a fully connected network.

After the feature images are input into the network, we will
obtain 4m pre-classification results. Since there is no training
label in the pre-classification stage, the model pre-classifies
a feature image into one of the classes. As shown in Fig. 6,
we denote the result of pre-classification as pij, it denotes
the probability that the i-th feature image is classified into
class j, where i is the number of the CNN, i = 1, 2, 3, 4, j
is the pre-classification result, j = 1, 2, . . . ,m, so pij has 4m
values. The inference machine classifies again based on the
results of pre-classification, and the number of classification
classes is also m. The classification will finally determine the
possible target class of the signal. Therefore, the training label
is given in the training stage of the final classification. Given
the pre-classification result pij, wijk represents the weight
between the pre-classification result pij and the target class
k , which can be expressed as

P(y = k|pij) = wijk (21)

where y denotes the predictive class of the signal, so the actual
meaning of the weight wijk denotes the probability that the
signal may be the target class k when the feature image i is
pre-classified as class j.
Finally, the inference engine determines the probability

that the signal may be the target class k based on the
pre-classification results

P(y = k) =
∑
i

∑
j

pijwijk (22)

FIGURE 13. The structure of the inference machine.

We use the Softmax function to classify. For data sets that
can be divided into m classes, l ∈ {1, 2, ..,m}, the output
probability can be express as

P (y = k) =

∑
i

∑
j
pijwijk

m∑
l=1

∑
i

∑
j
pijwijl

(23)

After classifying by Softmax function, the most prob-
able class will output the maximum probability value,
so the recognition result of the signal can be obtained by
argmax

k∈{1,2,...,m}
[P (y = k)].

C. NETWORK PARAMETER ADJUSTMENT
There are some parameters of network affecting the wave-
form recognition rate, such as the learning rate, the convolu-
tion kernel size, and the block size. Since the four CNNs are
completely consistent in structure, we research the parameter
configuration scheme of the first CNN, and the other three
CNNs only need to copy the first one.

We try to find the optimal parameters structure by changing
a certain variable and fixing the remaining variables. The
performance of the network parameters is shown in Table 2.
It should be emphasized that the test is carried out on the test
set with the SNR of 9dB, and the training time consumption
is based on the CPU of i5-3337U. And the simulation results
are obtained after 1000 iterations.

TABLE 2. Hyper parametric tuning of the CNN model.

It can be found that when the block size is 256 (No. 3),
the model can achieve a recognition rate of 65.5%. When
we only change the size of the convolution kernel, it takes
674 minutes to iterate 1000 times on a 7× 7 convolution ker-
nel (No. 5). Although its recognition rate increases compared
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with No. 3, the time consumption cannot be ignored. So the
configuration scheme of No. 5 is discarded. In addition,
when the learning rate is 0.01, the recognition effect of the
network is further improved (No. 6). Therefore, the parameter
configuration scheme of the network model is determined as
follows: block size is 256, convolution kernel size is 3 × 3,
and learning rate is 0.01.

D. FINE TUNING NETWORK
Before the inference machine was trained well, the loss
values were calculated between the m prediction results
of y1, y2, . . . , ym and the correct results (i.e., label values)
y1_label, y2_label, . . . , ym_label

loss =
1
m

m∑
i=1

∣∣yi − yi_label ∣∣2 (24)

According to the loss value, the back-propagation algo-
rithm [22] is used to fine tune the weight values in each
convolution kernel and the fully connected layer, so that the
internal weight parameters of the network are consistent with
the types of the signals that need to be classified.

V. MODEL SIMULATION AND ANALYSIS
In this section, the paper evaluates the recognition perfor-
mance of the MAJD model on the test set. Firstly, this paper
gives the data set generation method of the simulation experi-
ment. Secondly, the proposedMAJDmodel is compared with
other radar signal waveform recognition methods. Finally,
this paper makes a further structural analysis of the recog-
nition performance of the MAJD.

A. THE SIMULATION ENVIRONMENT AND
DATASET GENERATION
In reality environment, the carrier frequency and signal
parameters of various types of signals keep changing at
all time. To keep the simulation consistent with the actual
electromagnetic environment, the values of the parameters
of the simulated signals are randomly transformed within
the specified range. Given the range (a, b), U (a, b) denotes
that the corresponding parameter values are uniformly dis-
tributed in the range a to b. Combing the parameters given
in Table 1, the parameter range of the simulation signal is
shown in Table 3, the signal sampling rate fs = 50MHz.
In Table 3, fc, f1, f2, f3 and f4 denote the signal carrier
frequency, τpw is pulse width, fk is modulation frequency of
the NCPM, Lc is code length of the BPSK,N is the number of
sampling points on a coded value, and L is the code length of
BFSK and QFSK. It should be emphasized that we generate
BFSK and QFSK coding sequences by random numbers, and
set corresponding thresholds for frequency switching.

According to the parameter configuration of the six types
of signals, the training set and test set are generated. The
simulation generates data from a SNR of−9dB to 6dB in 3dB
steps, and each SNR produces 800 samples for each type of
signal. For training set and test set, we divide 800 samples

TABLE 3. The range of signal parameter values.

generated by each type of signal into training set and test
set according to the ratio of 3:1, so the training set consists
of 21600 samples and the test set consists of 7200 samples.
Themodel is built using Python’s Tensorflow framework, and
the GPU is Nvidia 1050Ti.

B. THE RECOGNITION RESULT
As shown in Fig. 14(a), we acquire the overall recognition
rate on the test set, it shows that with the improvement of the
SNR, the recognition rate of the proposed model increases
gradually. When SNR is −9dB, the recognition rate is 74%,
and when the SNR is −6dB and −3dB, the recognition rate
is 86% and 94% respectively. When SNR rises from −3dB
to 6dB, the recognition rate of the MAJD can achieve more

FIGURE 14. (a) The recognition result of the MAJD in the test set.
(b) Normalized confusion matrix of the MAJD when the SNR is 0dB.
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than 95% on the test set. At the same time, when the signal
is 0dB, we give its confusion matrix as shown in Fig. 14(b).
It can be found that the feature images of signals are easy
to be confused with the feature image of the CP, which
shows that the autocorrelation feature images designed in this
paper still has some similarity, and the similarity has some
influence on the classification of signal waveforms. In view
of the similarity of images, we give a further analysis of this
problem in section V-G.

C. COMPARISON TO CONVENTIONAL ALGORITHMS
In this paper, four conventional algorithms are selected to
compare with the MAJD model proposed in this paper.
In [24], it uses sparse classification (SC) to implement
RSWR, and compares with the KNN algorithm. In [25],
radial basis function support vector machine (RBF-SVM) is
proposed to classify signals. In [26], stacked auto-encoders
(SAE) are proposed to achieve RSWR, and the recognition
results are compared with KNN, SC and RBF-SVM algo-
rithm. Based on the simulation conditions of [26], we sets
the same test samples and gets the recognition results under
different SNR as shown in Fig. 14. It can be found that MAJD
has better adaptability than conventional algorithms at low
SNR. Specifically, when the SNR is −6dB, the recognition
rate of MAJD is 89%, while the recognition rate of other
algorithms is not more than 75%. With the improvement of
SNR, when the SNR is greater than 0dB, the recognition rate
of MAJD can reach almost 100%, while the recognition rate
of other algorithms is still improving. Only when the SNR
reaches 6dB, the recognition performance of SC and SAE is
equal to MAJD.

D. COMPARISON TO THE DEEP LEARNING METHOD
We compare the recognition performance with the structure
proposed in [4] and [6] using the deep learningmethod. In [6],
the SCDAEs is proposed to reconstruct the original data,
and then input the reconstructed data into the recognition
network to achieve RSWR. It is noted that it also uses six
types of signals for testing and the signal type is the same
as us, so we don’t change the signal type. When comparing
with [6], we set the same simulation environment, therefore
we produces test data with a SNR ranging from −8dB to
12dB, and each test signal produces 200 test samples per
SNR. Fig. 14 shows a comparison of the recognition results
of this paper with [6] on the test set.

In comparison with the recognition rate of [6], we finds
that the MAJD has better recognition performance than the
SCDAEs at low SNR environment. The main performance
is that when the SNR is −8dB, the recognition rate of the
MAJD for six types of signals can reach 75%, while that
of the SCDAEs is 55%. When the SNR is increased from
−8dB to −4dB, the MAJD and SCDAEs have a significant
improvement in the waveform recognition rate. However,
the degree of improvement of the SCDAEs is larger than
that of the MAJD, which indicates that the SCDAEs is more
sensitive to the noise effect of low SNR. In addition, when

FIGURE 15. The recognition rate of five algorithms.

FIGURE 16. Comparison with the RSWR in [6].

the SNR is above 0dB, the recognition rate of the MAJD is
above 97%. Compared with the SCDAEs, the recognition rate
of the SCDAEs is above 97% only when the SNR is above
4dB. When the SNR is greater than 4dB, the recognition rate
of the MAJD reaches 100%. The recognition performance of
the SCDAEs is similar to that of the MAJD only when SNR
is greater than 8dB.

In [4], the combination of imagemorphology and threshold
filtering is proposed. After transforming the signal into a TFI,
the threshold filtering is used to remove a large amount of
noise of the TFI, and then the image morphology is used to
remove the fine noise in the TFI. The paper simulates eight
types of signals, including BPSK, LFM, Costas, Frank, and
T1-T4 codes. Since the Costas, Frank and T1-T4 codes are
not given in the simulation of our paper, the six types of the
signals are first simulated in this paper. Their TFIs are shown
in Fig. 17.

Then we use the simulation conditions of [4], change the
range of parameters of eight types of signals and set up
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FIGURE 17. The time-frequency images of the signal in [4].

corresponding test sets. Therefore, this paper produces test
data with a SNR ranging from −4dB to 8dB, and each test
signal produces 1000 test samples per SNR. Fig. 18 shows
the comparison of the recognition results of the two models
on the test set.

In comparison with the recognition rate of [4], we find
that the MAJD has better comprehensive recognition per-
formance than the algorithm of [4]. It is mainly manifested
in two aspects: recognition rate and recognition stability.
From the perspective of recognition rate, when SNR is−4dB,
the recognition rate of BPSK, Costas, T2 and T3 of [4] is
higher than that of theMAJD. The recognition rate of the four
signals is over 96%while that of theMAJD is 93%. For LFM,
Frank, T1 and T4, the recognition rate of the MAJD is higher
than that of [4], the MAJD is more than 91% while the recog-
nition rate in [4] is more than 72%. Therefore, the MAJD
achieves a better result in terms of overall recognition rate.

From the perspective of recognition stability, the trend of
recognition rate in [4] is difficult to find, and the recognition
rate of signals varies greatly. The recognition rates of BPSK,
Costas, T1, T2 and T3 are higher than LFM, Frank and T4.
In LFM, Frank, and T4, the LFM curve changes gently, while
the curves of Frank and T4 change steeply. In contrast, MAJD
has a relatively consistent trend in the curve of eight types of
signals, so it has higher stability.

E. ANALYSIS TO MAJD MODEL: THE EFFECT OF THE
NUMBER OF FEATURE IMAGES ON THE
CLASSIFICATION RESULTS
Based on the design idea of MAJD, we infer that the number
of input feature images has a great impact on the recognition

FIGURE 18. Comparison with the RSWR in [4].

rate of the network, so we further analyze the structure of the
designed network.

In MAJD, we analyze it by changing the number of input
feature images and the network structure. When we change
the number of input feature images, the number of CNNs
changes accordingly. For example, when we input three fea-
ture images, the fourth group CNN in Fig. 11 will be dis-
carded. Fig. 19 shows the effect of the number of input feature
images on the waveform recognition rate, and we compares
it with the overall recognition rate of SCDAEs. It should be
emphasized that the training set and test set are generated in
the same way as section V-A, so the training set and the test
set have 21600 and 7200 samples respectively.

In the simulation, it is found that the number of input
feature images has a great influence on the recognition rate.
When n = 1 and the SNR is below −8dB, the recognition
rate of MAJD is equivalent to that of SCDAEs. At this time,
the proposed algorithm does not generate multiple feature
images for joint decision-making. When n > 1, the recog-
nition rate is higher than that of SCDAEs, so it can be known
that the increase of the number of feature images plays an
important role in waveform recognition at low SNR. It is
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FIGURE 19. The effect of the number of input feature images.

noted that as the number of input feature image increases,
the recognition rate of MAJD does not gradually increase.
When n = 2, the recognition rate of the model is 15% higher
than that of n = 1, but the improvement of the recognition
rate after n ≥ 2 is not very obvious. Specifically, when the
SNR is −9dB, the number of feature images of n ≥ 2 leads
to a recognition rate between 70% and 75%. When n = 2,
the recognition rate is 71%, when n = 3, the recognition
rate is 73%, when n = 4, the recognition rate is 74%, and
when n = 5 and n = 6, the recognition rate is 70% and 73%
respectively. We found that when n ≤ 4, the recognition rate
of the model still improved, but when n > 4, the recognition
rate begins to decline. In fact, the fluctuation of recognition
rate inMAJD is reasonable. According to section III-D, when
n ≤ 4, we can effectively characterize signals through images
generated by multiple autocorrelation. But when n > 4,
the feature images generated by autocorrelation are difficult
to classify because they are very similar, which is the reason
that the recognition rate begins to decline. Therefore, it fur-
ther illustrates that the number of four feature images given
in this paper is reasonable. Through the analysis at low SNR,
we can know that increasing the number of autocorrelation
feature images can indeed improve the waveform recognition
rate, but we cannot obtain the feature images indefinitely
through autocorrelation iteration calculation, a reasonable
value should be n ≤ 4. But if we consider the factors such as
recognition rate and computational difficulty, a better number
of feature images should be n = 2, because the recognition
rate is much higher than n = 1, while the improvement of
recognition rate of n = 3 and n = 4 is smaller.
At high SNR, increasing the number of feature images does

not significantly improve the recognition performance.When
SNR is greater than 0dB, no matter how many feature images
are input, the network structure of this paper can achievemore
than 97% recognition rate.

F. ANALYSIS TO MAJD MODEL: THE EFFECT OF THE
FEATURE IMAGE INPUT MODE ON CLASSIFICATION
RESULTS AND TIME CONSUMPTION
The MAJD proposed in this paper essentially uses a CNN
for feature extraction for each feature image, but for the
structure of CNN, it has its own way of extracting multiple
feature images, i.e. its multiple channel. As we mentioned

TABLE 4. The effect of channel number.

TABLE 5. The effect of the number of CNN groups.

in section II-B, since the TFI is usually gray-scale image,
the number of channels of CNN is set to 1. However, for
this paper, we get several feature images by autocorrelation,
which means that they can be input into different channels
of CNN, so the CNN can also extract feature of each image.
Based on this consideration, we further analyze the effect
of input mode on waveform classification. In this section,
the training set and test set are generated in the same way
as section V-A.

Table 4 shows the waveform recognition results of the
CNN structure of Fig. 12 under different channels, and
Table 5 shows the waveform recognition results of the dif-
ferent CNN groups of the MAJD. In Table 4, we found
that inputting multiple feature images to different channels
cannot improve the waveform recognition results, and even
lead to a decrease in recognition results. Specifically, when
SNR ≥ −6dB, the recognition rate of the CNN is the highest
when the number of channels is 1. With the increase of the
number of channels, the recognition result shows a downward
trend. Finally, when SNR = 6dB and the number of channel
is 6, the recognition result is only 87%, which is a significant
decrease compares with the 100% recognition rate obtained
when the channel number is 1. While in Table 5, the struc-
ture of the MAJD is more efficient for classification based
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TABLE 6. Time consumption of different feature images.

on multiple feature images. Specifically, when the SNR is
−9dB and the number of feature images is greater than 2,
the recognition rate is greater than 70%, which is at least 10%
higher than that of feature extracted by channel. Compared
with extracting image features in channel mode, with the
increase of the number of CNN groups, the recognition rate
of MAJD in high SNR increases steadily. And no matter how
many feature images are input, the recognition performance
ofMAJD is better than that in channel mode. According to the
comparison of the recognition results in Table 4 and Table 5,
the following conclusions can be drawn: MAJD can make
full use of multiple feature images to improve the recognition
results effectively. However, the multi-channel input method
cannot make full use of the effective pixel information gen-
erated between each feature image, which will lead to the
decline of recognition results based on the feature images
designed in this paper. Therefore, if we need to extract the
feature image information in this paper, the better way is to
use multiple parallel CNN networks, rather than changing the
number of input channels of the network.

However, although several parallel CNNs improve the
waveform recognition rate, they also lead to more time con-
sumption, as shown in Table 6. In Table 6, the average
time consumption of single sample is calculated by Monte
Carlo simulation. The number of simulation times is 500,
the CPU is i5-7300HQ and the GPU is GTX 1050Ti. It can be
found that with the increase of the number of feature images,
the time consumption of a sample increases gradually in the
data preprocessing stage. When the number of feature images
is 6, the data preprocessing stage will consume 0.16s, which
increases the time consumption by 6 times compared with
1 feature image. In the stage of feature extraction and classifi-
cation, it does not consumemuch time to extract feature infor-
mation frommultiple images by channel mode, but extracting
feature information from multiple parallel CNNs results in
a gradual increase in time consumption. The average time
consumption reveals that the MAJD suffer more computation
burden than the conventional CNN structure, the increase of
the number of CNN groups will reduce the recognition speed
of the model.

FIGURE 20. The change in the confusion matrix when the number of
feature images changes. The SNR is −3dB.

G. ANALYSIS TO MAJD MODEL: ANALYSIS OF THE EFFECT
OF MULTIPLE FEATURE IMAGES ON IMAGE SIMILARITY
In Section III-D, aiming at the similarity of feature images,
this paper proposes that more features of signals can be
extracted from multiple autocorrelation images to overcome
the bad influence of similarity on waveform classification
results. In view of this problem, we will make further analysis
in this section.

When SNR is −3dB, we give the confusion matrix
obtained at different number of feature images as shown
in Fig. 20. It should be emphasized that due to the problem of
display accuracy, a few values less than 0.01 in the confusion
matrix are displayed to be 0, so the sum of some signal
classification values is not 1 but 0.99. In Fig. 20, we find
that the autocorrelation feature images of various signals
are easily confused with the autocorrelation feature image
of CP. However, the degree of confusion can be reduced
by extracting features from multiple feature images. When
the number of input feature image is 1, the misclassifica-
tion values of LFM, BFSK, QFSK, and BPSK to CP are
0.05, 0.19, 0.11, and 0.14, respectively. As the number of
feature image increases, the misclassification value is further
reduced. When n = 4, the overall classification result is
optimal, and the misclassification values of LFM, BFSK,
QFSK and BPSK to CP are 0.09, 0.04, 0.05 and 0.07, respec-
tively. However, when the number of input feature image
continues to increase, the misclassification results cannot be
further reduced, and the trend of change is more uncertain
(see Fig. 20(e) and Fig. 20(f)). In fact, when n > 4, the feature
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FIGURE 21. The total number of misclassified images when the number
of feature images changes, and the value is normalized. The SNR is −3dB.

images obtained by the five and six times autocorrelation
becomes similar, which increases the difficulty of waveform
classification and makes the signals easily confused. We cal-
culate all the misclassification results under the different
number of feature images. And the overall change of this mis-
classification result is more obvious in Fig. 21. We find that
when n ≤ 4, the misclassification results gradually decrease,
but when n > 4, the performance of the model is not as good
as n = 4. Therefore, like section V-E,an important conclusion
is that n = 4 is the maximum number of feature images,
if we want to overcome the effect of image similarity through
multiple autocorrelation feature images, it is better to control
n below 4, because only in this way, the feature images of each
signal are not easily confused, and the pixel characteristics
extracted by the MAJD can effectively represent the target
signal.

VI. CONCLUSION
The MAJD proposed in this paper provides more initial
information for the network by inputting multiple feature
images. Each feature image is classified by the CNN and
achieve a result by the inference machine. In the multiple
autocorrelation, in order to prevent the distortion of TFIs of
the signals, we choose the number of autocorrelation to be 4,
so we can obtain four TFIs which can represent the same
signal. For the parameter configuration of the MAJD, this
paper presents a hyper parametric optimization scheme of the
MAJD and applies it to each group of the CNN. In the testing
phase, the MAJD is tested by two groups of test sets, which
contain six and eight types of the signals respectively. Finally,
the influence of the MAJD on the waveform recognition rate
is further analyzed. The simulation results compared with the
literature show that the proposed MAJD model not only has
high recognition rate at high SNR, but also is more suitable
for waveform recognition at low SNR environment. In the
final comprehensive analysis of the MAJD, we analyzes the
influence of the number of autocorrelation feature images on
the recognition rate, time consumption, and image similarity.
The analysis verifies the rationality of 4 as the number of
feature images, but n = 2 may be a better choice consid-
ering the computational time consumption. At the same time,
comparing the channel input mode verifies the validity of
the proposed network structure for extracting multiple feature

images. From the perspective of recognition rate and recog-
nition stability, the MAJD model achieves better recognition
performance.
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