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ABSTRACT Satellite-based automatic dependent surveillance broadcast (ADS-B) is of great importance in
the next generation air trafficmanagement system. However, there are twomajor challenges: interference and
low signal to noise ratio (SNR). The interference can be mitigated by various separation algorithms. In this
paper, we are committed to improving the detection performance for the ADS-B signals with downlink
format field equal to 17 at low SNRs. At the moment, commercial receivers work well with sufficient SNRs
but may not function properly in the case of the low SNRs. To this end, based on the characteristics of the
ADS-B signal frame format, we propose a novel multi-criteria preamble detection algorithm. The proposed
algorithm is a constant false alarm rate (CFAR) detection algorithm, and the determination of threshold
is independent of noise power. We make a detailed theoretical analysis of each criterion, and develop the
analytic expression of the detection probability. All the theoretical results are validated by the Monte Carlo
simulations. The simulation shows that the proposed algorithm has an excellent probability of detection
when the SNR is low, which is suitable for the satellite-based ADS-B application.

INDEX TERMS ADS-B, low SNR, multi-criteria, preamble detection, theoretical analysis.

I. INTRODUCTION
With the rapid growth of civil aviation transportation busi-
ness, the air-traffic flow is supposed to provide more fea-
sible utilization of airspace levels and capacities so as
to meet the demands of the next generation air traffic
management (ATM) system [1]. Apart from the secondary
surveillance radar, automatic dependent surveillance broad-
cast (ADS-B) is another efficient and superior technology
used for air traffic control. An aircraft retrieves its own posi-
tion and velocity via satellite navigation, and broadcasts them
to the ground stations and other aircraft nearby to improve sit-
uational awareness [2]. The advent of ADS-B may bring sev-
eral benefits in safety, capacity and efficiency [3]–[6]. First
of all, the flight separation could be reduced dramatically.
ADS-B is much more cost-effective compared with the radar
infrastructure. Besides, the reduction in fuel consumption
makes ADS-B friendly to environment. Hence, ADS-B is
being rolled out widely all over the world. In 2010, a final
rule was published by the Federal Aviation Administration
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to mandate that all aircraft should be equipped with ADS-B
by the year 2020 [7], [8]. In Europe, ADS-B has been
implemented rapidly as a vital component of the Single
European Sky ATM Research (SESAR) [9], [10]. Moreover,
large expanses of Australia and Canada have been deployed
with plenty of ADS-B receiving stations in order to achieve
full continental surveillance coverage [11]. However, in some
areas like ocean where ADS-B ground stations are inapplica-
ble, satellite-based ADS-B application shall be a promising
solution to enhance the ATM.

The satellite-based ADS-B application has attracted a
great deal of interest at the moment. Reference [12] intro-
duced the world’s first in-orbit demonstration of a space
based ADS-B, as well as the GATOSS mission in [13] and
Iridium NEXT satellite in [14]. Nevertheless, there are two
major challenges for the reception of satellite-based ADS-B
signals: interference and low signal to noise ratio (SNR).
The interference arises from that ADS-B signals share the
same 1090 MHz frequency with Mode A/C and Mode S
replies [15]. Sectorized antennas might be a useful method to
mitigate the interference because it exploits a spatial diversity
through the use of multiple directive antenna beams [16].
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FIGURE 1. Frame format of ADS-B signals.

Also, there are various separation algorithms that are aimed
to separate the overlapping signals, such as EPA, MDA,
MS-ZCMA, PASA, etc [17]–[22]. After the separation, it is
still necessary to detect the weak ADS-B signals. In this
paper, we are committed to solving the problem of how
to improve the detection performance in the case of low
SNRs. The widely used enhanced preamble detection algo-
rithm recommended in [23] has an excellent performance
with sufficient SNRs. When it is applied to the satellite,
the detection performance would be deteriorated sharply due
to the insufficient receiving signal power. As shown in [12],
the majority of received Mode S signals from space have a
signal power of maximal−89 dBm and−103 dBm minimal.
In addition, by analyzing the received ADS-B messages col-
lected in OpenSky, a sensor network consisting of 11 sensors
located in central Europe, a conclusion can be drawn that the
SNRs of correctly decoded messages range from 2.71 dB to
33.13 dB, with the 0.5 and 99.5 percent quantiles at 7.64 dB
and 21.79 dB, respectively [11]. Thus, low SNR is a non-
negligible factor that restricts the reception of satellite-based
ADS-B signals.

To this end, upon investigating the characteristics of
signal format, we propose a novel multi-criteria pream-
ble detection algorithm for ADS-B signals. As stipulated
in [23], an ADS-B message contains five different fields in
the data block, i.e., downlink format field (DF), capability
field (or control field, application field), address field, mes-
sage, and parity/identity field, which is shown in Fig. 1.
The DF occupies the first five symbols of the data block,
and the value of 17 (i.e., DF = 17, binary 10001) is
assigned to all ADS-B message transmissions from Mode S
transponder-based devices [24], which are equipped by most
aircraft. Hence, the proposed detection algorithm is designed
for ADS-B signals with DF set to 17. There are four criteria in
the proposed algorithm, i.e., constant false alarm rate (CFAR)
detection, deterministic symbol match, consistent power test
and null symbol validation. The first criterion is implemented
by comparing the test statistic with a predetermined thresh-
old. The threshold depends on the desired probability of false
alarm and is independent of noise power. The subsequent
three criteria aim to further identify the ADS-B preamble and
suppress the false alarm. When all the criteria are satisfied,

an ADS-B preamble is declared to be detected. The proposed
algorithm is of the CFAR property and is robust against noise
fluctuation. We also conduct a detailed theoretical analysis
of each criterion, and develop the analytic expression for
the detection probability. Monte Carlo simulations are car-
ried out to validate the theoretical results. By comparing the
proposed algorithm with that in [23], we find that the pro-
posed algorithm has an excellent detection performance in the
case of low SNRs, and is suitable for satellite-based ADS-B
application.

The remainder of this paper is organized as follows. The
signal model is established in section II. In section III – VI,
the four criteria are elaborated, including the theoretical anal-
ysis. The simulations and results are presented in section VII,
followed by the conclusion in section VIII.

II. SIGNAL MODEL
An ADS-B 1090 MHz Mode S extended squitter (1090ES)
message consists of a preamble of 8 µs and a data block
of 112 µs. In the data block, there are 112 binary symbols,
which can be expressed as s = [s[1], s[2], . . . , s[112]]. The
symbol period is 1 µs and each symbol is made up by two
0.5µs chips. As shown in [25], each s[k] (k = 1, 2, . . . , 112)
is Manchester encoded, using the mapping relation of which
we can obtain the corresponding bit sequence of date block,
i.e., b = [b[1], b[2], . . . , b[224]] where{
b[2k − 1]=1 b[2k]=0 if s[k]=1
b[2k − 1]=0 b[2k]=1 if s[k]=0

, k=1, 2,. . ., 112.

For all the ADS-B 1090ES messages, the preamble bit
sequence is identical and can be written as p =

[1, 0, 1, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0]. Therefore, the bit
sequence of a whole ADS-B message can be expressed as
the stack of the preamble bit sequence and the data block bit
sequence, i.e., d = [p,b]. There are totally 240 elements in
the bit sequence d.
The block diagram of the proposed multi-criteria preamble

detection algorithm is shown in Fig. 2.
Assuming that the ADS-B message is present, the received

baseband in-phase and quadrature (I/Q) components have the
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FIGURE 2. Block diagram of multi-criteria preamble detection algorithm.

form

rI[n] = A
240∑
i=1

d[i]u[n− iL] cos($dn+ ϕ0)+ wI[n]

rQ[n] = A
240∑
i=1

d[i]u[n− iL] sin($dn+ ϕ0)+ wQ[n], (1)

where A is the amplitude of the received signal, d[i] is the
ith element in the bit sequence d. Here we assume that the
sampling rate of rI[n] and rQ[n] denoted by fs is equal to
18 MHz. u[n] is the sampled version of a rectangular pulse
with width Tb = 0.5 µs, L = fsTb = 9 is the number of
samples per rectangular pulse. $d = 2π1f /fs is the nor-
malized residual digital angular frequency in which1f is the
frequency offset. ϕ0 is the residual phase which is unknown
but fixed for a single ADS-B message and is uniformly
distributed in the interval [0, 2π ). wI[n] and wQ[n] are white
Gaussian noise which is assumed to be a zero-mean stationary
and uncorrelated discrete random process, i.e., E [wI[n]] =
E
[
wQ[n]

]
= 0 and Var [wI[n]] = Var

[
wQ[n]

]
= σ 2, where

σ 2 is the noise power.
For simplicity of analysis, it is supposed that there is no

frequency offset in the received signal, that is $d = 0.
Equation (1) reduces to

rI[n] = A
240∑
i=1

d[i]u[n− iL] cosϕ0 + wI[n]

rQ[n] = A
240∑
i=1

d[i]u[n− iL] sinϕ0 + wQ[n]. (2)

As described in Fig. 2, the received I/Q components rI[n]
and rQ[n] are firstly presented to the matched filters with
impulse response g[n] = 1/L for 0 ≤ n ≤ L − 1.
Hence, the output sequences xI[n] and xQ[n] of the matched
filters can be expressed in the form of convolution of input
sequences and impulse response, i.e.,

xI[n] = rI[n]⊗ g[n]=A cos(ϕ0)
240∑
i=1

d[i]v[n− iL]+ w′I[n]

xQ[n] = rQ[n]⊗ g[n]=A sin(ϕ0)
240∑
i=1

d[i]v[n− iL]+ w′Q[n],

(3)

where ⊗ is the convolution operator, v[n] = u[n] ⊗ g[n],
w′I[n] = wI[n] ⊗ g[n] is the output noise sequence of the
matched filter excited by the white Gaussian noise wI[n],
as well as w′Q[n]. Let y[n] denote the squared amplitude
sequence of xI[n] and xQ[n]. According to (3), we can obtain
the expression of y[n] as follows

y[n] = x2I [n]+ x
2
Q[n]

=

(
A

240∑
i=1

d[i]v[n− iL]

)2

+ z[n], (4)

where

z[n] = 2A
240∑
i=1

d[i]v[n− iL](w′I[n] cosϕ0 + w
′

Q[n] sinϕ0)

+w
′2
I [n]+ w

′2
Q[n]

is a term in relation to noise. All further processing would be
applied to the squared amplitude sequence y[n].

III. CFAR DETECTION
A. DESCRIPTION
For every ADS-B message with DF = 17, the first 26 ele-
ments in d are fixed and can be defined as the characteristic
word represented as

e = [1, 0, 1, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0,

0, 0, 0, 1, 0, 0, 1, 0, 1, 0, 1, 1, 0]. (5)

Hence, we have the target to detect the occurrence of such
a sequence in the received signal for preamble detection in
principle.

In order to improve the correlation properties, the 8 µs
preamble and 5 µs DF field are used jointly for correlation
in the proposed algorithm. Matched filters have already been
employed and the squared amplitude sequence y[n] is no
longer composed of rectangular pulses. Hence, we select
the reference sequence h[n] of length 26L (corresponding to
13µs in the analog domain), which comprises only 9 nonzero
values at fixed positions. The expression of the reference
sequence is given by

h[n] =
26∑
j=1

e[j]δ[n− jL] for 1 ≤ n ≤ 26L, (6)
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FIGURE 3. Waveform of correlation values for A = 1.

where e[j] is the jth element in the characteristic word e of (5)
and δ[n] is the unit sample sequence.

Then the correlation properties are examined. In noise-
free situations, the squared amplitude sequence has the form
y[n] = (A

∑240
i=1 d[i]v[n− iL])

2. We take a special case
with n = kL (k = 1, 2, . . . , 240) into consideration,
yielding y[kL] = A2d[k]. The noise-free squared amplitude
sequence y[n] is presented to the correlator with reference
sequence h[n], the output of which can be written as

c[n] = y[n]⊗ h[26L − n] =
26∑
j=1

e[j]y[n− 26L + jL]. (7)

Next, we investigate the values of c[n] at specific instants.
The instants under consideration are set to be n = 26L, 20L,
15L, 13L, 8L, 6L, which are expressed by k0, k1, k2, k3, k4,
and k5 respectively. For n = k0, the value of c[k0] can be
calculated as follows:

c[k0] = A2
26∑
j=1

e[j]d[j] = 9A2. (8)

Similarly, we have the following equations for n = k1, k2,
k3, k4, and k5

c[k1] = c[k2] = c[k3] = c[k4] = c[k5] = 0. (9)

According to (8) and (9), it is clear that the maximum peak
value can be achieved for n = 26L when the received pream-
ble and the reference sequence are aligned exactly. Moreover,
for n = 20L, 15L, 13L, 8L, and 6L, the correlation value
c[n] reaches the valley values that are nominally equal to zero.
An example for the waveform of correlation value with A = 1
is shown in Fig. 3.

The detection algorithm in this paper defines the test statis-
tic as the ratio of the peak value to the average of the five
valley values, i.e.,

T =
c[k0]

1
5

5∑
i=1

c[ki]

. (10)

When T is larger than or equal to a predetermined thresh-
old λc, the second criterion deterministic symbol match is
activated. The detection threshold depends on the false alarm
probability of the CFAR detection.

B. ANALYSIS OF CFAR DETECTION
First of all, the hypothesis testing model can be described
as follows:

H1 : y[n] =

(
A

240∑
i=1

d[i]v[n− iL]

)2

+ z[n]

H0 : y[n] = w
′2
I [n]+ w

′2
Q[n]. (11)

In order to derive the success probability of the CFAR detec-
tion, it is necessary to analyze the distribution of squared
amplitude sequence under the hypothesis H1 briefly. Herein,
we concentrate on the instant n = iL (i = 1, 2, . . . , 240) only.
Thus, the expressions of xI[n] and xQ[n] at instant n = iL can
be rewritten as

xI[iL] = A cos(ϕ0)d[i]+
1
9

iL∑
j=iL−8

wI[j]

xQ[iL] = A sin(ϕ0)d[i]+
1
9

iL∑
j=iL−8

wQ[j]. (12)

The ith element d[i] in the bit sequence d is a binary variable,
and d[i] ∈ {0, 1}.
If d[i] = 1, both xI[iL] and xQ[iL] are random Gaussian

variables with variance σ 2/9 and means equal to A cosϕ0 and
A sinϕ0 respectively. The sum of the square of two nonzero
mean independent Gaussian random variables leads to a
non-central chi-squared random variable with two degrees
of freedom [26]. The squared amplitude sequence y[iL] =
x2I [iL]+ x

2
Q[iL] for d[i] = 1 is subject to the non-central chi-

squared distribution with a non-centrality parameter equal
to A2.

If d[i] = 0, it is obvious that xI[iL] ∼ N (0, σ 2/9)
and xQ[iL] ∼ N (0, σ 2/9). The sum of the square of
two zero-mean independent Gaussian random variables leads
to a central chi-squared random variable with two degrees
of freedom (aka exponentially distribution with parameter
9/2σ 2 [27]). Hence, we have y[iL] ∼ χ2

2 for d[i] = 0.
Due to the properties of the preamble and pulse position

modulation (PPM) scheme, only 9 elements in the character-
istic word e of (5) are nonzero, the index vector of which can
be constructed as follows:

α = [1, 3, 8, 10, 17, 20, 22, 24, 25]. (13)
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According to (7), the numerator of the test statistic T can
be represented as

c[k0] =
26∑
j=1

e[j]y[jL] =
9∑
i=1

γ [i], (14)

in which γ [i] = y [α[i]L] (i = 1, 2, . . . , 9) and α[i] being
the ith element of the index vector α. As analyzed above,
γ [i] (i = 1, 2, . . . , 9) is subject to the non-central chi-squared
distribution with two degrees of freedom and a non-centrality
parameter equal to A2.
Similarly, for the denominator of the test statistic T ,

we have

c[k1] =
9∑
i=1

y [(α[i]− 6)L]

c[k2] =
9∑
i=1

y [(α[i]− 11)L]

c[k3] =
9∑
i=1

y [(α[i]− 13)L]

c[k4] =
9∑
i=1

y [(α[i]− 18)L]

c[k5] =
9∑
i=1

y [(α[i]− 20)L]. (15)

It is apparent that the denominator of T is the sum of 45 ran-
dom variables, some of which, however, are duplicated. There
are totally 23 different variables in the denominator, nine
of which added once, nine of which added twice, two of
which added three times and the rest added four times. Thus,
the denominator can be rewritten as

1
5

5∑
i=1

c[ki] =
1
5

9∑
i=1

η[i]+
2
5

18∑
i=10

η[i]

+
3
5

20∑
i=19

η[i]+
4
5

23∑
i=21

η[i] (16)

where η[i] is the ith element in η that is given as follows:

η = [y[−19L], y[−15L], y[0], y[5L], y[12L], y[13L], y[16],

y[18L], y[19L], y[−17L], y[−12L], y[−8L], y[−5L],

y[−L], y[6L], y[7L], y[9L], y[14L], y[2L], y[11L],

y[−10L], y[−3L], y[4L]]. (17)

Each η[i] (i = 1, 2, . . . , 23) in (16) is a central chi-squared
random variable with two degrees of freedom.

Substituting (14) and (16) into (10), and multiplying the
numerator and denominator by a factor of 9/σ 2 respectively,

we obtain

T =

9∑
i=1
γ [i] 9

σ 2

9
σ 2

(
1
5

9∑
i=1
η[i]+ 2

5

18∑
i=10

η[i]+ 3
5

20∑
i=19

η[i]+ 4
5

23∑
i=21

η[i]

) .
(18)

For simplicity of expression, let γ̃ [i] = 9γ [i]/σ 2, i =
1, 2, . . . , 9. According to the distribution of γ [i], it is obvious
that γ̃ [i] is subject to the non-central chi-squared distribution
with two degrees of freedom, and the non-centrality parame-
ter of γ̃ [i] is equal to 9A2/σ 2.
Let η̃[i] = 9liη[i]/5σ 2 in which

li =


1 for i = 1, 2, . . . , 9
2 for i = 10, 11, . . . , 18
3 for i = 19, 20
4 for i = 21, 22, 23.

(19)

Considering η[i] ∼ χ2
2 (i = 1, 2, . . . , 23), we can see

that η̃[i] (i = 1, 2, . . . , 23) are also central chi-squared
random variables with two degrees of freedom. However,
the variances of η̃[i] are no longer the same. Then η̃[i] (i =
1, 2, . . . , 23) can be divided into four sets depending on the
variances. To be specific, the variance of the variables in
the set {̃η[i], i = 1, 2, . . . , 9} is denoted by σ 2

1 ; the vari-
ance of the variables in the set {̃η[i], i = 10, 11, . . . , 18}
is denoted by σ 2

2 ; the variance of the variables in the set
{̃η[i], i = 19, 20} is denoted by σ 2

3 ; and the variance of
the variables in the set {̃η[i], i = 21, 22, 23} is denoted
by σ 2

4 , i.e.,
σ 2
1 = 2/5 for η̃[i] with i = 1, 2, . . . , 9
σ 2
2 = 4/5 for η̃[i] with i = 10, 11, . . . , 18
σ 2
3 = 6/5 for η̃[i] with i = 19, 20
σ 2
4 = 8/5 for η̃[i] with i = 21, 22, 23.

(20)

The test statistic T of (18) can be written in a more concise
form as follows:

T =

9∑
i=1
γ̃ [i]

23∑
i=1
η̃[i]

,
Tnum
Tden

. (21)

From (21), the numerator Tnum is expressed as the sum
of nine independent non-central chi-squared variables with
two degrees of freedom. According to the additivity of the
non-central chi-squared distribution, Tnum is a non-central
chi-squared random variable with 18 degrees of freedom and
a non-centrality parameter equal to 81A2/σ 2, the probability
density function (p.d.f) of which can be expressed as

fnum(x |H1 )

=
1
2
exp

(
−
x + 81A2/σ 2

2

)(
x

81A2/σ2

)4

I8

(
9A
σ

√
x
)
,

(22)
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where I8(·) is the modified Bessel function of the first kind
and order eight.

Then we take the denominator of the test statistic into con-
sideration. The 23 terms in the summation of Tden have been
divided into four sets, each representing a certain variance
value. Let rm (m = 1, 2, 3, 4) denote the number of variables
in the mth set, and we have [r1, r2, r3, r4] = [9, 9, 2, 3].
Accordingly, Tden is subject to the generalized chi-squared
distribution [28], of which the p.d.f is given by

fden(y |H1 ) =
4∏

m=1

1

σ
2rm
m

4∑
k=1

rk∑
l=1

9k,l,r

(rk − l)!
(−y)rk−le

−
y
σ2k

= L1
4∑

k=1

rk∑
l=1

9k,l,r

(rk − l)!
(−y)rk−le

−
y
σ2k , (23)

where L1 =
4∏

m=1

1
σ
2rm
m

is a constant and

9k.l,r = (−1)rk−1
∑
i∈�k,l

∏
j 6=k

C
ij
ij+rj−1

(
1

σ 2
j

−
1

σ 2
k

)−(rj+ij)
(24)

with [i1, i2, i3, i4] from the set �k,l of all partitions of l − 1
(with ik = 0) defined as

�k,l=

[i1, i2, i3, i4] ∈ Z4
;

4∑
j=1

ij= l − 1, ik = 0, ij≥0 ∀j

.
(25)

Note that the notation of the form Cn
m in (24) is the number

of n-combinations of m and defined as Cn
m = m!/n!(m− n)!.

The distributions of the numerator and denominator of the
test statistic have already been derived, so the test statistic T
has the distribution which can be constructed as the quotient
distribution of two independent random variables [29], i.e.,

fT (z |H1 ) =

+∞∫
−∞

|y| fnum(yz |H1 )fden(y |H1 )dy

=
L1e−

m1
2 z4

2m4
1

4∑
k=1

rk∑
l=1

9k,l,r

(rk − l)!
(−1)rk−lF(k, l),

(26)

where m1 = 81A2/σ 2 is a parameter proportional to the
SNR and

F(k, l) =

+∞∫
0

yrk−l+5 exp

(
−y

(
z
2
+

1

σ 2
k

))
I8
(√

yzm1
)
dy.

(27)

For a given predetermined threshold λc, the success prob-
ability of CFAR detection can be calculated by integrating

fT (z |H1 ) from λc to positive infinity, i.e.,

PC =

+∞∫
λc

fT (z |H1 )dy. (28)

The value of PC can be attained by numerical integration.
Equation (28) shows that the probability of success PC is a
function of SNR and detection threshold.

C. DETERMINATION OF THRESHOLD λc

We investigate the false alarm probability of the CFAR detec-
tion by which the threshold λc is determined. Under the null
hypothesis H0, the output sequences xI[n] and xQ[n] of the
matched filters have the form

xI[n] =
1
9

n∑
i=n−8

wI[i]

xQ[n] =
1
9

n∑
i=n−8

wQ[i], (29)

where wI[i] ∼ N (0, σ 2) and wQ[i] ∼ N (0, σ 2) for i =
n− 8, . . . , n. Thus, for a given n, xI[n] is a Gaussian random
variable with zero mean and variance σ 2/9, as well as xQ[n].
So the squared amplitude sequence y[n] = x2I [n] + x2Q[n]
is subject to the central chi-squared distribution with two
degrees of freedom.

Then, we consider the numerator of the test statistic under
hypothesis H0, which can be written as

c[k0] =
26∑
j=1

e[j]y[jL] =
9∑
i=1

ξ [i], (30)

where ξ [i] = y [α[i] · L] (i = 1, 2, . . . , 9) and ξ [i] are
independent identically distributed, i.e., ξ [i] ∼ χ2

2 . For the
denominator, it can be expressed the same as that of (16)
under hypothesis H1. Similarly, via multiplying the numer-
ator and denominator by a factor of 9/σ 2, we can obtain

T =

9∑
i=1
ξ [i] 9

σ 2

9
σ 2

(
1
5

9∑
i=1
η[i]+ 2

5

18∑
i=10

η[i]+ 3
5

20∑
i=19

η[i]+ 4
5

23∑
i=21

η[i]

).
(31)

Let ξ̃ [i] = 9ξ [i]/σ 2, i = 1, 2, . . . , 9. It can be easily
determined that ξ̃ [i] is a central chi-squared random variable
with two degrees of freedom as well.Meanwhile, the variance
of ξ̃ [i] is equal to 1, which is constant and independent of the
noise power.

The same operation as that for the denominator in (18) is
applied. Thus, the expression for the test statistic T can be
written as follows:

T =

9∑
i=1
ξ̃ [i]

23∑
i=1
η̃[i]

,
Tnum
Tden

. (32)
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According to (32), Tnum is the sum of nine independent
central chi-squared variables with two degrees of freedom,
resulting in the chi-squared distribution with 18 degrees of
freedom. Hence, the p.d.f of Tnum under the null hypothesis
H0 is given by

fnum(x |H0 ) =
1

29 × 8!
x8e−

x
2 , x ≥ 0. (33)

In addition, the p.d.f of Tden under H0 denoted by
fden(y |H0 ) has the same expression as that under H1, which
is represented in (23). Thus, we can derive the p.d.f of the test
statistic T under H0 as follows:

fT (z |H0 )=

+∞∫
0

yfnum(yz |H0 )fden(y |H0 )dy

= L2z8
4∑

k=1

rk∑
l=1

9k,l,r

(rk − l)!
(−1)rk−l

(rk − l + 9)!(
z
2+

1
σ 2k

)rk−l+10 ,
(34)

where L2 = L1/(29×8!) is a constant, and the integral in (34)
can be calculated through integration by parts.

For a given threshold λc, the false alarm probability of the
CFAR detection can be computed as follows:

Pf 1 =

+∞∫
λc

fT (z |H0 )dy. (35)

Furthermore, as we can see from (34), fT (z |H0 ) is inde-
pendent of the noise power σ 2, and so is the probability
of false alarm Pf 1. The objective of CFAR processing is
realized. According to (35), it is notable that the threshold
λc can be determined based on the corresponding false alarm
probability.

D. SIMULATIONS
In this section, Monte Carlo simulations are carried out to
validate the theoretical expressions of false alarm probability
Pf 1 and success probability PC .
Fig. 4(a) shows the simulation results for the false alarm

probability versus the threshold and the simulation is con-
ducted 105 times. The red line in Fig. 4(a) represents the
theoretical curve calculated based on (35). It is clear that the
simulation results match perfectly with the theoretical one.
The probability of false alarm is close to 10−7 when the
threshold is set to 8. As mentioned above, the false alarm
probability is just a function of the threshold, and in turn
the detection threshold can be determined according to the
desired probability of false alarm.

Fig. 4(b) illustrates the probabilities of success against the
threshold varying from 1 to 35 for different Eb/N0. Note that
throughout the simulations of this paper, the energy per bit
to noise power spectral density ratio, i.e. Eb/N0, is utilized
exclusively to represent the power difference between signal
and noise. It is because that SNR and Eb/N0 can be derived
from each other for a fixed bandwidth. It can be observed

from Fig. 4(b) that the Monte Carlo simulation results are
very close to the corresponding theoretical curves, permit-
ting to validate analytic expression for success probability
of (28). The probability of success decreases dramatically as
the threshold increases. When the case of Eb/N0 = 8 dB is
compared with Eb/N0 = 12 dB, additional λc of approxi-
mately 7.5 is required to reach the same success probability
equal to 0.9.
Next, we fix the detection threshold λc, and the curves

of success probability in terms of Eb/N0 are depicted
in Fig. 4(c), in which a great agreement between simulation
results and theoretical ones is observed. The uppermost curve
in Fig. 4(c) is the result for λc = 4 and the other two are
for λc = 6 and λc = 8 respectively. In the case of λc = 8,
we have noticed that the success probability of 0.9 is obtained
at Eb/N0 = 10 dB, whereas for λc = 4, there is a 3 dB gain
to have the same detection performance.

By using (28) and (35), we can plot the theoretical curves of
success probability PC versus false alarm probability Pf 1 (i.e.
Receiver Operating Characteristic curves, ROC) for different
Eb/N0 varying from 4 to 8 dB, as shown in Fig. 4(d). The
corresponding simulation results are presented as well. It is
notable that the CFAR detection has an excellent detection
performance with low SNRs and an acceptable false alarm
probability.

IV. DETERMINISTIC SYMBOL MATCH
For every ADS-B message with DF = 17, the sequence e
of (5) is identical. If e is regarded as a special PPM signal
and is decoded accordingly, we can obtain a symbol pattern
represented as

θ = [1, 1,X1, 0, 0,X2,X3,X4, 1, 0, 0, 0, 1], (36)

where Xi, (i = 1, 2, 3, 4) is null symbol, as is illus-
trated in Fig. 5. Further, the symbol pattern θ can
be divided into two parts: the deterministic pattern
θd = [1, 1, 0, 0, 1, 0, 0, 0, 1] and the null pattern θn =
[X1,X2,X3,X4]. Herein, θd consists of nine deterministic
symbols and is used for deterministic symbol match and
consistent power test. The null pattern θn is utilized for null
symbol validation.

Using the above CFAR detection, we can obtain the sample
position corresponding to the end of the characteristic word e,
where the test statistic T is larger than the threshold λc.
Then we need to examine whether there are nine determin-
istic symbols at the specific positions with respect to the
obtained sample position. In the signal model established
in this paper, those specific positions are denoted by ` =
[1, 2, 3, 4, 7, 8, 9, 10, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26],
comprising 18 elements totally. Denote the determinis-
tic pattern decoded from the received signal by θ̃d =
[θ̃d [1], θ̃d [2], . . . , θ̃d [9]]. The kth (k = 1, 2, . . . , 9) symbol
is declared as ‘‘1’’ or ‘‘0’’ by comparing the values of two
samples in both the chips of a symbol interval, i.e., if y[`[2k−
1]L] ≥ y[`[2k]L], we have θ̃d [k] = 1, otherwise θ̃d [k] = 0.
When the decoded pattern θ̃d matches with the standard

VOLUME 7, 2019 97325



P. Ren et al.: Novel Multi-Criteria Preamble Detection Algorithm for ADS-B Signals

FIGURE 4. (a) False alarm probability Pf 1 vs λc , (b) Success probability PC vs λc , (c) Success probability PC vs Eb/N0, (d) ROC curve
of CFAR detection.

deterministic pattern θd , the third criterion consistent power
test is activated.

Next, we derive the probability that the decoded pattern
θ̃d matches with the standard pattern θd , which is denoted
by PM . Actually, this probability is determined by the error
probability for the described decoding scheme of PPM sig-
nals. Considering that PPM signals are also binary orthogonal
signals, we can find the probability of a bit error for nonco-
herent detection of orthogonal signals in [30], i.e.,

Pe =
1
2
exp

(
−
9A2

4σ 2

)
. (37)

Due to the independence of the nine deterministic symbols,
we can calculate the probability PM easily as follows

PM = (1− Pe)9 =
(
1−

1
2
exp

(
−
9A2

4σ 2

))9

, (38)

which is a function of the SNR as well.

Finally, Monte Carlo simulation is carried out to validate
the analytic expression for success probability of determinis-
tic symbol match PM . Fig. 6 shows both the theoretical curve
expressed in (38) and the simulated one. It is clear that the
success probability PM is above 0.9 when Eb/N0 is larger
than 9 dB.

V. CONSISTENT POWER TEST
A. DESCRIPTION
When the third criterion, consistent power test, is activated,
it implies that there is a deterministic pattern at specific
positions, i.e., θ̃d matches with θd . For each deterministic
symbol interval, we select the larger sample from the two
values used to determine ‘‘1’’ or ‘‘0’’, either in the leading
chip or in the trailing chip. The index vector of the nine
selected samples are characterized by α of (13). We can
thus obtain a sample set consisting of the nine larger values,

97326 VOLUME 7, 2019



P. Ren et al.: Novel Multi-Criteria Preamble Detection Algorithm for ADS-B Signals

FIGURE 5. Sketch of deterministic symbol match.

FIGURE 6. Success probability PM vs Eb/N0.

which can be represented as

ϑ = {y [α[i]L] , i = 1, 2, . . . , 9} . (39)

The elements in ϑ correspond to the nine peak values illus-
trated in Fig. 5.

In the sample set, let ϑmax be the maximum and ϑmin be the
minimum of the nine peak values. By comparing the ratio of
ϑmax to ϑmin with a predetermined threshold λp, the success
or failure of consistent power test would be declared. To be
specific, if ϑmax/ϑmin is smaller than λp, the consistent power
test is considered successful and the final criterion, null sym-
bol validation, will take effect.

The consistent power test is beneficial to reducing the
probability of false alarm significantly. For instance, when
the reference sequence and the preamble of received signal
are aligned partly and the decoded pattern θ̃d matches with

θd by coincidence, some of the nine peak values are gen-
erated by noise. The minimum of the set ϑmin would then
be far smaller than the maximum ϑmax , with the result that
ϑmax/ϑmin is larger than λp. Therefore, this kind of false alarm
can be suppressed effectively.

B. ANALYSIS OF CONSISTENT POWER TEST
Under the hypothesis H1, the element in the set ϑ is indeed
the case of y[n] with d[α[i]] = 1 and n = α[i]L for i =
1, 2, . . . , 9. As analyzed in section III-B, the nine variables
in ϑ are independent and identically distributed and obey
the non-central chi-squared distribution with two degrees of
freedom and a non-centrality parameter equal to A2. The p.d.f
can be thus expressed as

f (x |H1 ) =
9

2σ 2 exp
(
−
9(x + A2)

2σ 2

)
I0

(
9A
σ 2

√
x
)
, x ≥ 0,

(40)

where I0(·) is the modified Bessel function of the first kind
and zero order. Its cumulative distribution function (CDF) can
be given by

F(z |H1 ) =

z∫
0

f (x |H1 )dx = 1− Q1

(
3A
σ
,
3
√
z

σ

)
, (41)

where Q1(·, ·) is the first order Marcum Q function.
Obviously,ϑmax is the largest order statistic among the nine

variables in ϑ , of which the p.d.f can be expressed as [31]

fmax(x |H1 ) = 9 (F(x |H1 ))8 f (x |H1 )

= 9
(
1− Q1

(
3A
σ
,
3
√
x

σ

))8

f (x |H1 ). (42)

Similarly, the smallest order statistic ϑmin has the p.d.f repre-
sented as [31]

fmin(y |H1 ) = 9 (1− F(y |H1 ))8 f (y |H1 )

= 9
(
Q1

(
3A
σ
,
3
√
y

σ

))8

f (y |H1 ) (43)
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Let R = ϑmax/ϑmin, ϑmax ≥ ϑmin > 0. Note that R ≥ 1 and
the ratio distribution has the p.d.f indicated as

fR(z |H1 ) =

+∞∫
0

yfmax(yz |H1 )fmin(y |H1 )dy. (44)

Given a preset threshold λp, the success probability of
consistent power test PT is given by

PT =

λp∫
1

fR(z |H1 )dz. (45)

Here, the value of PT can be calculated by numerical
integration.

C. FALSE ALARM PROBABILITY Pf 3
Under the null hypothesis H0, the nine variables in the set ϑ
are generated by noise, and subject to central chi-squared
distribution with two degrees of freedom, of which the p.d.f
can be written as

f (x |H0 ) =
9

2σ 2 exp
(
−

9x
2σ 2

)
, x ≥ 0. (46)

The CDF is then given by

F(z |H0 ) = 1− exp
(
−

9z
2σ 2

)
. (47)

Similarly, the largest order statistic ϑmax and the smallest
order statistic ϑmin under H0 have the p.d.f

fmax(x |H0 ) =
81
2σ 2 exp

(
−

9x
2σ 2

)(
1− exp

(
−

9x
2σ 2

))8

fmin(y |H0 ) =
81
2σ 2 exp

(
−
81y
2σ 2

)
. (48)

Thus, the p.d.f of R = ϑmax/ϑmin under H0 is obtained by

fR(z |H0 ) = 81

+∞∫
0

t (1− exp (−tz))8 exp (−t(z+ 9)) dt.

(49)

It is notable that fR(z |H0 ) is independent of noise power σ 2.
When R = ϑmax/ϑmin under the null hypothesis H0 is less
than or equal to the given threshold λp, it implies that the third
criterion, consistent power test, is considered successful in the
case of noise only. To some extent, this is a false alarm, and
its probability which is denoted by Pf 3 can be calculated by
integrating the fR(z |H0 ) from 1 to λp, i.e.,

Pf 3 =

λp∫
1

fR(z |H0 )dz. (50)

FIGURE 7. Success probability PT and false alarm probability Pf 3.

FIGURE 8. Success probability PT vs Eb/N0.

D. SIMULATIONS
Both the success probability PT and false alarm probability
Pf 3 are validated byMonte Carlo simulations in Fig. 7. In this
simulation, Eb/N0 are set to 8, 10, and 12 dB respectively.
When Eb/N0 = 10 dB and PT = 0.9, the corresponding
threshold can be calculated by solving the equation (45), that
is λp = 6.656. The downmost curve in Fig. 7 corresponds to
the null hypothesis H0.
Fig. 8 illustrates the probability of success PT against

Eb/N0 for different threshold λp, including the theoretical
curves and simulated ones. It is notable that the performance
will be improved with the growth of threshold.
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VI. NULL SYMBOL VALIDATION
A. DESCRIPTION
The final criterion, null symbol validation, is activated if all
the previous criteria are successful. It is specially designed for
the null pattern θn mentioned in section IV. Generally, there
are no triangular pulses in the four null symbol intervals. Null
symbol validation is thus to confirm that there is no energy at
those positions.

A dynamic threshold τ is exploited and defined as the
average of nine peak values in the sample set ϑ , i.e.,

τ =
1
9

9∑
i=1

y[α[i]L]. (51)

As shown in Fig. 5, each null symbol Xk (k = 1, 2, 3, 4)
in the null pattern θn comprises two samples located in the
leading chip and in the trailing chip respectively. There are
totally 8 samples for the four null symbols, of which the index
vector is characterized by β = [5, 6, 11, 12, 13, 14, 15, 16].
For the kth (k = 1, 2, 3, 4) null symbol Xk , if both the sam-
ples in the corresponding symbol interval are no more than
half of the dynamic threshold τ , i.e., y[β[2k−1]L] ≤ τ/2 and
y[β[2k]L] ≤ τ/2, Xk will be identified as empty. Otherwise,
it is nonempty. If the total number of empty symbols in θn is
greater than or equal to 2, null symbol validation is considered
successful and it is announced that an ADS-B preamble has
been detected.

Null symbol validation is requisite for the preamble detec-
tion. The false alarm would occur probably when there is a
pattern identical to the deterministic one θd in the data block
of an ADS-B message by accident. However, there are data
pulses in the four symbol intervals under the circumstances,
leading to the failure of null symbol validation. Hence, this
kind of false alarm generated by the data block shall be
suppressed to some extent.

B. ANALYSIS OF NULL SYMBOL VALIDATION
First of all, the distribution of dynamic threshold τ is inves-
tigated. Under the hypothesis H1, each variable y[α[i]L]
(i = 1, 2, . . . , 9) in the sample set ϑ obeys the non-central
chi-squared distribution with two degrees of freedom and a
non-centrality parameter equal to A2. The mean and variance
of y[α[i]L] can be obtained by [32]

µY =
2
9
σ 2
+ A2

σ 2
Y =

4
81
σ 4
+

4
9
σ 2A2.

(52)

In addition, each y[α[i]L] is independent and identically
distributed, and we can make the approximation that the
average of the sample set τ obeys the normal distribution
approximately according to the central-limit theorem, namely
τ ∼ N (µY , σ 2

Y /9). The p.d.f is thus given by

fτ (t) =
1√

2πσ 2
Y /9

exp

(
−

9

2σ 2
Y

(t − µY )2
)
, t ≥ 0.

(53)

On the other hand, there are totally 8 samples for the
four null symbols, and each of them is a central chi-squared
random variable with two degrees of freedom and a p.d.f
indicated as

fX (x) =
9

2σ 2 exp
(
−

9x
2σ 2

)
, x ≥ 0. (54)

Given the threshold τ , for the single sample, the probability
that it dose not exceed the threshold can be calculated as

P0 =

τ/2∫
0

fX (x)dx = 1− exp
(
−

9τ
4σ 2

)
. (55)

Note that a null symbol Xk (k = 1, 2, 3, 4) consists of
two independent samples, the probability that Xk is declared
empty can be denoted by

Pept = P20 =
(
1− exp

(
−

9τ
4σ 2

))2

. (56)

Equivalently, the probability that it is declared nonempty can
be given by

Pnept = 1− Pept = 1−
(
1− exp

(
−

9τ
4σ 2

))2

(57)

Further, for the fixed threshold τ , the probability that the
null symbol validation is considered successful can be
expressed as

Pτ = P4ept + C
1
4PneptP

3
ept + C

2
4P

2
neptP

2
ept

=

2∑
k=0

Ck
4P

k
neptP

4−k
ept . (58)

Here, the notation Ck
4 has the same definition as that in (24).

Considering that the dynamic threshold τ is actually a ran-
dom variable, we need to calculate the mathematical expec-
tation of Pτ in order to obtain the success probability PN ,
that is,

PN = E {Pτ }

=

+∞∫
0

Pτ fτ (τ )dτ

=

+∞∫
0

2∑
k=0

Ck
4P

k
neptP

4−k
ept fτ (τ )dτ , (59)

where E{·} is the expectation operator.
The analytic expression for PN of (59) is validated by

Monte Carlo simulations in Fig. 9, from which the con-
sistency between the theoretical and simulation results is
observed. It is notable that PN approaches 1 when Eb/N0 is
over 7 dB, which implies that the null symbol validation is
successful automatically.
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FIGURE 9. Success probability PN vs Eb/N0.

FIGURE 10. False alarm probability vs λc and λp.

VII. SIMULATIONS AND RESULTS
A. FALSE ALARM PROBABILITY
First of all, the false alarm probability of the proposed
multi-criteria preamble detection algorithm is investigated by
Monte Carlo simulations. Fig. 10 shows the simulation results
for the probability of false alarm in terms of thresholds. The
threshold λc varies from 1 to 8, and λp varies from 2 to 8.
For each pair of λc and λp, the simulation is conducted 107

times. It can be observed from Fig. 10 that as the threshold λc
increases and λp decreases, the false alarm probability of the
proposed algorithm will decrease. The largest simulated false
alarm probability is approximately 7×10−5 when λc is equal
to 1 and λp is equal to 8. In addition, it is clear that the false
alarm probability is smaller than 10−7 if λc is larger than 4.5.

FIGURE 11. Detection probability PD vs Eb/N0.

B. VALIDATION OF DETECTION PROBABILITY
In the previous sections, we have already developed the suc-
cess probability for each criterion, i.e., PC , PM , PT , and PN .
The detection probability of the proposed multi-criteria
preamble detection algorithm is thus expressed as

PD = PC · PM · PT · PN . (60)

Herein, PD depends on three parameters: λc, λp, and Eb/N0.
Fig. 11 shows the detection probability versus Eb/N0 for

different pairs of λc and λp, including the theoretical curves
and simulated ones. For each Eb/N0 with fixed λc and λp,
the proposed detection algorithm is simulated 104 times. It is
expected from Fig. 11 that the simulation results are very
close to the theoretical curves, permitting to validate the
analytic expression of detection probability PD in (60). The
top curve in Fig. 11 is the case of λc = 6 and λp = 8, and the
bottom is λc = 8 and λp = 5. The middle curve is λc = 8
and λp = 6.5. By comparing the detection performance of
the three cases, we have noticed that for a certain Eb/N0,
the probability of detectionPD will increase with the decrease
of λc and the growth of λp.

C. PERFORMANCE COMPARISON
As mentioned in [23], the re-triggering function of the
enhanced squitter reception technique is of great importance
in that it will reject certain preamble detections when a
subsequent stronger signal is received. It is also included
in the proposed multi-criteria preamble detection algorithm
in this paper. When all the four criteria above are satisfied,
an ADS-B preamble is declared to be detected, and a refer-
ence power level is generated by averaging the squared ampli-
tudes of the nine deterministic symbols, i.e., the dynamic
threshold τ in section VI-A. After an ADS-B preamble is
identified, the preamble detection process continues to be
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FIGURE 12. Comparison of detection probability.

applied to search for later preambles, and all of the proposed
criteria are examined. If a particular preamble detection has
survived these tests, we compare its reference power level
against any earlier signal currently being processed. If the
new signal is stronger by 3 dB or more, the earlier preamble
is then discarded and the new signal can proceed. Otherwise,
the new signal is discarded.

Next, the comparison between the detection performance
of the proposed algorithm and the enhanced squitter recep-
tion technique recommended in [23] is investigated. For
each Eb/N0, there are 104 ADS-B messages transmitted. The
re-triggering function is applied for both the detection algo-
rithms. By counting the number of correctly detected ADS-B
messages, we can obtain the corresponding probability of
detection. For the enhanced algorithm in [23], the optimal
detection performance can be obtained via adjusting the
detection threshold and is depicted in Fig. 12 as the downmost
curve. The uppermost curve represents the detection proba-
bility of the proposed multi-criteria preamble detection algo-
rithm (referred to as M.C). Both are with no frequency offset.
It is notable that the detection probability of the algorithm
in [23] is deteriorated dramatically at low SNRs. Although
the enhanced squitter reception technique has an excellent
performance with sufficient SNRs, the detection probability
is approximately 0.6 at Eb/N0 = 15 dB. However, for
the proposed algorithm, the detection probability is over
0.9 when Eb/N0 is equal to 10 dB, which is more suitable
for satellite-based ADS-B application.

Fig. 12 also illustrates the influence of frequency offset
1f on the detection probability of the proposed algorithm.
The frequency offset is set to 0, 300 kHz, and 500 kHz respec-
tively. It can be seen from Fig. 12 that the detection probabil-
ity for 1f = 0 is quite close to that for 1f = 300 kHz.
In addition, when comparing the case of1f = 500 kHz with
1f = 0, the deterioration of detection probability by 1 dB is
observed as well.

VIII. CONCLUSION
In order to solve the problem of low SNR in satellite-based
ADS-B application, we have proposed a novel multi-criteria
preamble detection algorithm for ADS-B signals with DF
set to 17. The CFAR property of the proposed algorithm
makes it robust against the noise fluctuation, improving the
stability and reliability of the detection algorithm. The com-
bination of four criteria is beneficial to reducing the false
alarm effectively.Moreover, the detailed analysis in this paper
provides theoretical formulae for the determination of the
thresholds λc and λp, and the analytic expression of detection
probability PD is derived. Simulation results show that the
proposed algorithm has an excellent detection performance at
low SNRs, and is suitable for the satellite-based application.
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