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ABSTRACT Spectral clustering transforms the data clustering problem into a graph-partitioning problem
and classifies data points by finding the optimal sub-graphs. Traditional spectral clustering algorithms use
Gaussian kernel function to construct the similarity matrix, so they are sensitive to the selection of scale
parameter. In addition, they need to randomly determine the initial cluster centers at the clustering stage and
the clustering performance is not stable. Therefore, this paper presents an algorithm on the basis of message
passing, which makes use of a density adaptive similarity measure, describing the relations between data
points and obtaining high-quality cluster centers through message passing mechanism in AP clustering. The
performance of clustering is optimized by this method. The experiments show that the proposed algorithm
can effectively deal with the clustering problem of multi-scale datasets. Moreover, its clustering performance
is very stable, and the clustering quality is better than traditional spectral clustering algorithm and k-means
algorithm.

INDEX TERMS Spectral clustering, similarity matrix, message passing, clustering stability.

I. INTRODUCTION
The purpose of clustering is divided data points into different
clusters according to their similarity, which makes the simi-
larity of data in the same cluster larger and the similarity of
data between different clusters smaller. Traditional clustering
methods, such as k-means algorithm and FCM algorithm,
lack the ability to deal with intractable complex data struc-
tures. When the sample space is not convex, these algorithms
ease to fall into local optimum [1].

In recent years, spectral clustering has attracted the
attention in academia because of its good performance and
simple implementation [2]. Also, Spectral clustering can
cluster in arbitrary shape sample space and converge to global
optimum, especially for non-convex data sets [3]. Spectral
clustering algorithm views each point in the data set as the
vertex of the graph, and the similarity between any two points
as the weight of edges connecting the two vertices. Thus, an
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undirected weighted graph is constructed. Then, accord-
ing to a graph partitioning method, the graph is divided
into several disconnected subgraphs, and the point set
contained in the subgraph is the cluster generated after
clustering [4].

There are many traditional graph partitioning methods,
such asMinCut, RatioCut, the normalized cut Ncut, andMin-
Max cut [5]. The clustering results are obtained by max-
imizing or minimizing the objective function of graph cut
method. Nevertheless, for various graph-partitioning meth-
ods, the optimal solution of objective function is often an
NP-hard. According to Rayleigh-Ritz theory, the discrete
optimization problem of the original one can be solved in
polynomial time by relaxing to the real number domain [6].
For graph partitioning, a point may be belong to subset A and
the other part belong to subset B, rather than either or the
other. Generally, good clustering results can be obtained by
making full use of the classification information of the eigen-
values and the vertices contained in the Laplacian matrix of
a graph in the clustering process [7]. The method is based
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on the matrix spectral analysis theory to cluster, so it was
called spectral clustering. At present, spectral clustering has
been widely used in computer vision, data analysis, image
processing, video surveillance, automatic control and other
fields [8]–[10].

Although the spectral clustering algorithm has achieved
good performance in practice, as a new clustering method,
spectral clustering is still in the stage of development. There
are still a great deal of problems to be further studied. For
example, traditional spectral clustering is sensitive to initial
values and cannot effectively deal with multi-scale cluster-
ing problems [11]. In order to dispose with multi-scale data
sets, Zelnik-Manor et al. [12] proposed an adaptive spectral
clustering technique. Instead of selecting a global parame-
ter σ , it calculates an adaptive parameter σi for each point
xi based on its neighborhoods information, where σi is the
Euclidean distance from point xi to its p’th nearest neighbors.
The similarity measure is called an adaptive Gauss kernel
function. Considering the data distribution of each point’s
neighborhoods, self-adjusting spectral clustering can effec-
tively separate the compact clusters contained in the sparse
background cluster. Liu et al. [11] obtains the implicit cluster
structure features in data by local density, and then combines
with self-adjusting Gauss kernel function, proposes a spectral
clustering algorithm based on shared neighborhoods adaptive
similarity. Tao et al. [13] puts forward a similarity calculation
method between points of manifold structure data to improve
the clustering performance of the algorithm. Because of the
similarity between data points based on Euclidean distance,
the distribution of complex manifold data sets cannot be
reflected correctly [14]. In order to solve the problem of tradi-
tional spectral clustering algorithm, which is sensitive to scale
parameters, and clustering center initialization, we propose
a Spectral Clustering Algorithm Based on Message Passing
(MPSC) and use density sensitive similarity to measure the
similarity of data points. The rest of the paper is organized
as follows: Section 2 the ‘‘message passing’’ mechanism
of AP clustering is introduced to solve the sensitive initial-
ization problem of traditional spectral clustering algorithm.
Section 3 introduces the basic theory of AP Clustering algo-
rithm. Section 4 presents the MPSC algorithm and gives its
detail steps. Section 5 compares the proposed algorithm with
other algorithms in the experiments. and the last part is a
conclusion.

II. INITIALIZATION SENSITIVITY ANALYSIS OF
SPECTRAL CLUSTERING ALGORITHM
Spectral clustering algorithm transforms the data cluster-
ing problem into a graph optimal segmentation problem.
The objective function of minimizing or maximizing graph
cut method is often an NP discrete optimization problem.
Fortunately, spectral method can provide a relaxed solution
in polynomial time to this optimization problem [15]. The
‘‘relaxation’’ here refers to relaxing the discrete optimization
problem to real number domain, and then using some heuris-
tics. The essence of Graph Segmentation can be reduced

to the problem of minimizing or maximizing the trace of a
matrix, and the task of minimizing or maximizing the trace
depends on spectral clustering algorithm.

Generally, spectral clustering algorithm consists of
three parts: Reprocessing, Spectral representation and
Clustering [16]. Firstly, construct the similarity matrix and
Laplacian matrix, then, select eigenvectors and determine the
number of clusters.

There are two basic methods for partitioning data
sets or graphs: recursive 2-way partitioning and k-way par-
titioning [17]. The recursive 2-way partitioning method calls
the 2-way partitioning algorithm recursively in a hierarchical
manner. When the graph is divided into two parts, the same
process is applied to the subgraph until the number of clusters
meets the requirements or no longer meets the recursive
conditions; K-way partition picks out the eigenvectors of
Laplacian matrix with implicit clustering information, and
uses these eigenvectors to partition the data set into k-way
partitions. A typical spectral clustering algorithm for k-way
partition is the NJW algorithm [18] proposed by Ng, Jordan
and Weiss. The following is Wang et al. [19] analysis of the
sensitivity of initial values in spectral clustering algorithm.

Proposition 1. Given a dataset X = {x1, x2, . . . ..xn},
the similarity matrices obtained by input in different
order are W1, W2, D1, D2 are the corresponded diago-
nal matrices, Laplacian matrices L1, L2, and generating
matrices Y1 and Y2. Then W1 and W2 are simi-
lar, D1 and D2 are similar, l1 and l2 are similar,
Y1 and Y2 are similar.

Proof 1: Assume the dataset is input in sequence of
x1, x2 . . . xn to get the matrix W1. Assume the data set is
input in order of xn, xn−1 . . . . . . x1 to get the matrix W2.,
W2 can be obtained by several elementary transformations
of matrix W1, which proves that matrix W1 is similar to
matrixW2. Similarly, the matrixW2 obtained by any order of
input is similar to W1. Since D1 is a diagonal matrix and its
principal diagonal elements are the sum of the corresponding
elements of the similar matrixW1, the matrices D1 and D2
are similar. Because L1 = D−1/21 W1D

1/2
1 , and D1 and D2

are diagonal matrices, the matrices W1 and W 2 are similar,
L1 and L 2 are similar. The corresponding eigenvector X2 is
obtained by several elementary transformations of eigenvec-
tor X1. It can be proved that the matrix Y1 and Y2 are similar.
Therefore, the conclusion was proved.
Proposition 1 shows that similarity matrix W and matrix Y

are similar, so spectral clustering algorithm is sensitive to
the initialization of clustering centers. The essence is that
k-means algorithm is used in the last stage of clustering
process. To solve this problem, we introduce the ‘‘message
passing’’ mechanism inAP clustering into spectral clustering,
which is used to determine the clustering center to improve
the performance of spectral clustering algorithm.

III. BASIC THEORY OF AP CLUSTERING ALGORITHM
Affinity Propagation (AP) was proposed by Frey and Dueek
in Science in 2007 [20]. AP algorithm does not need to
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FIGURE 1. Description of the clustering process of AP algorithms.

specify the initial clustering center. Experiments show that
AP algorithm has high efficiency, what’s more, it takes the
similarities between pairs of data points as its input. The
similarity matrix, denoted as S (n × n), where the similar-
ity measure s (i, j) = −//xi − xj//2 is calculated by the
Euclidean distance between pair points, is the fundamental
to AP. Responsibility is denoted as : R(i, k) = S(i, k) −
max{A(i, j)+ S(i, j)} (j 6= k); Availability is expressed as:

A(i, k) = min{0,R(k, k)+
n∑
j=1

max{0,R(j, k)}}

(j 6= i j 6= k)

are two key factors of AP. The AP algorithm searches for
clusters through several iterative processes until a high-
quality set of exemplars and corresponding clusters are
founded [21], [22]. In order to overcome the problems of
oscillation and convergence failure, Meng et al. [23] intro-
duced a damping factor (damp) into iterations. The iterative
formulas are respectively described as:

RT = RT × (1− damp)+ RT−1 × damp (1)

AT = AT × (1− damp)+ AT−1 × damp (2)

where RT−1 and AT−1 indicate the T-1th iteration’s responsi-
bility and availability, damp ε [0.5, 1). The clustering process
of AP algorithm is shown in Figure 1.

IV. THE PROPOSED SPECTRAL CLUSTERING BASED ON
MESSAGE PASSING APPROACH
The key to spectral clustering is the selection of distance
measure, which will be smooth with regard to the intrinsic
structure of data points. Data in the same cluster should have
higher similarity and follow the space consensus. Therefore,
the construction of similarity matrix is crucial, which greatly
affects the performance of the spectral clustering [24]. While
dealing with the complicated datasets, however, the scale
parameter σ of the Gauss kernel function is fixed, and the
similarity simply based on Euclidean distance cannot truly
reflect the data distribution and in turn resulting in the poor
performance of spectral clustering [25]. Yang et al. [26]
proposed a density-sensitive similarity measurement, which

is able to deal with multi-scale clustering problems and
is relatively insensitive to parameter selection. Experiments
show that the algorithm can effectively describe the actual
clustering distribution.

Defined the adjustable line segment length, which can
adjust the distance in regions with different densities:

L(xi, xj) = (eρd(xi,xj) − 1)1/ρ (3)

where d(xi, xj) can be the Euclidean distance between xi and
xj , and ρ is the density factor with the value greater than 1.

Density sensitive distance can be defined as follows:

Dij = min
l−1∑
k=1

L(pk, pk+1), p ∈ P ij (4)

Algorithm 1 Spectral Clustering Using Message Passing and
Density Sensitive Similarity (MPSC)
Input: data set X = {xi|i = 1, . . . . . . .n}, cluster number k
Output: k clusters
Step 1. Calculate the density sensitive distanceDij between
each data pair (xi, xj) according to Eq. (4);
Step 2. Calculate the similaritywij between pairwise points
(xi, xj) by Eq. (5), and construct the similarity matrix
W W ∈ Rn×n;
Step 3. Construct the degree matrix of graph D, where D is
a diagonal matrix whose (i, i)-element is the sum of W’s
ith row, and the off-diagonal element is 0;
Step 4. Compute the normalized graph Laplacian L:

L = D−1/2WD−1/2;

Step 5. Compute the first k eigenvectors u1,.......,uk of L,

Let U =
[
u1
... · · ·

...uk

]
∈ Rn×k be the matrix containing

the u1,.......,uk as columns;
Step 6. Normalize each row of the matrix U to unit
length and form the matrix Y ∈ Rn×k, where yij =

uij/

[
n∑
j=1

u2ij

]1/2
Step 7. Treat each row of Y as a point and partition them
into k clusters using AP clustering;
Step 8. Assign the original point xi to cluster j if and only
if row i of the matrix Y is assigned to cluster j.

Let P = {p1, p2 . . . . . . pl} denote as the path from p1 to pl
with length 1 = | P |, while P ij denote that the set of paths
connecting with vi and vj .

Density sensitive similarity measure can be defined as:

wij =
1

Dij + 1
(5)

ComparedwithGauss kernel, this similaritymeasure does not
require to introduce kernels and directly calculate the similar-
ity in distance measure. Density sensitive distance indicates
that the similarity of data pairs in the same manifold structure
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FIGURE 2. Original synthetic datasets.

is higher, while the similarity of data pairs in different man-
ifold structures is lower. The manifold similarity can enlarge
the distance between two points on different manifolds and
reduce the distance between two points on the samemanifold.
The distance measure is dependent on the data and adjustable
with the local density, i.e., density sensitive.

We use the density sensitive distance to improve the accu-
racy of the spectral clustering algorithm, and propose a
Spectral Clustering Algorithm Based on Message Passing
(MPSC) algorithm. This algorithm constructs the similarity
matrix with the density sensitive distance. Then the objective
function is optimized iteratively through message passing
mechanism. The detailed steps of MPSC algorithm is shown
in Algorithm 1.

For the purpose of overcoming the influence of ran-
domly selected parameters in the traditional algorithm,
a message passing mechanism is introduced to optimize the

initialization sensitivity in the traditional spectral clustering
algorithm, to obtain more stable clustering results.

V. EXPERIMENTAL ANALYSIS
A. CLUSTERING ON SYNTHETIC DATASETS
The clustering performance of the proposedMPSC algorithm
is compared with K-means algorithm, A K-AP Clustering
Algorithm Based on Manifold Similarity Measure (MKAP)
[14], NJW algorithm [18] and AP algorithm [20]. All
the experiments are conducted on the computer with Intel
core i5-8250U processor, 8 GB RAM. The programming
environment is MATLAB 2016b. We demonstrate the effec-
tiveness of the improved MPSC algorithm with two pre-
screening strategies respectively on six synthetic manifold
datasets blobs and circle, four lines, two moons, two cir-
cles, two spirals and three circles [27], which are illustrated
in Fig. 2.
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FIGURE 3. Clustering results of MPSC algorithm on artificial data sets.

In the experiments, the preference parameter p of AP
algorithm is the median of affinity matrix, the maximum
iteration is 1000, and the convergence coefficient of itera-
tion is100, scaling factor ρ = 2. The clustering results of

MPSC algorithm on these six synthetic data sets are presented
in Fig. 3.

Aswhat we can see fromFigure 3, theMPSC algorithm has
good performance when dealing with various manifold data.
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FIGURE 4. Clustering results of NJW algorithm on artificial data set.

With the help of density sensitive similarity measurement,
MPSC algorithm is suitable for the clustering problem on
complex datasets. The algorithm uses density-sensitive sim-
ilarity measure and Laplace transforms to map the original
data points into spectral space, which makes the data points
in the same class more compact and the data points between
different classes more separate. With the NJW algorithm
that Wang et al. [19] proposed in 2002, Figure. 4 shows the
clustering results of NJW algorithm (σ = 0.1 and σ = 0.2)
on blobs and circles, two moons and two spirals artificial
datasets. It shows that NJW algorithm is sensitive to the
value of scale parameter σ , and it cannot obtain the accurate

clustering results on complex datasets. On the contrary,
MPSC algorithm can maintain the global consistency of data
in the clustering process, thus overcoming the shortcom-
ing that Gauss kernel function cannot process multi-scale
datasets.

B. CLUSTERING ON UCI DATASETS
At the present time, to further test the effectiveness of the pro-
posedMPSC algorithm, we conduct a number of experiments
with other popular clustering algorithms on more complex
datasets from UCI machine learning repository. Table 1 indi-
cates the characteristics of these datasets.
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FIGURE 5. Experimental results of four algorithms on real data sets.
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TABLE 1. Information of real world datasets.

In the experiments, we use three indicators to assess
the clustering performance: the running time of algorithm,
adjusted rand index (ARI) and clustering accuracy. Compar-
ing the clustering results with the actual partition, there are
four possibilities for each pair of data points in the data set.

1) SS: pairwise data belonging to the same class are also
divided into the same class when clustering;

2) SD: two data points belonging to the same cluster are
divided into different classes;

3) DS: two data points, which do not belong to the same
class, are divided into the same class ;

4) DD: two data points that do not belong to the same class
are also clustered into different classes.

ARI is based on the relationship of pairwise data points.
It can describe the quality of clustering and objectively reflect
the advantages and disadvantages of clustering algorithm. It is
a common clustering evaluation criterion [28].

Set SS = a, SD = b, DS = c, DD = d, and the calculation
equation of ARI is:

ARI =
2(ad − bc)

(a+ b)(b+ d)+ (a+ c)(c+ d)
(6)

where ARI ε [0, 1], and the smaller the value of ARI is,
the worse the clustering quality will be.

The clustering performance of the proposed MPSC algo-
rithm is made a comparison with K-means algorithm,
AP algorithm, MKAP algorithm and NJW algorithm. The
clustering results of different algorithms are given in Table 2.

ARI index is used as a measure to compare the clus-
tering performance of MPSC algorithm, NJW algorithm,
AP algorithm,MKAP algorithm andK-means algorithm. The
experimental results are shown in Fig. 5, where the horizontal
axis represents the number of clustering while the vertical one
depicts the ARI index of the algorithm.

From the experimental data in Figure 5, the curves
of K-means algorithm and NJW algorithm fluctuate obvi-
ously. The fluctuation of the curves indicates that K-means
and NJW algorithm are sensitive to the initialization of clus-
tering centers. The K_means algorithm and NJW algorithm
need to randomly select the initial cluster centers, therefore,
the clustering results will be poor if the selection of the cluster

TABLE 2. Clustering results of different algorithms on real world datasets.

centers are not appropriate. In contrast, the curves of AP algo-
rithm and MPSC algorithm are greatly smooth, which shows
that the performance of AP algorithm, MKAP algorithm
and MPSC algorithm is very stable, but the performance
of AP and MKAP algorithm is not satisfactory nonetheless.
The MPSC algorithm proposed in this paper introduces the
‘‘message passing’’ mechanism of AP algorithm to deter-
mine the clustering center. It effectively solves the problem
that traditional spectral clustering algorithm is sensitive to
the initialization of clustering center. In addition, as what
can be seen from Figure 5, the ARI of MPSC algorithm
is also significantly better than the other four algorithms.
Table 2 gives the average accuracy, average time and ARI
index of 10 times clustering of MPSC, NJW, AP, MKAP and
K-means algorithms.

VI. CONCLUSIONS
In this paper, a spectral cluster algorithm based on message
passing (MPSC) is proposed. To improve the clustering per-
formance of MPSC algorithm, we design a density sensitive
similarity measurement. In addition, the density sensitive
similarity measure can correctly describe the complex rela-
tionships among data points; it can better reveal the distri-
bution of data and maintain the global consistency of dataset.
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As Experiments on benchmark data sets shown, the clustering
quality ofMPSC algorithm is superior to that of the K-means,
AP, MKAP and NJW clustering algorithm. However, our
improved algorithms consume a lot of time when dealing
with large-scale data, just like traditional spectral clustering.
Therefore, the future study we will consider to improve the
clustering efficiency of MPSC algorithm and how to apply
MPSC algorithm into web data mining, image segmentation,
Speech separation, text recognition and other similar scenes.
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