
Received June 10, 2019, accepted July 9, 2019, date of publication July 18, 2019, date of current version August 9, 2019.

Digital Object Identifier 10.1109/ACCESS.2019.2929760

Detection, Tracking, and Geolocation of Moving
Vehicle From UAV Using Monocular Camera
XIAOYUE ZHAO1, FANGLING PU 1, (Member, IEEE), ZHIHANG WANG1, HONGYU CHEN1,
AND ZHAOZHUO XU 2, (Student Member, IEEE)
1School of Electronic Information, Wuhan University, Wuhan 430072, China
2Electrical Engineering Department, Stanford University, Stanford, CA 94305, USA

Corresponding author: Fangling Pu (flpu@whu.edu.cn)

This work was supported by the National Key Research and Development Program of China under Grant 2016YFB0502600.

ABSTRACT Unmanned aerial vehicles (UAVs) have been widely used in urban traffic supervision in
recent years. However, the detection, tracking, and geolocation of moving vehicle based on the airborne
platform suffer from small object sizes, complex scenes, and low-accuracy sensors. To address these
problems, this paper develops a framework for moving vehicle detecting, tracking, and geolocating based
on a monocular camera, a GPS receiver, and inertial measurement units (IMUs) sensors. First, the method
based on YOLOv3 was employed for vehicle detection due to its effectiveness and efficiency for small object
detection in complex scenes. Then, a visual tracking method based on correlation filters is introduced, and
a passive geolocation method is presented to calculate the GPS coordinates of the moving vehicle. Finally,
a flight control method in terms of the previous image processing results is introduced to lead the UAV that
is following the interesting moving vehicle. The proposed scheme has been built on a DJI M100 platform
on which a monocular camera and a microcomputer Jetson TX1 are added. The experimental results show
that this scheme is capable of detecting, tracking, and geolocating the interesting moving vehicle with high
precision. The framework demonstrates its capacity in automatic supervision on target vehicles in real-world
experiments, which suggests its potential applications in urban traffic, logistics, and security.

INDEX TERMS Unmanned aerial vehicle, YOLOv3, object geolocation, moving vehicle tracking.

I. INTRODUCTION
The prosperity of unmanned aerial vehicles (UAVs) com-
bined with image processing algorithms has led to the expan-
sion of the application fields of UAVs. Using UAVs to detect,
track or geolocate moving vehicles has attracted the interests
of researchers. These types of drones with tracking and geolo-
cating frameworks attained wide prospects in traffic safety
inspection, road surface monitoring, traffic flow monitoring
and urban security protection [1] because the drones are unaf-
fected by the ground traffic congestion. Moreover, they can
flexibly respond to scene changes in a timely manner.

Most projects focus on the motion detection and visual
tracking of moving objects from the quadrotor using a
monocular visible light camera. For example, in the MODAT
system [2], moving objects are detected by a motion segmen-
tation method. In DATMO [3], moving objects are detected
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by optical flow and tracked by a Kalman filter. This system
was implemented on the AscTec Pelican quadrotor with a
firefly camera. However, these projects did not play a role
in object monitoring because they are limited to estimating
the object in images. A system focused on visual tracking
and geolocation from a helicopter using simple sensors was
developed in [4]. The Lucas-Kanade optical flow and motion
segmentation method were applied to extract the object and
track it. The object was geolocated by a pseudo-stereo vision
technique. However, the background of aerial images is com-
plex and the noise may be processed as moving objects, such
that all these problems affect the speed and accuracy of image
processing algorithms.

To improve the performance of the system, a thermal
camera or other equipment with high precision supplements
the load equipment of UAVs. In paper [5], Sean proposed a
system to detect, track and locate wildlife with a multiro-
tor UAV. The moving wildlife was extracted by blob detec-
tion and geolocated by a simple trigonometric algorithm.
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In another tracking and geolocation system [6], the real-
time kinematic (RTK) global positioning systems (GPS) and
thermal camera were installed on the multirotor UAV. The
stationary object was chosen manually, and the object visual
tracking was implemented through the mean-shift method.
However, the estimation of the moving object was not pre-
sented in [6]. Moreover, the ground reference points must
be set in advance for geolocation. With the supplement of
the thermal camera and RTK equipment, the moving objects
could bewell detected but could not yet be identified. Further-
more, the UAVs were controlled manually to keep the objects
in the field of view (FOV) in the presented schemes.

This paper focuses on using a monocular camera and
low-cost sensors, such as a single-frequency GPS receiver
and inertial measurement units (IMU), to implement detec-
tion, tracking, and geolocation of moving vehicles from a
small quadrotor. The main challenges involve three parts.
First, the small size of objects, the variation of FOV, and
complicated background make it difficult to detect and track
moving vehicles. The target vehicles are relatively small in
the video frame because of the distance between the UAV
and the vehicles. When the UAV moves, the altitude angles
change with high frequency, which causes variation in the
FOV. To detect vehicles, these challenges must be tackled
first. Second, the accuracies of most equipped airborne sen-
sors are low, introducing challenges to vehicle geolocation.
Limited by space and cost, most small UAVs are equipped
with only one visible light camera. Auxiliary equipment
that incorporates the position with high precision, such as
achieved with a binocular camera and laser rangefinder, is not
included in the standard configurations. Third, the algorithms
for detection, tracking and geolocation must be run on board
in real time. Therefore, to make the UAV follow the inter-
ested vehicle automatically, the introduced algorithms must
be installed and run on the airborne microcomputer.

We present a framework for moving vehicle detection,
tracking and geolocation using an airborne platform with
a microcomputer. Our key contributions in this work are
summarized as follows: (1) Instead of using motion detec-
tion methods, we applied You Only Look Once version 3
(YOLOv3) to detect small vehicles from the airborne video.
YOLOv3 is introduced to determine the position of initial
pixels of the target vehicle with high performance. It min-
imizes the human intervention in the system. In the exper-
iments, we compared YOLOv3 with other state-of-the-art
object detection methods, and the result indicates that the
YOLOv3 has the best performance in small object detection
in terms of speed and accuracy. (2) A geolocation method
using amonocular camera and low-cost sensors is introduced.
A visual tracking method is used to calculate the vehicle
pixels’ position in each frame before the geolocation algo-
rithm is implemented. The geolocation method is presented
based on the projection model of the camera on the UAV.
As the final result, the trajectory of the moving vehicle is
displayed on the satellite map of the ground tablet. (3) A
flight control method based on the results of visual tracking

and geolocation was developed to make the UAV follow
the interested moving vehicle. A completed framework of
moving vehicle monitoring is introduced.

The experimental results show that in the aerial image
with the size of 1920×1080 pixels, the minimum size of
the vehicle that can be detected is 30×30 pixels, and the
error of geolocation is within 5 m when the UAV flies at
a height of no more than one hundred meters. In terms of
speed, the detection, tracking and geolocation methods can
complete tasks in real time. Limited by the on-board pro-
cessor and storage, the model obtained through YOLOv3 is
pregenerated. The configuredUAVhas a potential application
in disaster relief, city security and investigation for possi-
ble target recognition and tracking. For example, in cases
wherein relevant personnel are unable to closely approach the
target, it could be applied in the monitoring of the transport
vehicles.

The rest of this paper is organized as follows. The related
work on detection, visual tracking and geolocation is dis-
cussed in Section II. The framework and the corresponding
image processing methods are described in Section III. The
methods of controlling the UAV to follow the vehicle are
also presented in this section. The experiments and results are
shown in Section IV. The conclusion is given in Section V.

II. RELATED WORK
To track and geolocate a moving vehicle automatically from
the UAV, three parts of the work are involved. The first one is
small vehicle detection in an aerial video. The second one is
object visual tracking, and the third one is geolocation.

A. OBJECT DETECTION
Most studies have focused on using traditional motion detec-
tion methods on UAVs to detect small objects, such as tem-
poral difference and optical flow. For example, features can
be estimated by optical flow, and the segmentation of mov-
ing objects is achieved through the background subtraction
method [7]. The moving cameras, complicated background,
and small objects are all considered in these methods, so they
work well in both speed and accuracy. However, these motion
detection methods could not recognize the objects of a certain
type.

The detection methods based on deep learning have made
a great breakthrough in recent years. The two-stage meth-
ods and the one-stage methods are two branches of them.
Regarding the two-stage algorithms, which are represented
by R-CNN [8] and fast R-CNN [9], the detection is divided
into two phases, region proposal generation and classifi-
cation. They focus on improving detection accuracy while
sacrificing the detection speed. For the one-stage algorithms,
region proposal generation is eliminated, and the probability
and position coordinate are directly obtained through a sin-
gle network. For example, the single-shot multibox detector
(SSD) [10] creates bounding box candidates at a given posi-
tion and scale and then calculates their actual bounding box
and score for each class. These algorithms work well in terms
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of speed. However, most of them perform worse than the
two-stage algorithms in detection accuracy and small object
detection.

According to the requirements in this paper, the vehi-
cle detection algorithm needs real-time performance, which
means the algorithm processes images at 25 frames per sec-
ond (FPS) or a higher speed. In this case, we consider
one-stage algorithms. As mentioned above, most of them
have poor performance in small object detection, such as
SSD. YOLO [11] and its enhanced versions, which are
denoted as YOLOv2 [12] and YOLOv3 [13], are the typical
methods in one-stage algorithms. YOLOv3 has higher perfor-
mance in both speed and accuracy and works especially well
in small object detection. It has almost the same precision as
two-stage detectors [14]. Therefore, we choose YOLOv3 as
our vehicle detection method.

B. VISUAL TRACKING
There are two major categories of visual tracking algo-
rithms, generative model methods and discriminative model
methods. Regarding the generative model methods, such as
the particle filter [15] or mean-shift tracking [16], the target
region is modeled in the current frame, and then, the most
similar region to the model will be predicted as the target
pixels’ position. For example, Tehran University proposed
a visual tracking and geolocation project and chose the
mean-shift as the visual tracking solution [6]. These methods
are not appropriate for the video captured from a UAV using
a visible light camera because they are susceptible to the
complex background; they are only suitable for the cases
where the pixel size of the object is relatively large and the
object moves at a low speed.

Discriminative model methods take the target region as a
positive sample and the background region as a negative sam-
ple. The classifier is trained based on machine learning meth-
ods. Then, the optimal region will be predicted by using the
classifier in the next frame. Methods based on the correlation
filter (CF) are the state-of-the-art methods of this type, such as
kernelized correlation filter (KCF) [17]. The pixel size of the
bounding box adapts to the pixel size of the target vehicle. The
interested target could be tracked robustly and quickly even if
the pixel size of the object is small and the background is com-
plex. In recent years, new methods have emerged for solving
the problems that KCF could not address, such as large
deformation objects or boundary effects. As an example,
the spatially regularized discriminative CF (SRDCF) [18] has
been suggested by enforcing the spatial penalty on correlation
filter coefficients. However, these methods improve the track-
ing performance at the price of increasing the computational
complexity.

In this paper, the vehicle should be tracked in real time.
The target vehicle does not have large deformation and is less
affected by the boundary effect. Considering both speed and
accuracy, KCF is adopted as visual tracking method for aerial
videos.

C. OBJECT GEOLOCATION
According to the working mechanism, geolocation based
on UAV can be classified into active methods and pas-
sive methods [19]. Active methods are based on the laser
rangefinder or other apparatus [20], [21]. However, these
devices are not available on small airborne platforms.

For small UAVs, GPS and IMU can provide the location
and attitude of the UAV, so the passive methods are widely
chosen. The GPS position of the object is calculated by
image analysis methods. However, it is difficult to geolocate
the moving objects. Therefore, researchers focused on the
geolocation of stationary objects. For example, some projects
established the projection model and reduced the positioning
error by a recursive least square filter [22], [23]. Furthermore,
a circular trajectory above the stationary object is necessary
for UAV. In [24], they kept the drone flying at a constant alti-
tude, and then, the stationary strawberry crop was geolocated
by the Kalman filter. Nevertheless, they are not available for
geolocation of the moving objects.

Some scholars tried to geolocate the moving objects
through referenced data. In paper [25], the object was geolo-
cated by registering the current image with the images pro-
vided by a geographic information system (GIS) database.
The availability of the methods depended on the accuracy
of the image registration. Generally, when the accuracy
increases, the computational complexity follows the rise
achieved. Others sought faster methods by introducing the
digital terrain model (DTM). The aerial images were cor-
rected, and the object location was calculated by matching
the DTM data [26], [27]. The accuracy of the results was
significantly affected by the reference data, and the ground
reference points were shown to be indispensable. The appli-
cation range of DTM is limited.

III. METHODOLOGY
A. SYSTEM DESCRIPTION
The functional modules of this vehicle monitoring system are
shown in Fig. 1. Manual control at the ground is set to deal
with an emergency. The operation of this system consists of
three steps. After taking off, the UAV flies to the appropriate
height. In step 1, the vehicle detection module obtains the
aerial images data from the data acquisition module. The
small vehicles are detected automatically, and the pixel posi-
tion of the object is sent to the next module as the initial pixel
position for vehicle visual tracking.

In step 2, the data acquisition module provides image
data and flight motion parameters to the visual tracking and
geolocation module. Based on the initial pixel position of the
vehicle and aerial video, the current vehicle pixel position
on each video frame is calculated by the visual tracking
method. These pixel positions, along with the flight motion
parameters, are applied to calculate the GPS coordinates of
the target vehicle. The flight motion parameters here include
the UAV location and attitude obtained from GPS and IMU.
These computed coordinates are sent to the ground control
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FIGURE 1. System module composition.

FIGURE 2. YOLOv3 architecture.

station and displayed on the satellite map of the tablet in real
time.

In step 3, after calculating the current pixel position and
GPS position of the target vehicle at the exact moment in
step 2, the motion of the vehicle is analyzed. The attitude
angles and GPS position of the UAV at the next moment are
calculated in the flight control module to change the flight
control parameters of the UAV and make the UAV follow the
vehicle automatically. This keeps the target vehicle always in
the FOV of the UAV, which makes the vehicle visual tracking
and geolocation more accurate in step 2.

The methods included in these modules will be described
in the remainder of this section.

B. VEHICLE DETECTION
The vehicles in aerial images are detected through the
YOLOv3 algorithm. The network structure of YOLOv3 is
shown in Fig. 2 [13]. All the input images of various image
sizes in our experiment are resized to 416×416.

Three training strategies are employed in YOLOV3 and
contribute to its speed and accuracy, including the Darknet-53
network, independent logistic classifiers, and multiscale
prediction. The Darknet-53 network is introduced as the
feature extractor. It is a feature extracting deep neural network

FIGURE 3. Technology road map of vehicle detection.

with 53 convolutional layers [14]. The input image is divided
into grid cells. Regarding the 416×416 images, there are
13×13 grid cells. Each grid cell predicts a certain number of
bounding boxes, which contain widths and heights and their
coordinates and the objectness scores. The classes that the
box may contain are predicted using multilabel classification.
Independent logistic classifiers are applied instead of softmax
for better performance.

YOLOv3 outperforms other methods in small object
detection for multiscale prediction. As shown in Fig. 2,
YOLOv3 predicts boxes at 3 different scales. K-means is
utilized to cluster the bounding box priors. Nine clusters
are chosen and divided up across scales. For the first scale,
several convolutional layers are added from the base feature
extractor. Then, the feature map from 2 layers is taken previ-
ously and upsampled. An earlier feature map in the network
is merged with the upsampled features using concatenation.
This combined feature map is processed to predict boxes for
the second scale after adding a few convolutional layers. The
same process is performed for the final scale. This method
helps to obtain more meaningful semantic information from
the upsampled features and finer-grained information from
the earlier feature map [13]. In case each cell predicts 3 boxes
at each scale, the output tensor is 13 × 13 × [(5 + C) × 3],
where C is the number of object classes.

The technology road map of vehicle detection is shown
in Fig. 3. Aerial images are collected and preprocessed before
the experiments. All the vehicles in images are labeled. These
labeled images will be divided into a training set, validation
set, and testing set. Car is the category we care about in our
experiment. YOLOv3 is applied to train the model before
the experiment. The model composed of the weight of the
network is saved and installed in the microcomputer on the
small UAV for the vehicle detection on board.

When several vehicles are detected in the video frame, they
will be automatically numbered in order of confidence from
small to large. This helps to quickly determine the interested
vehicle to track. The vehicle with the highest confidence
is usually treated as the interested target, or we can select
the number of the vehicle we interested in. Additionally,
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FIGURE 4. The flowchart of the visual tracking and geolocation algorithm.

the minimum pixel size of the selected type of vehicles that
the system can detect will be estimated when the vehicles are
labeled.

C. VISUAL TRACKING AND GEOLOCATION
The flowchart of the visual tracking and geolocation part
is shown in Fig. 4. The initial pixel position of the target
vehicle obtained by the vehicle detection algorithm, along
with the aerial video and flight motion parameters, is input
into both the visual tracking and geolocation algorithm. The
pixel position and GPS coordinates of the vehicle will be
output as reference data for the flight control algorithm. The
position coordinates of the vehicle are sent to the ground
control station, and the vehicle is displayed on the satellite
map of the tablet.

1) VISUAL TRACKING BY KCF
Before the GPS coordinates are calculated, the vehicle is
tracked visually by KCF to obtain the pixel position of the
vehicle on each video frame.

KCF uses the circulant matrices to collect positive and
negative samples. The models to be tracked are trained by
kernel ridge regression [17], and the operations of matrices
are transformed into the dot-product of vectors with very low
computational complexity according to the diagonalization of
circulant matrices by the discrete Fourier transform. In addi-
tion, KCF allows for the use of the histogram of oriented
gradient (HOG) features with multiple channels instead of
raw pixels, which gives an important boost to the performance
of visual tracking.

2) VEHICLE GEOLOCATION
The object geolocation method works by employing three
components. The first is the transformation of the pixel coor-
dinate frame to the East-North-Up (ENU) frame. The second
is the depth estimation of the object. The third is conversion
of the ENU frame to the GPS coordinates.

The projection model of the camera on UAV is shown
in Fig. 5. The shaded area is the imaging plane of the camera.
P t is the target vehicle. P imt is the corresponding position

FIGURE 5. The projection model of camera on UAV.

of P t on the imaging plane. P imc is the center of the image.
The distance from the optical center of the camera to P imc is
the focal length f of the camera.
Step 1: Establish the transformation formula of the pixel

coordinate frame (uv) to the ENU frame (E) through the
camera frame (C).

Assume that all coordinate frames are right-handed orien-
tations. The ENU frame is the world coordinate frame with its
origin at the defined home location, as shown in Fig. 5. The
origin of the camera frame is the optical center of the camera
on the UAV. The x-direction points to the front of the camera,
and y-direction points to the left.

The ENU frame can be coincident with the camera frame
through rigid motion. The rigid motion includes rotating
and translational motion. The rotating motion from the ENU
frame to the camera frame can be decomposed into three
rotations around the three axes. The rotating matrix from the
ENU frame to the camera frame is expressed as

R(C)
(E) = RxRyRz =

1 0 0
0 cosθ sinθ
0 −sinθ cosθ


×

 cosγ 0 sinγ
0 1 0
−sinγ 0 cosγ

×
 cosϕ sinϕ 0
−sinϕ cosϕ 0

0 0 1

.
(1)

R(C)
(E) is the rotation matrix from the ENU frame to the camera

frame. Rx ,Ry and Rz represent the matrix of rotation around
the x, y and z axis, respectively. γ , θ , and ϕ are the pitch, roll
and yaw angles of the camera, respectively.

The translational motion is described as a vector

t = P(E)
uav. (2)

P(E)
uav is the position of the UAV in the ENU frame.
The final transformation of the camera frame to the ENU

frame is presented as

P(E)
t = R(E)

(C)P
(C)
t + P

(E)
uav. (3)

P(E)
t denotes the position of the target vehicle in the ENU

frame. R(E)
(C) is the reciprocal of R

(C)
(E) . R

(E)
(C) means the rotation
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matrix from the camera frame to the ENU frame. P(C)
t repre-

sents the position of the target in the camera frame.
Assume that P(uv)

t = P imt =
[
u v 1

]T is the pixel position
of target in the homogeneous form. Then, to establish the
transformation formula of the pixel coordinate frame to the
ENU frame, P(C)

t should be converted to P(uv)
t in Equation 3.

The position of point P imt in the camera frame can be
calculated by

P(C)
imt =

[
f

cx − u
α

cy − v
β

]T

=

 0 0 f
−f 0 0
0 −f 0



1
fx

0
−cx
fx

0
1
fy

−cy
fy

0 0 1


uv
1



=

 0 0 f
−f 0 0
0 −f 0

K−1P(uv)
t = Rf K−1P

(uv)
t . (4)

Here, K represents the camera intrinsics. fx , fy, cx and cy
are the parameters of K . cx and cy represent half of the image
width and half of the image height, respectively, and fx = αf
and fy = βf describe the relationship between the pixels’
distance and the real distance (meters), respectively. f is the
focal length of the camera.

The depth of the target vehicle is denoted as d . d is the
distance between the vehicle Pt and the optical center of the
camera in the ENU frame. Combining Equations 3-4 and
Fig. 5, the transformation formula from the pixel position to
the ENU frame can be written as

P(E)
t = R(E)

(C)P
(C)
t + P

(E)
uav

= R(E)
(C)d

P(C)
imt

|P(C)
imt |
+ P(E)

uav

= R(E)
(C)

dRf K−1P
(uv)
t

|Rf K−1P
(uv)
t |
+ P(E)

uav. (5)

After calculating d , the target position in the ENU frame
(P(E)

t ) has been calculated by the pixel position of the target
in the aerial image (P(uv)

t ).
Step 2: Calculate the depth of the target vehicle.
We define a reference coordinate frame, which is denoted

as (R) in the following equations. Its origin is the optical
center of the camera. The axes of it are aligned with the axes
of the ENU frame. We define a unit vector El(R) =

[
0 0 −1

]T
there. The unit vector of

−−−−−→
O(C)Pimt in the ENU frame is

denoted as

Els = R(E)
(C)

dRf K−1P
(uv)
t

|Rf K−1P
(uv)
t |

. (6)

The angle between Els and
−−−−→
O(C)Pt is denoted as ω. ω can

be calculated by the inner product of Els and El(R). Suppose that
the ground on which the vehicles drive is relatively flat; then,

FIGURE 6. Attitude adjustment. The dotted line shows the center region
of the aerial image.

the depth of the target vehicle can be expressed as

d =
H
cosω

=
H
El(R) · Els

. (7)

H is the altitude of the UAV.
Step 3: Calculate the latitude and longitude of the target in

terms of the target position in the ENU frame.
To calculate the latitude and longitude of the vehicle,

the target position in the ENU frame P(E)
t should be converted

to the World Geodetic System-1984 (WGS84) Coordinate
System through the Earth-centered inertial (ECI) frame:

P(I )
t =

(H + rE )cosBcosL(H + rE )cosBsinL
(H + rE )sinB

 = R(I )
(E)P

(E)
t + P

(I )
home. (8)

(I) represents the ECI frame in the equations, and P(I )
home is

the home position in the ECI frame. L, B, and H are the
longitude, latitude, and altitude, respectively. rE is the radius
of the Earth. R(I )

(E) represents the transformation of the ENU

frame and ECI frame [24]. R(E)
(I ) can be expressed as follows:

R(E)
(I ) =

 −sinL cosL 0
−sinBcosL −sinBsinL cosB
cosBcosL cosBsinL sinB

 . (9)

Finally, the longitude and latitude of target vehicle Pt can
be calculated combining Equations 5, 7 and 8.

D. FLIGHT CONTROL
To keep the vehicle target in the FOV, when the distance
between P(uv)

t and P imc along the direction of u and v axis
is greater than a certain threshold, the gimbal angles will be
adjusted to ensure the P(uv)

t is in the center region of the
image. The position of the vehicle in pixel coordinates is
P(uv)
t =

[
u v 1

]T , as shown in Fig. 6.
When P(uv)

t is outside the center region, the change in the
pitch 1γ and yaw 1ϕ can be expressed as

1γ = arctan(
h/2− v
βf

) = arctan(
h/2− v

fy
), (10)

1ϕ = arctan(
w/2− u
αf

) = arctan(
w/2− u

fx
). (11)

w and h are the width and height of the image, respectively.
To keep the UAV following the target vehicle, the motion

of the vehicle should be estimated first. The position of the
vehicle in the ENU frame is calculated on each video frame,
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FIGURE 7. System hardware module.

that is, its position is updated every 20 ms. The vehicle
position of the current video frame along with the previous
one is taken out every second to calculate the speed and
direction vectors of the target vehicle. Then, the flight control
parameters will be sent to the flight controller, leading the
UAV to follow the vehicle.

IV. EXPERIMENTS AND RESULTS
A. HARDWARE COMPOSITION
The framework presented in this paper is implemented on
a microcomputer equipped on a small UAV. The UAV con-
figured in the experiments are shown in Fig. 7. DJI Matrice
100 is used as the airborne platform, which has been inte-
grated with the flight controller, gimbal camera, DJI Light-
bridge HD video transmission, GPS, IMU, and other sensors.
Table 1 shows the main sensors and hardware we used in
this system. The camera uses the Sony Exmor R CMOS as
the image sensor. The video in our experiment is recorded at
50 frames per second, and the image size of each frame is
1920×1080 pixels. There is also a microcomputer NVIDIA
Jetson TX1 attached to the airborne system. The aerial video
captured from the camera will be processed on the Jetson
TX1 to detect, track and geolocate the target vehicle in real
time.

The ground control station communicates with the airborne
system through the wireless communication link, Light-
bridge. Lightbridge is a dedicated wireless communication
link technology in DJI. It works in the 2.4 GHz band, with
a maximum communication distance of 5 kilometers. The
ground control station consists of a HUAWEI BTV-DL09
tablet PC andDJI C1 remote controller. The remote controller
integrates the ground terminal of the Lightbridge transmis-
sion system. It can output aerial images and data to the
mobile terminal via USB directly. In our system, the tablet
PC receives the aerial videos and the GPS coordinates of the
target vehicle and displays the trajectory on the satellite map
of the tablet in real time.

B. EXPERIMENTAL DATA AND PREPROCESSING
More than 1000 aerial images were collected by DJ Matrice
100 at WUHAN University for the vehicle detection dataset.

TABLE 1. Sensors and hardware composition of the UAV.

FIGURE 8. Aerial images captured at WUHAN university. The vehicles are
marked with red boxes.

The altitude of UAV is approximately one hundred meters,
and the shooting angles are oblique or vertical downward. All
the vehicles in images were labeled in advance. This dataset
included 700 frameswith the image size of 1920×1080 pixels
and more than 3000 small target samples. The types of vehi-
cles include sedans, Jeeps, taxis, sport utility vehicles, and
other compact cars. All these samples were marked as car.
Some images labeled are shown in Fig. 8. The dataset was
divided into three subsets, where 60% was employed as the
training set, 20% as the validation set, and 20% as the test set.

The detection model is trained on an Intel CPU i7-7700 k
machine with GTX1080tI and 32 GB RAM memory in
advance. The aerial images are applied to fine-tune the
YOLOv3 model based on convolutional weights pretrained
on ImageNet. During training, the batch size was set to 32.
The learning rate was initialized to 0.001 with the decay rate
set to 0.1 for every 10 thousand iterations. When the number
of iterations was 20000, the training result had converged, and
the model was saved for the following vehicle detection.

All the image process algorithms and models, including
YOLOv3, the pretrained model, KCF and object geolocation,
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FIGURE 9. Precision-recall curves of the state-of-the-art detection
methods.

TABLE 2. The accuracy and speed of YOLOv3, SSD and faster R-CNN.

are installed on Jetson TX1. The camera is calibrated in
advance to obtain the intrinsics [28].

C. RESULTS AND ANALYSIS
1) EFFECTIVENESS OF THE METHODS
To prove the validity of YOLOv3 in this small vehicle moni-
toring system, several state-of-the-art detectionmethods were
compared with it, including Faster R-CNN [31] and SSD.
They were trained with the same parameters and the dataset
described above. The models are saved after training. Fig. 9
shows their precision-recall (PR) curves over the validation
set. YOLOv3 has the largest area between the curve and the
coordinate axis. That is, YOLOv3 has the best performance
in detecting the small target, followed by faster R-CNN.

Table 2 shows their mean average precision (mAP) and
their average time cost on processing each image on Jet-
son TX1. YOLOv3 and faster R-CNN achieve a similar
mAP, which are both larger than SSD. It means they have
better performance than SSD for small object detection.
However, in terms of speed, SSD and YOLOv3 meet the
real-time requirements of our system. It is demonstrated that
YOLOv3 is the best choice for the system developed in this
paper.

To verify the effectiveness of the detection methods,
we applied object detection in the aerial images. Some small
vehicle detection results using YOLOv3 are shown in Fig. 10.
The threshold of confidence is set to 0.5. As seen from
Fig. 10, the accuracy and recall rate of YOLOv3 is very high
even when the target size is relatively small.

To demonstrate the robust of KCF, Fig. 11 shows the track-
ing result in the presence of interference. Andwe zoomed into
the vehicles of Fig. 11. The screenshots of the tracked vehicle
are shown in Fig. 12.

FIGURE 10. Some small vehicle detection results using YOLOv3.

FIGURE 11. Tracking results. When some interfering vehicles appear,
the tracking algorithm could still guarantee its high performance.

FIGURE 12. Tracking results. We zoom into the vehicles in Fig. 11.

As shown in Fig. 11 and Fig. 12, when some interfering
vehicles of a similar color and similar type appear, the track-
ing method is still able to track target vehicles steadily. The
accuracy of tracking also ensures the accuracy of vehicle
geolocation.
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FIGURE 13. Geolocation result on an aerial image.

FIGURE 14. The vehicle detection result. The targets detected are
numbered in order of confidence.

To test the object geolocation method, we experimented
on a single aerial image. The left figure in Fig. 13 is an aerial
image captured by DJI M100, and the red box represents the
target position, which is the center of the playground. After
calculating the longitude and latitude of the target, wemarked
the geolocation result, ground truth, and the UAV position on
theGoogle Earth, which is shown in the right figure in Fig. 13.
The error between the result and ground truth is within five
meters.

2) EXPERIMENT RESULTS OF THE PROPOSED FRAMEWORK
A complete experiment is performed at WUHAN Univer-
sity to demonstrate this vehicle monitoring system. Once
the system is working, vehicles in the aerial video will be
detected automatically and numbered in order of confidence
from small to large by Jetson TX1, as shown in Fig. 14.
The threshold of confidence is set to 0.5. Based on this
result, the vehicle with the highest confidence is treated as
the interested target, or we can choose the interested target
by selecting the number of the vehicle we are interested in.
The pixel position of this bounding box is sent to the visual
tracking and geolocation algorithm as the initial pixel position
of the target vehicle in the aerial video.

The vehicle denoted as car8 is chosen as the interested
target. The tracking result is shown in Fig. 15. The bounding
box adapts to the pixel size of the target vehicle. In terms
of speed, KCF processes each frame within 10 ms, and the
vehicle can be visually tracked in real time.

During this experiment, the home position is taken as the
GPS coordinates of the UAV at the start of the log. The geolo-
cation algorithm was run at the same sampling rate of the
aerial video. To show the final result of geolocation, the GPS
coordinates are sent to the ground station. The trajectory of

FIGURE 15. Several video frames of the visual tracking result. The target
vehicle is in the red bounding box. The center region of the image is
indicated by the green box.

FIGURE 16. The result of geolocation at several moments. The GPS
position of the target vehicle and UAV is shown on Amap. The trajectory
of the target vehicle is drawn with the red line.

the interested vehicle is displayed on the satellite map of
Amap, as shown in Fig. 16. The GPS position of UAV is also
displayed on the map. To estimate the error of geolocation,
the calculated positions of the interested vehicle are compared
with ground truth every 20 ms. The absolute error along the
x- and y-axis in the ENU frame is shown in Fig. 17. As seen
from the figure, the error of geolocation is within 5 m.

In addition, the vehicle target is always in the FOV of UAV,
which is the result of the flight control algorithm. The center
region of the image is defined as a rectangular region with a
width of 900 pixels and a height of 600 pixels, which is drawn
with the green line in Fig. 15. The time for changing attitude
angles is set to one second.

D. DISCUSSION
1) PRE-TRAINING FOR OBJECT DETECTION
In this system, subject to the computing power and memory
limitations of themicrocomputer, themodel used in the object
detection is pretrained before the experiments. This limits
the emergency response capability of the system. When the
type of interested vehicle is not available in the training data,
the model can be updated to include the type of vehicle
through increasing the diversity of the sample and additional
experiments.
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FIGURE 17. Error of vehicle geolocation. X-direction points east.
Y-direction points north.

2) OBJECT TRACKING WITH INTERFERENCE
Tracking is the most important intermediate step of the whole
framework. The performance of tracking is related to the
quality of the object geolocation and flight control. In most of
the experiments, the tracking algorithm was effective except
for long-time occlusions above the vehicles. For example,
the target vehicle drives into the tunnel. As can been seen
in Fig. 11 and Fig. 12, without considering the long-time
occlusion, our tracking method is robust even in the presence
of interference.

3) OBJECT GEOLOCATION ERROR ANALYSIS
The geolocation of the target vehicle is calculated based
on the pixel position of the target and the flight data of
the UAV. According to this calculation process, the error of
target geolocation comes from the following aspects. First,
it originates with the system errors, mainly including the
measurement errors of the GPS and IMU. These components
introduce errors to the position information and attitude infor-
mation of the UAV.

Second, the visual tracking errors also contribute. Visual
tracking ensures the accuracy of target geolocation when the
vehicle target is tracked successfully. However, if there is a
long-time occlusion, the target vehicle will be lost, and the
target geolocation is unable to work.

The third source is the error caused by calculations or
experimental assumptions. Because the height of the target
vehicle in the experiment is much lower than the height
of the UAV, the depth is directly calculated by ignoring
the height of the target vehicle. This experimental assump-
tion introduces a slight error to the result of the target
geolocation. In addition, due to the large number of sine,
cosine, and matrix inversion calculations in the geolocation
process, the accuracy of the intermediate process will be
affected, resulting in a slight error in the final geolocation
result.

To reduce these errors as much as possible, an initializa-
tion process is required. Before the system starts, a refer-
ence target with known GPS coordinates is geolocated with
different attitude angles several times. The deviations will
be input into the system as feedback data to reduce these
errors.

4) MORE DETAILS
In the experiments, we chose 100 meters as the flight height
for two reasons. First, when the UAV performs a vehicle mon-
itoring mission in the city, the flight altitude should be as high
as possible compared to the buildings. Second, to perform
target detection and tracking tasks, the vehicles in the picture
should be visible to the naked eye. Because the camera of
the UAV may be obliquely downward, the pixel size of the
vehicle farther away may be smaller. Therefore, we choose
100 meters as the safe flying height.

In addition, to keep the UAV following the moving target,
the speed of the vehicle should not exceed the maximum
speed of the UAV. The maximum speed of the UAV is 17 m/s
(61 km/h). This speed accords with the actual situation of
vehicles driving in urban traffic.

V. CONCLUSION
In this paper, we presented a complete framework for moving
vehicle detection, tracking and geolocation using an airborne
platform with a microcomputer. The moving vehicle with a
small pixel size in the video is detected based on the model
trained by YOLOv3. After the interested target is chosen,
a visual tracking algorithm based on the correlation filter is
applied to the task of target tracking. A passive geolocation
method is presented to calculate the GPS coordinates of the
moving vehicle. To keep the target in the FOV of the UAV,
a flight control method based on the results of visual tracking
and geolocation is also introduced.

We established an airborne experimental system, which
is composed of DJI M100 UAV and the Jetson Tx1. The
detection, tracking, and geolocation algorithms are all run-
ning on board. When the small UAV follows the moving
target vehicle, the location of the vehicle is sent to the ground
control station and displayed on the tablet. The experimental
results show that YOLOv3 is the best choice for a framework
that implements real-time vehicle detection. The interested
vehicle can be tracked and kept in the FOV of the UAV.
The GPS coordinates of the moving vehicle computed by
our method are within an error of 5 meters compared to the
ground truth points set in advance.

Our moving vehicle detection, tracking and geolocation
framework can be implemented on small UAVwith no ground
reference. Moreover, all the methods mainly depend on the
low-accuracy sensors on board. The results show that the
presented vehicle monitoring system is a cost-effective and
high-performance solution. Further, a navigation algorithm
will be added to improve this system and make it more
intelligent.
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