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ABSTRACT Microstrip antenna has been designed and applied to many practical scenarios for wireless
communications. To meet the increasing requirements of wireless communication and quality of service,
array antenna design deserves studying and analyzing. A novel design of 2.45-GHz microstrip array antenna
has been proposed in the paper. The novel array antenna is composed by a planar layout of elements, coaxial
feeders and circular feed points. The array antenna is designed to satisfy practical requirements, including
frequency channel, voltage standing wave ratio, impedance matching, and signal loss rate. A memetic of
genetic algorithm and the quasi-Newtonmethod is proposed to effectively solve the designmodel. Numerical
simulations are performed by the five optimization methods and two array sizes. The results show that the
proposed design is able to produce qualified microstrip array antenna for usage. The proposed memetic
method is more effective than the other fourmethods. Themicrostrip array antennawill be useful for practical
wireless communication systems.

INDEX TERMS Array antenna, genetic algorithm, microstrip antenna, quasi-Newton method, wireless
sensor.

I. INTRODUCTION
Internet of things (IoT) enlarges the concept of Internet. It is
a network of combined by different areas, such as man-
ufacturing factionaries, energy management systems, data
collection devices, wireless communications, etc [1]–[3]. The
fifth-generation (5G) mobile communication is a necessary
part of IoT. More convenient wireless communication and
high quality of service (QoS) can be provided by 5G. In such
systems, sensor networks like array antennas is worthy further
studying to ensure wireless communications among ‘‘things’’
be more efficient and in time [4].

The development history of microstrip antenna is relatively
short [5], [6]. The concept of microstrip antenna was pro-
posed by Deschamps in the 1950s. In the beginning, the con-
cept did not attract much attention. By the 1970s, due to
the development of printing technology and the emergence
of various excellent dielectric materials, aircraft also had a
great demand for low-profile antennas. In 1972, Munson and
Howell developed the first batch of microstrip antenna that
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could be used in practice. Since then, microstrip antenna
has attracted the attention of researchers. The University of
NewMexico held a global conference on microstrip antennas
in 1979. In 1981, a special collection of microstrip anten-
nas was published by the IEEE Antennas and Propagation
Society. This event opened up a new prospect of microstrip
antenna research [7]–[9].

Microstrip antenna has many advantages such as small vol-
ume size, light weight, easy to conformal with carriers [10].
It has been widely used in broadband from 100 MHz to
50GHz such as remote sensing, wireless communication, and
radar systems. However, it has some disadvantages such as
narrow bandwidth, low gain, and bad directionality. To over-
come these shortcomings, array antenna is a good solution
which means array elements are arranged regularly. This can
improve antenna gain and directionality of antenna.

Resonant antenna is a popular microstrip antenna type.
It includes dipole antenna, slot antenna, and patch antenna.
In this paper, patch antenna is taken to build an array antenna.
Planar structure of patch antenna is used and each patch
is independently fed. This causes great robustness of array
antenna. The array antenna network is optimized to obtain
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eligible performance. The optimization of this paper concerns
the length, width and location of the feed network. Optimiz-
ing these parameters is useful to reduce cost for manufac-
turing antennas and assure high QoS for users. Thus, such
optimal design is very important to industry.

Compared with previous researches, the contributions of
this paper are:

(1) The microstrip array antenna is modeled as an opti-
mization problem with practical constraints. In the model,
the scatter loss of array elements is minimized, and hence the
network robustness is maximized.

(2) A memetic method is proposed for the optimization
problem. It combines global search property of genetic algo-
rithm and local search property of quasi-Newton method.

(3) Three array antenna sizes are tested to conclude the
performance of the designed method. Moreover, the designed
method is also compared with four other methods.

The state-of-the-art related works are described in detail in
Section II. The designed array antenna model and its discus-
sion are shown in Section III. The proposed memetic method
for solving the designed model is shown in Section IV.
Section V shows simulation configuration and results. The
conclusion is drawn in Section VI.

II. RELATED WORKS OF MICROSTRIP ARRAY ANTENNA
In general, microstrip antenna is composed of a ground plate,
a metal conductor with a certain shape, and a radiation ele-
ment. The thickness of ground plate is much smaller than the
wavelength. The length of the radiation element is about one
half of the wavelength. Microstrip antenna has two kinds of
feeding modes. One is the side feeding of the microstrip line,
and the other is the back feeding of the coaxial probe to the
patch.

Compared with single microstrip antenna, array antenna is
affected by mutual coupling effect and the type of feed net-
work. Moreover, return loss of array antenna is also stronger
than single antenna. On the other hand, array antenna is able
to obtain much higher gain than single antenna. Good direc-
tionality makes array antenna more acceptable in practice
than single antenna.

Zhang et al. studied microstrip antenna design by scan and
zoom method [11]. Two parameters of antenna patch were
considered in their research. Some researchers have studied
microstrip patch and slot antenna with high gain, wave veloc-
ity steering and broadband characteristics. In [12], the authors
found that the asymmetric e-patch antenna design was most
suitable because of its small size and high gain. In [13],
the authors reported a new method for the design of broad-
band dual-polarization antennas using short dipoles, inte-
grated balance bars and cross feeders. Experiments show that
the antenna has broadband impedance bandwidth and good
unidirectional radiation characteristics. In [14], a new on-chip
antenna structure was designed to improve power gain and
radiation efficiency. The result demonstrated the practicabil-
ity of the low-cost receiver front end [14]. In [15], the authors
studied a low-attitude omni-directional patch antenna with

good radiation and filtering performance. Without extra fil-
ter circuit, the filter function is successfully integrated into
patch antenna [15]. In [16], the authors reported a new type
of integrated waveguide four-direction inverse phase filter
power distributor. The proposed 1 × 4 antenna array could
achieve high selectivity, symmetric radiation mode and low
cross-polarization level in millimeter wave band [16].

In [17], the authors employed the travelling wave feed
system, which may also provide symmetrical side-lobes for
half-wavelength uniform spacing of slots. In 2015, Jung
reported a robust global optimization approach for design of
plasmonicwaveguide [18]. Themethodwas used to lessen the
fabrication uncertainty effect and improve the reliability in
design process while retaining high optical performance. The
numerical results showed that the proposed method provided
a useful design procedure for plasmonic waveguides with
high performance and improved reliability [18]. In 2016,
Scott et al. proposed a method for determining the permit-
tivity and permeability for specimens with high refractive
index [19]. The variable shape was also investigated. The
method was validated by supporting measurements from a
stripline cavity and coaxial airline. The results demonstrated
the method was able to handle frequency dispersive and
high index materials [19]. In the same year, there was an
article that said an exact and efficient full wave numerical
method was presented [20]. Themethod was based on genetic
algorithm to design waveguide directional couplers with pat-
terned apertures. In the proposed design procedure, magnetic
field integral equation, for the waveguide directional coupler
with patterned aperture, was derived and solved for magnetic
current of aperture to calculate scattering parameters of the
structure [20].

III. PROBLEM MODELING
An example of microstrip antenna is shown in Figure 1. Such
antenna is popular due to ease of design, low cost to fabricate,
and narrow bandwidth.

FIGURE 1. An example of microstrip antenna structure.

Since 2.45GHz frequency band is widely used in industrial,
scientific, and medical fields, this paper attempts to study
microstrip array antenna design at 2.45GHz. In microstrip
array antenna, multiple elements cause return loss, which
would trade off network gain. To fulfill practical require-
ments, three metrics are considered in the paper. These are
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input return loss, voltage standing wave ratio, and impedance
matching.

Input return loss, voltage standing wave ratio and normal-
ized impedance matching are very important parameters in
microstrip patch array, and the optimization will be judged
from these three results. Input return loss (S11) refers to
the ratio of incident power to reflected power (generally
expressed as dB value); In other words, how much energy
is reflected back to the source, and the smaller the better.

Voltage standing wave ratio (VSWR) refers to the voltage
ratio of peak value to valley value. When VSWR is equal to 1
(expressed numerically in dB), it means that the impedance
of the feeder and the antenna is completely matched. At this
time, all high-frequency energy is radiated out by the antenna
and there is no reflection loss of energy. When the standing
wave ratio is infinite, it means total reflection, and the energy
is not radiated out at all. In mobile communication systems,
the closer VSWR is to 1, the better. Standing wave ratio
is generally required to be less than 1.5, but in practical
applications, VSWR should be less than 1.2. Too largeVSWR
will reduce the coverage of the base station and increase
the interference in the system, which will affect the service
performance of the base station.

Impedance matching reflects the power transmission rela-
tionship between the input circuit and the output circuit.
Maximum power transfer is achieved when the circuit is
impedance matched. On the contrary, when the circuit
impedance mismatches, not only cannot get the maximum
power transmission, but also may cause damage to the circuit.

An example of 2×2 microstrip array antenna is shown
in Figure 2. In general, such array antenna consists of four
parameters. They are the length (xl) and width (xw) of a
patch, the feeding distance (xf ) between feeding point and
patch center, and the distance (xd ) between array elements.
In Figure 2, parameters xl , xw, xf , and xd are respectively
25 mm, 35 mm, 8.5 mm, and 100 mm.

FIGURE 2. An example of 2×2 microstrip antenna network structure.

In this paper, input return loss S11 is taken as the objective
function in array antenna design. Working frequency is set
as 2.45 GHz, and impedance has to match 50 � for practical

applications. For example, impedance at 49 � may not have
significant difference with impedance at 51 �, though, they
have equal difference from 50 �. In such case, it is hard
to measure solution quality. Thus, only S11 is chosen as
objective; both VSWR and impedance are taken as constraint
conditions in network design. Based on empirical experience,
xd is set as half wavelength to simplify the model. xl , xw, and
xf are taken as decision variables. Thus, the design model is
expressed as in (1).

min S11
(
xl, xw, xf

)
s.t. Frequency

(
xl, xw, xf

)
= 2.45GHz∣∣VSWR (xl, xw, xf )− 1
∣∣ ≤ 0.1∣∣∣∣∣ z

(
xl, xw, xf

)
z0

− 1

∣∣∣∣∣ ≤ 0.1

xmin
l mm ≤ xl ≤ xmax

l mm

xmin
w mm ≤ xw ≤ xmax

w mm

xmin
f mm ≤ xf ≤ xmax

f mm, (1)

where z is impedance and z0 = 50 � is the characteristic
impedance level. Theoretically, ideal value of VSWR is equal
to 1, and ideal impedance z is equal to z0. However, such val-
ues cannot be met in practical applications. Thus, a relaxation
of 0.1 is allowed as in (1). The relaxation could be set to other
values based on the requirements of applications.

Input return loss S11 stands for the signal power loss from
transmitting end to receiving end. Thus, minimizing S11 is
equivalent to maximizing the efficiency of antenna system.
In general, the minimal frequency point of S11 is the best feed
point; such point is also the best frequency point of antenna
gain. Moreover, our design is not restrained to a specific
scenario, be it wide band or narrow band application. For a
specific scenario, polarization, antenna gain and bandwidth
constraints can be added to our design model. The model
can also be solved by the memetic method. Design model (1)
aims to minimize input return loss under the constraints of
resonant frequency and impedance. In (1), s.t. is ‘‘subject
to’’, i.e., S11 is subject to some constraints. The ranges of
decision variables xl , xw, and xf are determined by empirical
experience.

Based on antenna propagation theory, ideal values of xl ,
xw, and xf could be computed. This setting is a good start
for solving design model (1). The formula for computing
theoretical values is:

xw =
c
2f0

(
εr + 1

2

)− 1
2

, (2)

xl =
c

2f0
√
εe
−

0.824h (εe + 0.3)
(
xw
/
h+ 0.264

)
(εe − 0.258)

(
xw
/
h+ 0.8

) , (3)

xf =
xl

2

√
εr+1
2 +

εr−1
2

(
1+ 12 h

xl

)−1/2 , (4)

xd =
λ

1+ |sin θ0|
, (5)
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where c = 3 × 108 m/s, f0 = 2.45GHz, εr and h are given
in Figure 1. θ0 is the maximum sweeping direction of beam.
Details of these (2), (3), (4) and (5) can be found in [7]–[9].

An optimization method is required to resolve design
model (1). Given first order and/or second order differen-
tial, deterministic methods can be used [21]–[26]. In case
differentials were not available, stochastic methods can be
used [27]–[30].

IV. THE MEMETIC METHOD
An optimization algorithm is required to resolve the problem
model. Although many such algorithms have been reported
and analyzed, it is still useful to design a novel method
combining the advantages of stochastic algorithms and deter-
ministic algorithms. On the one hand, genetic algorithm (GA)
is a famous stochastic algorithm which simulates natural
evolution of species [31]. It has good global search ability,
though it costs a great much number of iterations to converge.
On the other hand, quasi-Newton (QN) method is a famous
deterministic algorithm which is a variant of Newton opti-
mization method [32]. It has fast convergence rate, though,
it is easy to trap in local optima for complex multimodal
problems. Thus, it is meaningful to combine the strengths
of the two methods. In this paper, the idea is QN method
searches in trust regions; while such regions are provided
by GA. The memetic method is named as MGAQN and is
described in the following.

A. PROCEDURES OF THE MEMETIC METHOD
The work flow of the memetic method is shown in Figure 3.
In the beginning, initialization of the method is done. Then,
crossover operator and mutation operator are executed for
GA to refine trust regions. It suggests a potential trust region
for the search of QN method. The QN method starts in trust
region and returns the found solution to GA. The cycle is
repeated until termination criterion is reached.

In each iteration, the fitness of a solution is evaluated
based on problem model. For minimization problem, a better
feasible solution must have smaller function value compared
with another solution. Based on this rule, GA is able to refine
good solutions in each cycle. QN method also uses this rule
to find good solution.

B. THE USED GENETIC ALGORITHM
The GA method makes use of the following formula to pro-
duce a possible solution xi:

xi = xmin
+ ri

(
xmax
− xmin

)
, (6)

where xmin and xmax are the boundaries of search space, and ri
is uniformly random numbers between 0 and 1. In crossover
operation, the GAmethodmakes use of the following formula
to perform crossover. Denote Cr as crossover rate. Denote xs
and xt as two parent solutions.

xij =

{
xsj, if Cr < rj
xtj, otherwise,

(7)

FIGURE 3. Flow chart of the memetic method.

where rj is a random number between 0 and 1. In the mutation
operation, the GA method makes use the following formula
to perform mutation. Denote pm as mutation rate. Denote xm
as a parent solution.

xij =

{
xij + rj2

(
xij − xmj

)
, if rj1 < pm

xij, otherwise,
(8)

where rj1 and rj2 are a random number between 0 and 1.

C. THE USED QUASI-NEWTON METHOD
Generally, QNmethod requires twice differentials of problem
model. However, twice differentials of array antenna are not
available as it is a simulation-based model. Hence, a deriva-
tive free QN method is used [32]. This method uses Broyden
updating equation and direct line search.

xnewi = xi + αidi, (9)

where αi is step size and di is Broyden-type direction. Direc-
tion di = −Higi has to satisfy xi + di ∈ �. Hessian matrix
Hi and gradient vector gi are computed by finite difference
method.

Note that finite difference method might not be able to
approximate function derivatives. On the other hand, con-
sidering the GA method could gradually converge to global
optima, the trust regions that it suggested become smaller and
smaller. This means step size would become smaller with
the iteration going on. Hence, finite difference method is
more accurate in the later evolution stage than in the former
evolution stage.
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D. UPDATING TRUST REGIONS
Trust region in this paper differs from trust region optimiza-
tion method as in [33], [34]. As in problem model, there are
a few parameters to be optimized. It is not a large scale opti-
mization problem. Trust region is encoded to a chromosome
in GA. For each parameter, its boundaries are encoded as
two genes. Thus, a trust region of D parameters causes 2D
additional genes in a chromosome. In this way, region size
could be adapted with the evolution process of parameters.

Initially, boundaries of trust region are set to boundaries of
search space. These genes also evolve through crossover and
mutation operations as the problem parameters do. As shown
in Figure 3, QN is activated in each cycle of the memetic
method. When activating the QN method, the trust region
of the fittest solution is used. When the best solution has
not been improved for a number of iterations, the MGAQN
method would be terminated.

V. NUMERICAL EXPERIMENT
This section gives the experimental settings and results. The
array antenna design is resolved by different methods. Com-
parisons among these methods are also given.

A. EXPERIMENTAL SETTING
Numerical experiment is based on software simulation. It is
conducted on a computer server with 2 CPU and 32 Gb
memory. To study model (1) and discuss the effectiveness of
the memetic method, it is reasonable to compare with other
methods. This paper takes GA, pattern search (PS) [35], QN,
sequential nonlinear programming (SNLP) [36] as compar-
ison methods. These methods and the proposed MGAQN
method are used to do experiment.

For the five methods, two termination criteria are used.
One termination criterion is the best solution could not be
improved for 10 iterations. The other termination criterion is
a maximum number of 100 iterations. Amethod is terminated
notmatter which criterion is reached. In general, theMGAQN
method is a memetic of the GA and the QN. Hence, it costs
more computational operations than the GA and the QN. The
computational complexity of the MGAQN method is also
greater than the complexity of the GA and the QN.

As in array antenna, mutual coupling effect exists among
patch elements. Parameter xd affects the strength of mutual
coupling. This paper considers uniformly array antenna.
Thus, xd is set as half wavelength. Such setting could avoid
grating lobes and attain good directivity. In the simulations,
xl , xw, and xf are taken as variables to optimize. The ranges
and theoretical values xl , xw, and xf are given in Table 1.

B. ANALYSIS OF 2×2 MICROSTRIP ARRAY MODEL
For the 2×2 array antenna, the optimization is divided to
three cases. Case 1 takes xl as variable while xw and xf are
set as default values as in Table 1. Case 2 takes xl and xw as
variables while xf is set as default. Case 3 takes xl , xw, and xf

TABLE 1. Ranges and theoretical values of decision variables.

as variables. Here default values refer to the theoretical values
computed by (2)-(5).

The optimization results of case 1, case 2 and case 3 are
shown in Table 2, Table 3 and Table 4, respectively. These
tables give the optimal solutions found by the five methods.
In these tables, NI stands for normalized impedance.

TABLE 2. Results for 2×2 array model found by five methods for
optimizing xl .

TABLE 3. Results for 2×2 array model found by five methods for
optimizing xl and xw .

TABLE 4. Results for 2×2 Array Model Found by Five Methods for
Optimizing xl , xw , andf xf .

As shown in Table 2, the minimum value obtained by
MGAQN method is the minimum among the five methods.
At this time, the length of microstrip patch is 28.130mm,
and the minimum value of S11 is −38.51 dB. At the same
time, we found that the optimized results of GA, QN and
PS were the same, the optimized length was 28mm, and the
minimum value of S11 was−25.07 dB. This is because of the
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limitations of the methods. The GA, QN and PS methods
prematurely converge and have fewer optimization points;
hence they obtain the same results. From Table 2, except PS
method, the other methods satisfy the VSWR constraint. Let
further analyze normalized impedance matching. For NI, all
methods satisfy this constraint.

FIGURE 4. Case 1: Antenna array pattern obtained by MGAQN.

Antenna array pattern of case 1 is shown in Figure 4.
It can be seen from Figure 4 that the total gain can be above
30 dB. Moreover, band width of main lobe also reaches the
general requirements in applications. Such amplitude shows
that antenna array is able to work well in applications. After
optimization of case 1, we found that MGAQN is the best
method to optimize the 2×2 microstrip patch array.
Next, let us use these five methods to resolve case 2.

The optimization process is similar to case 1. Table 3 shows
the results found by the five methods. It can be seen from the
table that MGAQN is still the best one for case 2. The xl and
xw is 28.13 mm and 34.10 mm. As can be seen from Table 3,
the VSWR value at this time is 1.009, which is also the small-
est value comparedwith othermethods. And the value is close
to 1, indicating that the impedance matches well at this time.
It can be seen from Table 3 that the normalized impedance
value is 1.002, which is close to 1, further indicating that the
impedance matches 50 � very well at this time.

Next, let us use these five methods to resolve case 3.
Table 4 shows the results found by the five methods. It can be
seen from the table that MGAQN is still the best for case 3.
At this time, the S11 value is −47.30 dB. Figure 5 shows
the S11 curves of the five methods. All methods can satisfy
2.45 GHz frequency constraint. The curve of VSWR and NI
underMGAQNwas analyzed. It can be seen fromTable 4 that
the value of VSWR and NI is 1.009 and 1.002, respectively.
We find that these two values are the same as case 2. Figure 6
shows the VSWR values by using the MGAQN method.
The method reaches the best VSWR value when it satisfies
2.45 GHz constraint. Figure 7 shows the NI of the MGAQN
method. It shows that the MGAQN method matches 50 �
very well.

FIGURE 5. Case 3: S 11 curves obtained by the five optimization methods.

FIGURE 6. Case 3: VSWR curve for the MGAQN method.

TABLE 5. Results for 8×8 Array Model Found by Five Methods for
Optimizing xl , xw , and xf .

After summarizing these three cases, it can be concluded
that the MGAQN method is more applicable in solving
2×2 microstrip array antenna than the others.

C. ANALYSIS OF 8×8 MICROSTRIP ARRAY MODEL
After optimizing the 2×2 microstrip patch array, the
8×8 microstrip array model is optimized. The initial model
of 8×8 was drawn on the basis of 2×2. Its array spacing and
optimization interval are the same. In this case, xl , xw, and xf
are taken as decision variables.

The results are given in Table 5. In the process of resolving
8×8 array model, it is found that the S11 curve obtained after
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FIGURE 7. Case 3: Normalized impedance matching in the MGAQN
method.

FIGURE 8. S 11 curves obtained by the five optimization methods.

optimization is analyzed. When the MGAQN method is used
for optimization, the value of S11 is the smallest among the
five methods. It is −59.48 dB. At the same time, the VSWR
value is 1.002 and the NI value is 1.031.

Figure 8 shows the S11 curves of the five methods.
It can be seen that all methods satisfy the 2.45 GHz con-
straint. Figure 9 shows the VSWR values of the MGAQN
method. It reaches the minimum point at 2.45 GHz frequency.
Figure 10 shows the NI matching of the MGAQN method.
It can be seen that the MGAQN method matches 50 � very
well.

After analyzing the 8×8 array model, it can be concluded
that the GA, PS and QN methods are not able to satisfy
VSWR and impedance matching constraints. The MGAQN
method is the best one among these methods.

FIGURE 9. VSWR curve for the MGAQN method.

FIGURE 10. Normalized impedance matching in the MGAQN method.

TABLE 6. Results for 16×16 array model found by five methods for
optimizing xl , xw , and xf .

D. ANALYSIS OF 16×16 MICROSTRIP ARRAY MODEL
After optimizing the 8×8 microstrip patch array, the 16×16
array model is optimized. The whole process is similar to the
process of 2×2 and 8×8 array models. In this case, xl , xw,
and xf are taken as decision variables.
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FIGURE 11. S11 curves obtained by the five optimization methods.

FIGURE 12. VSWR curve for the MGAQN method.

FIGURE 13. Normalized impedance matching in the MGAQN method.

The results are given in Table 6. It can be seen from
the table that the minimum value of S11 obtained by these
five optimization methods is the MGAQN method. It is

−44.94 dB. The VSWR value was 1.011, and the NI value
is 0.989.

Figure 11 shows the S11 curves of the five methods. It can
be seen that all methods satisfy the 2.45 GHz constraint.
The MGAQN method is the best, and the SNLP method is
the second best. The other three methods attain the similar
results. Figure 12 shows the VSWR values of the MGAQN
method. It reaches the minimum point at 2.45 GHz frequency.
Figure 13 shows the NI matching of the MGAQN method.
It can be seen that the MGAQN method matches 50 � very
well.

After analyzing the 16×16 array model, it can be con-
cluded that the five methods are able to resolve the design
model. TheMGAQNmethod is better than the other methods.

VI. CONCLUSION
Microstrip antenna has many disadvantages such as nar-
row bandwidth, low gain, and bad directionality. To over-
come these shortcomings, array antenna is a good solution
which means array elements are arranged regularly. This can
improve antenna gain and directionality of antenna. In this
paper, patch antenna is taken to build an array antenna.
Planar structure of patch antenna is used and each patch
is independently fed. This causes great robustness of array
antenna.

In this paper, the length, width and feeding distance of
array antenna is taken as parameters. Application require-
ments could be satisfied by constraining working frequency,
voltage standing wave ratio and impedance matching. Input
return loss is set as objective to be minimized. Thus, a design
model is constructed for array antenna. The array antenna
network is optimized to obtain eligible performance. To solve
the problem, a memetic method is proposed by combining
genetic algorithm and quasi-Newton method. Moreover, four
other methods are also taken to solve the design model.
In numerical experiment, different array antenna sizes are
tested. It is found that the design model can be resolved by the
five optimization methods. For 8×8 array antenna, genetic
algorithm, pattern search and quasi-Newton method could
not found feasible solution to the problem. While the SNLP
and the proposed MGAQN methods are able to find poten-
tial solutions. In all cases, the MGAQN method attains the
best solution compared with other methods. Thus, the design
model ismeaningful and useful for practical applications. The
proposed method is better suitable to resolve the model.

This study provides a simple method for array antenna
research. In the future, we will continue to demonstrate this
research and expand the array size to large scale to provide
high QoS in 5G wireless communications and IoT. Optimiza-
tion methods like particle swarm optimization [37], [38] can
also be considered to solve design problems.
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