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ABSTRACT Application of natural language processing techniques based on crime data can prove to be
beneficial in several processes of the criminal justice industry. The availability of massive crime reports
helps law enforcement agencies when a criminal investigation is launched. While investigating a crime,
questions like what type of crime, who committed the crime, what happened at which place, on what time,
and what actions are taken, keep arising. Now, it is not feasible for the law enforcement agencies to get into
the detail of these available massive crime reports and get the answers. To tackle these problems associated
with criminal justice industry, the proposed work considers a textual corpus containing information of crime
against women in India and extracts substantial relations between the named entities present in the corpus
by a hierarchical graph-based clustering technique. For extracting the relations, different types of entity
pairs have been chosen and similarities among them have been measured based on the intermediate context
words. Depending on the similarity score, a weighted graph has been formed and a similarity threshold is set
to partition the graph based on the edge weights. With the iterative application of the clustering algorithm, all
the named entity pairs are grouped into clusters, each of which signifies different crime aspects. Each cluster
is characterized using the most frequent context word present in it. The proposed relation extraction scheme
helps in crime pattern analysis that can aid in various criminal investigation requirements. The results with
optimal cluster validation indices depict the effectiveness of this method.

INDEX TERMS Crime analysis, named entity recognition, relation extraction, graph based clustering,
cluster validation index.

I. INTRODUCTION
Textual information from forensic as well as criminal jus-
tice industries are increasing enormously and along with
it, the data complexity has also increased. Manual annota-
tion of these huge volumes of data is a very difficult task.
Therefore, natural language processing techniques are mostly
used for handling and processing these unstructured data
by criminal investigators. Identifying named entities present
in a text document helps in gaining knowledge about the
persons involved in crime and discovering substantial rela-
tions among the identified named entities play an impor-
tant part for taking proper actions in the criminal justice
industry. To overcome the problems associated with relation
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extraction from crime data, some researchers have focused
on supervised learning techniques that require a lot of human
supervision from the criminalistic industries. But the super-
vision results in inducing biases for the learning process.
Hence, considering the associated disadvantages of super-
vised learning techniques, researchers took up the challenge
of using unsupervised approaches and clustering is one of
the widely used methods in this context. The unsupervised
approach deals with identifying named entities from large
corpus and extracts the existing relational phrase from the
entities. Not only it helps in achieving useful information
about the entities, but also assists in further analysis of the
text data for crime investigation. For example, in a sentence
‘‘Srinath has been accused of killing Latika’’, the relational
tuple is considered as 〈X, a, Y〉, where, a represents the
relation between the entities X (Srinath) and Y (Latika).
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Domain-specific knowledge and application of several text
mining techniques help in the improvement of relation deter-
mination task. The extracted relations mainly focus on sev-
eral crime aspects that can help law enforcement agencies
to predict future crime and take proper crime prevention
strategies.

A. RELATED WORK
Relation detection task is known to have drawn attention
since the 6th Message Understanding Conference (MUC-6)
and Automatic Content Extraction (ACE) made further
progress in this field. Prior to this relation detection, there has
been detailed research on named entity recognition. Named
entities are mostly recognized as the name of certain things.
The entity recognition process mainly focuses on the pres-
ence of proper nouns in a corpus. In the year 1996, MUC-6
introduced seven basic named entities and those seven basic
entities are classified as PER (person), ORG (organization),
LOC (location), TIME, DATE, MONEY and GPE (geopo-
litical entity). But later it was observed that acknowledging
more number of entities along with their subtypes present
in heterogeneous datasets is quite beneficial for different
applications of information extraction task. Hence, Sekine
and Sudo [1] further extended the entities up to 150 types
by considering the most probable subtypes for each basic
entity. His work was able to describe that more effective
relationship extraction can be performed by considering all
feasible entities. In the past, newspapers [2] and heteroge-
neous data sources [3] have been explored for recognizing
named entities. Brin [4] introduced ‘DIPRE’ (Dual Iterative
Pattern Relation Expansion), where the vast World Wide
Web was used for relation extraction using a semi-supervised
approach called bootstrapping. The problems encountered
in this method were solved by ‘Snowball’ [5] which used
the elementary concepts related to ‘DIPRE’ and discovered
novel methods for pattern extraction. Apart from this, some
research works described in [6], [7] and [8] extensively
applied semi-supervised approaches for relation discovery
task. An unsupervised approach described in [9] used a
named entity tagger for recognizing the entities present in
‘The New York Times (1995)’ newspaper corpus and the
intervening context words of the entities have been hierarchi-
cally clustered for discovering the relations. But this approach
performed the experiment with newspaper articles for one
year, which failed to extract less frequent relations between
the entity pairs and consecutively could not find paraphrases
from them. Zhang et al. [10] showed better results than [9]
by using a tree similarity-based clustering for relation detec-
tion from the same corpus of ‘The NewYork Times (1995)’
corpus. In Unsupervised Web Relation Extraction System
(URES) [11], the target relations were considered as the
input to the system and relations were extracted from the
web pages in an independent manner. Few research works
based on unsupervised approaches for relation discovery are
described in [9]–[12]. Relations were discovered between
noun categories in [13] by extensively analyzing several

statistical approaches for suitable selection of the clusters.
Particular patterns for the discovered relations were devel-
oped in [14]. This informed that feature generation technique
results in better clustering of the entity pairs. Though most
of the research works deal with candidate entities and iden-
tifying relations between them, Wang et al. [15] took all
candidate relations into account and finally filtered and clus-
tered the relations with a Conditional Random Field (CRF)
model. Recently, Boujelben et al. [16] have applied linguistic
models for determining relationships between Arabic Named
Entities.

Basili et al. [17] introduced a system called ‘REVEAL’
that employed variants of support vector machine (SVM)
for automatic relation extraction for crime investigation.
Arulanandam et al. [18] extracted crime information from
online newspapers. This work chose three different news-
papers of three different countries and extracted the loca-
tions where theft related crimes occurred. They did it using
entity recognition algorithms along with conditional random
field. Again, Shabat and Omar [19] detected named entities
present in a crime corpus and these identified named enti-
ties helped in the crime pattern analysis. Apart from named
entity recognition, significant researchworks exist on extract-
ing relevant relation among the entities. A project called
‘‘ASTREA’’ [20] developed a relation extraction system for
crime investigation.

B. CONTRIBUTION
Nowadays, a lot of crime related information are available
online. Though it is apparently easy to acquire knowledge
from a single crime report at a glance, it takes a huge effort to
deal with massive data for gaining perception of the crime
pattern for a certain period of time. Many research works
exist on extracting crime related information from crime
reports, but there are very few of them analyze crime patterns
using the concept of relation extraction [21]. To surpass the
above mentioned problem, the proposed work demonstrates
a graph based crime analysis scheme that emphasizes on
determining relation between the entities present in a large
corpus containing crime information of Indian states and
union territories. The proposed work is considered to be a
simple yet efficient contribution to the criminal justice indus-
try. Initially, the method deals with extracting the crime data
set from the electronic version of some classified newspapers.
Several named entities like organizations, places, persons,
etc have been recognized from the preprocessed data set by
using an available named entity recognition module. The
main objective of the proposedwork is to discover the relation
among the identified named entities by application of a top-
down hierarchical graph based clustering technique. Different
domain of entity pairs namely, PER-PER (person-person),
PER-LOC (person-location) and ORG-PER (organization-
person) are chosen for better visualization of the crime scene.
For the relation discovery task, the entity pairs from each
domain have been compared based on their intermediate
context words and similarity has been measured among them.
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Based on the similarity score, a complete weighted undirected
graph has been generated where each node represents an
entity pair and weight of an edge between two nodes is the
similarity score between corresponding entity pairs. For the
relation detection task, the primarily generated graph has
been considered as a single partition [22]. The average value
of all edge weights has been assigned as the threshold score.
Two different subgraphs have been generated based on the
threshold. The first subgraph contains the edges having equal
andmore weights than the threshold, whereas the second sub-
graph comprises the edges with weights below the threshold.
The resultant two subgraphs may be the collection of several
components which has been applied separately as input to
the next iteration of the clustering algorithm. The threshold
has been updated individually for each component and they
are further partitioned into more compact subgraphs. At each
level of iteration, a cluster validation index called Score
Function (SF) [26] has been measured and the process con-
tinues only if the cluster quality improves. Finally, the graph
clustering algorithm forms different groups of entity pairs.
All the newly formed clusters have been labeled using the
most frequent context words present in them. Context words
for entity pairs belonging to PER-PER domain define the
crime types like ‘rape’, ‘murder’, ‘abduction’, ‘molestation’
and many more, whereas the context words in PER-LOC
domain describe the social status of the victim/offender like
‘teacher’, ‘mechanic’, ‘nurse’ etc. Likewise, the clusters from
ORG-PER domain are characterized as the terms relating to
the actions taken by the court or police against a criminal
involved in crime. Some examples of those context words are
‘investigation’, ‘death sentence’, ‘penalty’ and many more.
These relations obtained from the clusters help the criminal
justice industry understand the crime pattern, the types of
people involved in crime and actions taken against them.
The clusters have been evaluated based on several external
and internal cluster validation indices and finally, we have
compared our proposed work with other existing relation
detection methods.

Thus the contributions of the paper are concluded by the
following steps:

1) The unstructured crime reports are collected and
preprocessed by stopword removal, stemming and
POS tagging. Then the named entities are recognized
and paired as PER-PER, PER-LOC and ORG-PER
domains.

2) For each domain of entity pairs, Word2Vec approach
is applied to vectorize the context words present inside
the entity pairs. Thus the structured data set of entity
pairs is generated. Next a weighted undirected graph of
entity pairs is constructed and the proposed hierarchical
graph based clustering algorithm is applied to partition
the entity pairs.

3) Each partition is labeled by the most influential context
word. Then the labeled clusters are validated by various
cluster validation indices to demonstrate its effective-
ness. This simple but effective clustering technique is

useful for both criminology and the criminal justice
decision making.

The flowchart of the proposed work is given in FIGURE 1.

FIGURE 1. Flowchart of the proposed methodology.

The remaining part of the article is organized as follows:
Section II briefly discusses the background of the methods
related to the proposed work. The proposed framework for
graph based clustering is elaborately described in section
III and section IV reflects the experimental results and the
effectiveness of the method. Finally, section V draws the
conclusion discussing the future scope of the paper.

II. PRELIMINARY CONCEPTS
This section demonstrates the preliminary concepts about the
techniques used in the proposed methodology.

A. NAMED ENTITY RECOGNITION
The term ‘Named Entity’ evolved during the 6th Mes-
sage Understanding Conference or MUC-6 consisting of the
terms like ENAMEX (entity name expressions) and NUMEX
(numerical expression). Named entities are mostly known
as noun phrases or proper nouns that indicate person, orga-
nization, location, time, date, money and many more. The
objective of any named entity recognition (NER) system is
to find out all the named entities present in a text document.
The procedure of named entity recognition comprises small
steps given as follows:

1) Initially, the raw text document is being split into sev-
eral sentences using the sentence segmenter.

2) Each word present in a sentence is represented as a
token.

3) Parts-of-speech tagging of each token is done.
4) The noun phrases are identified as named entities.
These above mentioned steps involved the Natural Lan-

guage Tool Kit (NLTK) module available in Python [23]. It is
being performed easily by using NLTK’s in-built sentence
segmenter, word tokenizer and parts-of-speech tagger. Next,
chunking is done to segment and label multi-token sequences.
FIGURE 2 shows the noun phrase chunking process for
named entity recognition. For the sentence, ‘‘I saw the young
girl’’, the parts-of-speech tags are shown for each word. Here,
PRP defines the pronoun, VBD refers to the past tense of verb,
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FIGURE 2. Noun phrase chunking for named entity recognition.

DT is the determiner, JJ is adjective and NN is the noun in
singular form. Also, it is seen that ‘I’ as well as ‘the young
girl’ are the noun phrases which are identified as NP.

Named entity recognition is often used as an essential
step for relation extraction but it can also be used in other
applications of information extraction.

B. RELATION EXTRACTION
Relation extraction explores distinct patterns between two
entities that are present near one another in a text. Those
explored patterns are used to form tuples that represent the
relationship between two entities. To perform this task, two
specified named entities are chosen as pairs and intermediate
words between them are the context words that are known
to represent the relation. For example, ‘‘Srinath has been
accused of killing Latika’’, a tuple 〈X, a, Y〉 is considered
where, a is the underlined intermediate context words and
the tuple defining the relationship (is the accused murderer)
between entities X (PER) and Y (PER). Here, the present
work has focused on exploring the relationships between
named entities identified from crime corpus using a graph
based clustering technique.

III. GRAPH BASED CLUSTERING FOR
RELATION EXTRACTION
The main objective of the proposed work is to determine
the existing relationship between entities present in crime
reports. The entity pairs having similar crime aspect are
grouped together. This clustering scheme helps in criminal
justice industry. Criminal investigators can consider data set
for several years, apply this simple but efficient algorithm and
gain insight on the criminal justice industry.

A. PREPROCESSING OF DATA
Once the data sets have been collected, those data have been
preprocessed by removing all the stopwords present in them.
NLTK has a predefined list of stopwords in it. After passing
the sentences through NLTK, all the words that are present
in the predefined stopwords list get removed from the texts
of the datasets. We can append more words to the list on our
own. The stopwords removal process is being followed by
stemming that gives the root words discarding the suffixes.
Then parts-of-speech or POS tagging is done that identifies
the tags of each word and the noun phrases are considered
for further processing. These noun phrases are acknowledged

as named entities in the present work. All these mentioned
preprocessing steps have been achieved by using the Natural
Language Tool Kit (NLTK).

B. ACCUMULATION OF ENTITY PAIRS
The named entities present in the data are recognized by the
method as mentioned in section II-A. The identified entities
are paired as PER-PER (person-person), PER-LOC (person-
location) and ORG-PER (organization-person) domains to
facilitate our proposed crime analysis scheme. The interven-
ing context words between the entity pair are known to repre-
sent the relationship between them. For example, a sentence,
say ‘‘Shamita has been abused at work by Rahul’’. Here, both
the italicized words define the entity PER (person) and the
underlined words are the context words that define the rela-
tionship between Shamita and Rahul. Similarly say, ‘‘Raman,
a software employee was stabbed to death at Saltlake’’ is a
sentence in PER-LOC domain. Here, the italicized words are
the entities like PER (person) and LOC (location) and under-
lined words are the context words defining the social status of
Raman. Again, consider another example like, ‘‘High Court
has declared imprisonment to Anand’’. The italicized words
are entities like ORG (organization) and PER (person) and the
intervening context words define the action taken by theHigh
Court against Anand. Now, in each of the above examples,
the context words reflect the relationship between the enti-
ties in their corresponding pair. There exist many such sen-
tences in the crime reports that depict similar relationships.
Therefore, the objective of the proposed work is to cluster
the entity pairs based on these context words. These context
words are also used to label the clusters. Thus, for each
entity pair, relation of the first one has been determined with
the latter. All the chosen entity pairs from different domains
are accumulated separately and the presence of all stemmed
intermediate words are considered as context of the pair of
entities. For each entity pair, a context vector is created using
the Word2Vec approach [24]. Word2Vec approach considers
the intermediate context words from the entity pairs as the
input and creates a potentially high dimensional vector space,
where each unique context vector represents a p-dimensional
feature vector that characterizes the relationship between the
associated entity pair. Word vectors exhibiting contextual
similarity stay in close proximity to each other in the vector
space. The advantage of usingWord2Vec approach other than
frequency (Term Frequency-Inverse Document Frequency)
based approaches is that Word2Vec method helps in semantic
analysis of the corpus. Though both theWord2Vec and GloVe
aremodels for generating word embeddings, but the proposed
work is a relation extraction scheme which mainly empha-
sizes on the context words of the entity pairs for predicting
the crime aspect, so we have used theWord2Vecmodel as it is
a predictive model. Wor2Vec model learns the vectors in
order to improve their predictive ability of the loss for pre-
dicting the target words from the context words provided the
vector representations are given.
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C. SIMILARITY MEASURE AMONG ENTITY PAIRS
Once all the entity pairs are represented by context vectors,
the aim is to measure similarity among the entity pairs based
on the context vector of the associated context words. For this
purpose, Cosine Similarity has been measured between every
pair of entity pairs, using (1). It basically compares the con-
text of say, one PER-LOC pair with another PER-LOC pair
and same in case of other entity pairs of different domains.

Sxy =
−→x · −→y

||
−→x ||||−→y ||

(1)

where−→x and−→y are two context vectors of associated context
words of two corresponding entity pairs.

Next, a complete weighted undirected graph termed as
Entity-pair Similarity Graph, G = (N ,E,W ) is formed,
where N represents set of nodes (entity pairs), E is the set
of edges (connection between entity pairs) connecting the
nodes and W defines the set of weights (similarity between
entity pairs) of the edges. For the present work, n1 and n2
are two nodes in N representing two context vectors, say a
and b, whereas the edge between the nodes n1 and n2 has
the weight equal to the similarity score between a and b,
computed using (1). All the entity pairs have been considered
as nodes. Higher the similarity among the entity pairs, more
the weight assigned to their corresponding edges. Cosine
similarity factor ranges in [0,1], where 1 denotes the entity
pairs having the most similar context words and 0 defines the
maximum dissimilarity.

D. CLUSTERING AND LABELLING OF ENTITY PAIRS
Once the Entity-pair Similarity Graph, G = (N ,E,W ) has
been constructed, the aim is to discover relations between
the named entity pairs. The present work has used a graph
based hierarchical clustering algorithm for extracting rela-
tions between named entities. Upon constructing the com-
plete graph G, the average value Wavg of all edge weights
present in the original complete graph has been calculated
using (2) and considered as a threshold.

Wavg =

∑
e∈E(G)W (e)

|E|
(2)

where, W (e) defines the weight of the edge e ∈ E .
Based on the threshold, the initial complete graph G has

been partitioned into two subgraphs:
1) G1 → subgraph with edges having weights at least

equal to the threshold.
2) G2 → subgraph with edges having weights below the

threshold.
Obviously, G1 and G2 may be disconnected graphs and

thus after the application of this clustering algorithm, a dis-
connected graph with many connected components has been
obtained as the resultant graph. Thus at LEVEL 0, G is the
singleton cluster for the data set. But at LEVEL 1, when G1
and G2 are constructed, all the components are the clusters
for the data set. For further clustering of the data set, each

individual component obtained at LEVEL 1 is treated as
a new graph G′ and partitioned similarly into G1 and G2.
If the components obtained in G1 and G2 give better clusters
than G′ w.r.t some quality measures then G′ is replaced by
G1 and G2; Otherwise G′ is passed to LEVEL 2. Thus the
components at LEVEL 1 are either further partitioned into
a new set of components or simply remained as the same
component. This resultant set of components is the set of
clusters at LEVEL 2. In this way, the clusters are generated
hierarchically using top down approach starting from the
singleton cluster G at LEVEL 0. The hierarchical top down
approach is illustrated using an example in FIGURE 3. In the
worst case a component may be partitioned in each level until
all the subcomponents are individual edges. But in real life
applications, many objects together form a cluster and so
the method of partitioning a component into subcomponents
terminates based on many different conditions. Few of them
are describes as follows:
1) Edge weights of all the edges in the component are

same.
2) Based on the user’s choice, after a certain number of

levels when desired number of clusters are achieved.
3) After partitioning a component into subcomponents,

various cluster validation indices are measured based
on new set of clusters. If the index values degrade then
partitioning is not allowed and the previous component
remains intact.

We have applied condition (3) to terminate the partition-
ing of a component. As there are many cluster validation
indices [26], we may use any one or subset of indices in our
task for measuring cluster quality. In this paper, a bounded
validity index, called Score Function (SF) ia used to achieve
the correct number of quality clusters. The main reason for
using SF index is that it is applicable for a data set with single
cluster too where the other indices require at least two clusters
of the data set. But in the proposed hierarchical clustering
algorithm, initially whole data set is a single cluster. So if the
data set itself is the actual single cluster G then index value
of G must be better than that of clusters obtained by G1 and
G2. But without using SF index, we cannot measure quality
of the cluster G. The other reason to use this index is that
it is computationally less expensive than most of the other
validation indices. It runs in O(|N |) time where N is the set
of objects in the data set. The computation of SF index value
is discussed in the Experimental Results section of the paper.

Though the partitioning of a component is terminated com-
puting SF index, but other components may be partitioned.
Thus levels of the tree are increased. Also all the components
of current level are examined before examining the compo-
nents of the next level. To achieve it, a queue is implemented
where all the components generated in a level are inserted
together. So when a component is removed for further par-
titioning, either it is not partitioned at all or partitioned into
subcomponents which are the components in the next level of
the tree. As these subcomponents are inserted into queue, they
will be examined after removing all components of current
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FIGURE 3. Illustration of the steps performed in the proposed methodology.

level from the queue. Thus the components are partitioned
level wise starting from LEVEL 0. Themethodology of entity
pair clustering is described in Algorithm 1.

After convergence, the above mentioned graph based clus-
tering algorithm creates few groups of entity pairs where
each group contains the entity pairs which are similar in
relation. We have calculated the frequency of each context
word present in the entity pairs in each cluster and then
the groups of named entity pairs have been tagged with the
most frequent context word present in them. Here, the term
tagging is similar to labeling or characterizing the clusters.
The context word for entity pairs belonging to PER-PER
(person-person) domain defines the crime types like ‘rape’,
‘murder’, ‘abduction’, ‘molestation’ etc., whereas the context
word for PER-LOC (person-location) domain describes the
social status of the victim/offender. Likewise, the clusters
from ORG-PER (organization-person) domain are charac-
terized by the terms relating to the actions taken by the
court or police against a criminal involved in crime. Thus, all
the clusters from the all three domains have been labeled by
this process. This cluster labeling process helps in identifying
the crime patterns extracted from criminological data and the
criminal investigators are benefited by gaining insight on the
persons involved in crime, the types of crime that are taking
place for a certain period of time and how the organizations
are acting against the criminals. This simple yet effective

clustering technique can contribute to both criminology and
criminal justice decision making.

E. TIME COMPLEXITY ANALYSIS
Initially, the graph contains |N | number of nodes and |E|
number of edges. In first iteration the graph is partitioned
into two subgraphs G1 and G2 both of which may be discon-
nected graphs. To construct G1 and G2, total time require is
O(|N | + |E|), since the graphs are represented by adjacency
list. Let k1 be the total number of components in G1 and G2.
Simply by using breadth-first search or depth-first search,
k1 components can be computed in linear time, in terms of
number of nodes and edges of the graph. So time needed to
construct k1 components is O(|N ||E|). Also the SF index is
computed in O(|N |) time. So each iteration of repeat until
loop contributes to the running time of O(|N |) + O(|E|) +
O(|N ||E|)+O(|N |) = O(|N ||E|). The loop is continued until
the queue is empty. Now the following cases are considered:

• If there is a single cluster for the whole data set, then the
loop will execute only once. So the time complexity is
O(|N ||E|). This is the best case scenario.

• If all the clusters are the components of single edge,
then |E| number of clusters are formed. So the time
complexity is O(|E|)O(|N ||E|). This is the worst case
scenario.
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Algorithm 1 Graph Based Clusters of Entity Pairs
Input: G = (N ,E,W ), where N = set of nodes (i.e., set

of entity pairs) in G, E = set of edges and W =
set of weights of the edges in E .

Output: Set CE of clusters of entity pairs.
begin

CE = G /* Initially the whole graph is a single
cluster */;
Compute cluster validation index SFold for cluster
CE using (8–10);
Insert G into the queue q /*each entry of q contains
one graph */;
repeat

Remove next graph G′ from q;
Let G′ = (N ′,E ′,W ′) where N ′ and E ′ are the
set of nodes and edges, respectively and W ′ is
the set of weights of edges in G′;
Calculate average weight Wavg in G′ using (2).
G1 = φ,G2 = φ /* G′ is partitioned into G1 and
G2, both of which are initially empty */;
for each edge e ∈ E ′(G′) do

if W (e) ≥ Wavg then
G1 = G1 ∪ {e};

end
else

G2 = G2 ∪ {e};
end

end
Ctemp = φ /* temporarily generated clusters
from G1 and G2 */ ;
for each component g of G1 and G2 do

/* component is the connected subgraph of a
graph */
Ctemp = Ctemp ∪ {g};
/* each component represents one cluster */;

end
Cnew = Ctemp ∪ CE − {G′} /* new set of clusters
*/;
Compute cluster validation index SFnew for
clusters Cnew using (8–10);
if SFnew > SFold then

CE = Cnew /* old set of clusters are replaced
by new set of clusters */;
SFold = SFnew;
for each g ∈ Ctemp do

insert g into queue q;
end

end
until q is empty;
Return CE ;

end

• If the number of components is constant, say k then
k number of clusters are formed. In this case, time
complexity of the algorithm isO(k|N ||E|) = O(|N ||E|).

IV. EXPERIMENTAL RESULTS
The proposed work has been implemented using Python 3.6
with its several modules like numpy 1.14, networkx 2.1,
matplotlib 2.2.

A. DATA COLLECTION
Online version of Indian classified newspapers like ‘The
Times of India’, ‘The Hindu’ and ‘The Indian Express’
have been chosen for collecting the newspaper reports on
crime against women in Indian states and union territories.
A Python based site crawler has been designed to look
through the aforementioned newspaper websites and search
for terms related to crime like ‘rape’, ‘abduction’, ‘molest’
and many more. Reports containing any of the tags have
been extracted from the corresponding sources. The extracted
data is based on different crimes committed against women
in several states and union territories of India. The col-
lected data set comprises a total of 200,150 crime reports for
29 states and 4 union territories of India for over a time period
of 2004–2016. The obtained reports contain information on
the locality, which includes names of the cities and districts.
Once the data set has been collected, the basic preprocessing
has been done and then we have considered 5,447 entity pairs
from PER-PER domain, 5,341 entity pairs from PER-LOC
domain and 6,214 number of entity pairs from ORG-PER
domain.

After applying the proposed graph based clustering algo-
rithm, several clusters of named entity pairs are formed.
The algorithm recognizes the clusters of PER-PER domain
in 14 ms ± 165µs per loop (mean ± standard deviation
of 7 runs. 100 loop each) in a computer running Ubuntu
GNU/Linux version 16.04 on an Intel(R) Core i3-5005UCPU
@2.00 GHz processor. TABLE 1 shows the run time required
for each domain of entity pairs by the proposed graph based
clustering technique.

TABLE 1. Processing time of the proposed method for different dataset
of entity pairs.

TABLE 2. Number of clusters formed by the proposed clustering
technique.

TABLE 2 shows number of clusters formed by the
proposed hierarchical graph based clustering algorithm.
FIGURE 4 shows the original graph and the resulting sub-
graphs formed by the proposed clustering algorithm. This
figure has been generated by considering 31 entity pairs from
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FIGURE 4. Subgraphs generated by the proposed graph based clustering
for PER-LOC named entity pairs.

PER-LOC (person-location) domain as total of 5,341 pairs
are difficult to visualize by the figure.

Once the clustering is done, the next task is to assign a label
to the clusters. For this purpose, the particular context word
with maximum frequency is chosen as the label of the cluster.
Thus the relation labeling has been done for all the clusters.
TABLE 3–5 shows the result of relational labeling for the

TABLE 3. Number of entity pairs for relation tagging/labeling in PER-PER
domain.

TABLE 4. Number of entity pairs for relation tagging/labelling in PER-LOC
domain.

TABLE 5. Number of entity pairs for relation tagging/labelling in
ORG-PER domain.

clustered entity pairs in each domain. It shows the distribution
of the total number of entity pairs primarily considered for
the present work. The relational labeling of the clusters caters
various aspects of crime analysis. It not only focuses on the
crime types but also emphasizes on the social status of the
victims or actions taken by both the victims and governmental
organizations for prevention of the crime. This analysis part
holds the main significance for the proposed relation detec-
tion scheme.

B. EVALUATION RESULTS
For the evaluation purpose, the authors have assessed the
generated clusters representing different crime aspects with
respect to the ground truth clusters obtained by domain
experts. External cluster evaluation techniques [25] like
Purity (Pr), Precision (P), Recall (R), and F-measure (F) and
Random Index (RI) have been computed using (3 - 7):

Purity (Pr) =
1
N

c∑
i=1

max
j,1≤j≤c

|ki ∩ k ′i | (3)

Here, N refers to the number of objects or entity pairs, c is
the number of clusters, ki and k ′i are clusters generated by
the proposed graph based clustering algorithm and domain
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experts, respectively.

Precision (P) =
Tp

Tp + Fp
(4)

Recall (R) =
Tp

Tp + Fn
(5)

F-measure (F) =
2PR
P+ R

(6)

Random Index (RI) =
Tp + Tn

Tp + Tn + Fp + Fn
(7)

where, the terms Tp,Fp,Tn and Fn refer to true positive, false
positive, true negative and false negative, respectively.

Also, few internal cluster evaluation indices [26] like
Score Function, Dunn, Davies-Bouldin, Silhouette, NIVA
and Calinski-Harabasz [21] indices are computed, where
Euclidean distance is used to measure the similarity between
the objects.

The Score Function (SF) [26] uses ‘‘between class dis-
tance’’ called separability and ‘‘within class distance’’ called
compactness of clusters.

The separability is given by (8),

Sep =
1
nc

c∑
i=1

d(ci, call)2.ni (8)

where n is the total number of objects, c is the number of
clusters, ci is the centroid of the i-th cluster, call be the
centroid of all the data objects and ni be the number of objects
in i-th cluster. In (8), each distance is weighted by the cluster
size ni to limit the influence of outliers. It has the effect
to reduce the sensitivity to noise. Here, n is used to avoid
the sensitivity of separability to the total number of objects.
Finally, c in the denominator is used to penalize the addition
of new clusters. Thus Sep reduces as c increases. On the other
hand, the Compaction is given by (9),

Comp =
1
c

c∑
i=1

√√√√ 1
ni

∑
x∈Xi

d(x, ci)2 (9)

where, ni is the number of objects in cluster Xi and x be the
object in Xi. Then the score function is defined by (10).

SF = 1−
1

eesep−comp
(10)

The Score Function is in between 0 and 1, i.e., 0 < SF < 1,
which deals the one cluster case. Larger the SF index implies
better the clusters are.

The Dunn Index (DN) determines clusters which are com-
pact and well separated. Thus it minimizes the intra-cluster
distance and maximizes the inter cluster distance. The Dunn
Index (DN) for c clusters is defined by (11),

DN = min
1≤a≤c

{min
a 6=b
{

d(Xa,Xb)
max1≤k≤c(d(Xk ))

}} (11)

where, d(Xa,Xb) is the inter cluster distance between the
clustersXa andXb, d(Xk ) is the intra cluster distance of cluster

Xk and c is the number of clusters. Higher value ofDunn index
represents good clustering.

Similar to the Dunn Index, Davies-Bouldin Index (DB)
determines clusters which are compact and well separated
from each other. The DB index for a set of c clusters is defined
by (12),

DB =
1
c

c∑
a=1

max
a 6=b
{
d(Xa)+ d(Xb)
d(Xa,Xb)

} (12)

where, a and b are cluster labels, c is the number of clusters.
d(Xa) and d(Xb) are intra cluster distance of clusters Xa and
Xb respectively and inter cluster distance d(Xa,Xb) between
clusters Xa and Xb is measured as the distance between the
cluster centroids. The minimum value of DB index denotes
good clustering.

The Silhouette (SL) index of a set of c clusters is another
very useful statistic to estimate the actual number of clusters
in a data set. This index is computed for each sample point i
in each of the c clusters and finally, average of all computed
values is the SL index of the set of c clusters. The SL index
of clusters is defined using (13),

SL =
1
n

n∑
i=1

(bi − ai)
max(ai, bi)

(13)

where, n is the number of objects, ai is the average distance
between i-th sample and all other samples in its own cluster
and bi is the distance of i-th sample to its nearest cluster.
The maximum value of SL index provides the optimal set of
clusters.

NIVA index has been computed as mentioned in [21],
using (14),

NI =
Comp
Sep

(14)

where Comp and Sep represent the compactness and separa-
bility of the set of clusters c. The minimum values of NIVA
index represent good clustering.

Similarly, Calinski-Harabasz index is also calculated as
discussed in [21], using (15).

CH =
InterScat
IntraScat

.
n− c
c− 1

(15)

Here, the terms Interscat and Intrascat are intercluster scat-
ter and intracluster scatter, respectively. n is the number of
objects and c is the number of clusters. Higher values of CH
index indicate optimal clustering.

TABLE 6. Results in (%) for external cluster validity indices.

TABLE 6 provides the external cluster evaluation result for
relational labeling of entity pairs. Focusing on the F-measure,
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it is observed that relational labeling in PER-PER domain has
been done efficiently with the highest F-measure of 80 and
almost similar result of 78 F-measure score has been achieved
for both PER-LOC and ORG-PER domains. This result also
provides the insight on how good the clusters are formed.
Also, the highest Purity score has been obtained for PER-PER
domain. The best scores corresponding to each domain and
metric are marked in bold face.

TABLE 7. Results in (%) for internal cluster validity indices.

TABLE 7 describes the internal cluster evaluation result.
It is known that lower values of Davies-Bouldin and NIVA
indices, higher values of Dunn, Silhouette, Calinski-Harabasz
and Score Function indices are given by optimal cluster-
ing. Therefore, from the results, it is observed that Dunn
index provides the best result for PER-PER domain, whereas,
Silhouette index provides good result almost in all cases.
The lowest value of 40 of DB index in case of ORG-PER
domain provides the best result. Smallest value of 54 in NIVA
index and highest value of 76 in Calinski-Harabasz index
provide the best results for PER-PER domain. Also, the SF
index yields a value of 82 for PER-PER domain. The main
reason behind obtaining the best scores for PER-PER domain
is that the proposed work recognizes the crime types most
efficiently.

C. COMPARATIVE STUDY
The present work has carried out the comparative study by
three set of experiments. Initially, the proposed graph based
algorithm has been compared with other graph based cluster-
ing algorithms that exist in the literature. Next, we have com-
pared the present work with other existing relation extraction
techniques. Finally, we have considered some other real data
sets and applied our proposedmethodology on those data sets.

1) COMPARISON WITH GRAPH BASED
CLUSTERING ALGORITHMS
Four existing methods such as Infomap [27], Louvain [28],
Girvan-Newman [29] and Fastgreedy [30] algorithms have
been considered. All these methods are graph based and do
not require any prior mentioning of the number of clusters.
We have used the present crime data for these graph based
clustering techniques and also used the external as well as
internal cluster evaluation indices formeasuring the effective-
ness of the relational labeling of the clusters formed by these
graph based methods. TABLE 8 represents the number of
clusters formed by these comparative graph based techniques.
The clusters have been labeled in the same way as the present
scheme and TABLE 9 shows the result for evaluating the
labeling of the clusters. It is observed that all the internal as
well as external indices obtained by the proposed method as

TABLE 8. Number of clusters formed by Infomap, Louvain, Fastgreedy
and Girvan clustering algorithms.

TABLE 9. Comparative result in (%) for external and internal cluster
validity indices for Infomap, Louvain, Fastgreedy and Girvan algorithm.

TABLE 10. Comparative result in (%) for F-measure based on The
New York Times (1995) corpus.

TABLE 11. Comparative result in (%) for F-measure based on present
crime corpus.

shown in TABLE 6 and TABLE 7 are better than that obtained
by the comparative methods as shown in TABLE 9. The best
scores for each method for the corresponding metrics are
marked by bold face.
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TABLE 12. Description of the datasets used for evaluating the present algorithm.

TABLE 13. Number of clusters generated by the proposed and existing graph based clustering algorithms.

TABLE 14. Result in (%) of external cluster evaluation indices for Proposed work, Infomap and Fastgreedy approach on real data sets.

TABLE 15. Result in (%) of external cluster evaluation indices for Girvan and Louvain method on real data sets.

The highest F measure of 80 as mentioned in TABLE 6 and
highest SF score of 82 as shown in TABLE 7 for entity pairs
from PER-PER domain implies that the proposed approach
works best for identifying the crime types reflecting from
the existing context words between the entities. It may also
be noted that we have achieved better results for PER-PER
domain than others as more instances of crime types were
present in the dataset than other instances reflected by other
domain of entity pairs.

As mentioned previously, the terminating condition of our
experiment depends on the SF index. We have terminated the
hierarchical clustering when we achieved the optimal results
for the mentioned SF index. It is observed that all the other
methods have provided better result (minimum values) than
ours for DB index in case of PER-LOC domain. Here also,
the best results have been achieved for PER-PER domain as

TABLE 16. Results in (%) for internal cluster evaluation indices for the
proposed graph based clustering algorithm on real data sets.

it obtains both the higher and lower values for each indices.

2) COMPARISON WITH OTHER EXISTING
RELATION DETECTION TECHNIQUES
Hasegawa et al. [9] considered newspaper reports ‘The
New York Times’ for a single year (1995) and proposed
a relation detection that ultimately resulted in a huge time
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TABLE 17. Results in (%) for internal cluster evaluation indices for Infomap and Fastgreedy clustering algorithms on real data sets.

TABLE 18. Results in (%) for internal cluster evaluation indices for the Girvan-Newman and Louvain clustering algorithms on real data sets.

complexity issue when tested on a larger dataset. They con-
sidered entity pairs of PER-GPE (person-geo-political entity)
and COM-COM (company-company) domain for their work.
Again, Zhang et al. [10] showed that their proposed tree
similarity based clustering outperforms the result of [9]. For
the comparison purpose, at first we have considered the
same corpus of ‘The New York Times (1995)’, collected the
PER-GPE (person-geo political entity) and COM-COM
(company-company) domain of entity pairs and applied
our proposed method. TABLE 10 shows the comparative
result based on F-score. Next, we have applied the methods
of [9] and [10] on our crime corpus. The result is shown
in TABLE 11.

3) APPLICATION OF THE PROPOSED GRAPH BASED
ALGORITHM ON DIFFERENT DATASETS
Finally, we have performed an experiment on real data sets in
order to analyze the effectiveness of the proposed method on
data sets other than crime data. To accomplish this purpose,
four different real data sets has been used. The details of
the data sets used in this comparison task is provided in
TABLE 12. All the four data sets have been converted into
similarity graphs and the rows of each data set contain some
objects and the columns have been filled with their corre-
sponding values of the attributes. Cosine similarity factor
measures the similarity among the objects and a weighted
graph has been constructed, where the objects are represented
as nodes and the similarity score defines the weight of the
edges. Then the average similarity score is taken to be the
threshold and based on the threshold, the complete graph
has been made sparse. Finally, the application of the present
graph based clustering technique creates clusters of objects.
TABLE 13 shows the number of clusters generated by the
existing graph based algorithms.

TABLE 14 and 15 shows the comparison result tested on
different datasets for the present and other existing graph
based clustering algorithms. The result shows that though
this part of the work has used comparatively smaller datasets
than those extracted in crime data for present work, still the

proposed algorithm provides good results than most of the
existing graph based algorithms.

Generation ofmany clusters providemeaningful classifica-
tion of phrases rather than one or two big clusters. In support
of this comment, TABLE 16 to TABLE 18 shows the mea-
sure of cluster validation indices (11) – (18) for the datasets
mentioned in TABLE 12. This comparative result signifies
that not only in crime data set but the proposed method also
works well for other data sets. The best scores corresponding
to each metric obtained for the data sets are marked bold.

V. CONCLUSION
The present work demonstrates an unsupervised approach of
extracting relations from newspapers based on criminological
data. The proposed clustering technique identifies significant
crime patterns that can help both in criminology and criminal
justice industry. Three different aspects of crime performed
against women in India are brought into light by this experi-
mental research work. We have labeled the clusters according
to the most frequent context word, but it may happen that
some of the context words existing in the cluster do not reflect
the same crime aspect as the label of the cluster. In that case,
we can collect the context words defining the same meaning.
This task is known as paraphrase extraction which is con-
sidered as a future work. The paraphrase extraction can sig-
nificantly improve the relation labeling scheme. Apart from
the chosen domain of entity pairs, other different domains
can also be considered as future research work. This method
can also be applied on general datasets. Improvisations in the
methodology will further provide a vast description of crime
related activities by exploring other aspects of crime pattern
analysis and eventually it will help the law enforcement
agencies to analyze crime at a faster pace.
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