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ABSTRACT We consider a multiple-input single-output simultaneous wireless information and power
transfer (MISO-SWIPT) system, where a power-splitting protocol is employed at users near the base station
(BS) to provide both energy harvesting (EH) and information decoding. For the considered system, it is
of practical interest to adopt non-orthogonal multiple access (NOMA) to improve the network spectral
efficiency, while still meeting the EH requirements. In addition, an alternating current computing (ACC)
logic is incorporated into EH receivers to directly use the wirelessly harvested AC power, which in turn
achieves higher energy efficiency than traditional direct current computing (DCC). We formulate a problem
of maximizing the spectral efficiency subject to the constraints of quality-of-service for the individual user,
EH requirements, and BS’s maximum transmit power, where the beamformers and PS ratios are jointly
optimized. To achieve an efficient solution to this nonconvex problem, we propose an iterative algorithm
based on the inner approximation (IA) framework, where the approximate convex problem solved in each
iteration can be cast as a second-order-cone program with convergence guaranteed. To further simplify
the problem design, we propose a zero-forcing beamforming-based NOMA approach to partially eliminate
interference, which has the potential to significantly reduce the number of variables. The extensive numerical
results are presented to demonstrate the effectiveness of the proposed algorithms, compared with the baseline
schemes.

INDEX TERMS Alternating current computing (ACC), inner approximation, nonlinear energy harvesting,
non-orthogonal multiple access (NOMA), nonconvex optimization, simultaneous wireless information and
power transfer (SWIPT).

I. INTRODUCTION
The fifth generation (5G) wireless network has been recog-
nized as the panacea of the current wireless networks to meet
a dramatic growth of wireless devices, new applications and
demand for wireless data traffic [1]. Accordingly, the total
sum rate (SR) will certainly be considered as an important
design objective for innovative wireless communication tech-
niques. However, one of the most challenging tasks in the
SR maximization problem is to guarantee the quality-of-
service (QoS) in terms of data rate to users with poor channel
condition, who are usually placed at the cell edge. In recent
years, non-orthogonal multiple access (NOMA) technique is
envisaged as a paradigm shift for the design ofmultiple access
techniques to address this challenge [2]–[4].

The associate editor coordinating the review of this manuscript and
approving it for publication was Zhiguo Ding.

Unlike with the traditional OMA techniques such as time-
division multiple access, NOMA aims at serving multiple
users on the same time-frequency resource and allocating
different power levels to them.1 In the scenario of two
users [5], the user with poorer channel condition is gen-
erally allocated higher transmission power than the user
with better channel condition to improve the edge data rate,
while the latter is capable of canceling the interference
from the former by successive interference cancellation (SIC)
technique. When multiple users have similar channel con-
ditions, dynamic user pairing and clustering with distinct
channel gains are effective ways to exploit the potential of
NOMA in providing the massive connectivity requirement
of 5G networks [6]–[9].

1In this paper, we only focus on the power domain-based NOMA.
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Simultaneous wireless information and power transfer
(SWIPT) has been received growing attention recently [10],
[11]. It utilizes radio frequency (RF) signals to realize both
wireless energy harvesting (EH) and information decoding
(ID). A SWIPT user splits the received signal into ID and EH
receivers either by power splitting (PS) and time switching
(TS) protocols, where the former has been shown to out-
perform the latter. EH receivers can be charged by convert-
ing the wirelessly harvested alternating current (AC) power
into the direct current (DC) power, and its operation time is
then prolonged [12]. Accordingly, the conversion efficiency
plays an important role for efficient designs of diode-based
RF-EH circuits, and recent experiments for practical EH
models have shown that its characteristic is non-linear rather
than linear [13], [14]. SWIPT systems [15]–[17] adopted
traditional linear EH model which may result in inaccurate
DC output, leading to significant system performance loss
in practical implementations. Hence, non-linear EH models
capturing non-linear characteristics have been intensively
investigated [18]–[20].

A. LITERATURE SURVEY
Beamforming design is an effective way to improve the
performance of multi-user NOMA systems. Reference [21]
first studied the beamforming power minimization problem
for the multiple-input single-output (MISO) system with two
users, and a heuristic computational algorithm was proposed
for its solution. In the case where there are multiple users,
the powerminimization problem is decomposed into the inde-
pendent subproblems of two-user pairs by using zero-forcing
beamformer (ZFBF) to remove the inter-pair interference.
Chen et al. [22], [23] aimed at minimizing the beamforming
power under users’ QoS requirements, where the closed-
form solutions were obtained. Reference [24] successively
performed SIC at all users based on their channel gain dif-
ferences, which may cause severe resource allocation mis-
matches. The authors in [6] and [7] proposed a simple but
efficient design for NOMA systems by pairing one near user
with one far user, where the cell coverage is divided into two
zones with respect to the distance from the base station (BS).
In general, the optimization problems for NOMA systems
are nonconvex, and thus these works have mainly focused on
suboptimal solutions.

NOMA aims at allocating high transmission power to far
users, which in turn causes a strong interference to near
users. This strong network interference has a great potential
to boost the harvested energy for nearly-located users. Thus,
NOMA-assisted SWIPT systems have received considerable
attention. In particular, [25] investigated a joint optimiza-
tion of power allocation and TS ratio to maximize the total
energy efficiency (EE) in a TS-based SWIPT NOMA system
subject to minimum users’ harvested energy requirements.
A trade-off between spectral efficiency and energy efficiency
was studied in [26] by integrating SWIPT into mmWave
massive multiple-input multiple-output (MIMO)NOMA sys-
tems. The work analyzed the impacts of the cluster-head

selection algorithm, user pairing and hybrid precoding on the
network performance. References [27] and [28] considered
joint beamforming and PS design, where a strong user adopts
the PS protocol and acts as an EH relay to retransmit the
signal to the weak user. To further improve the network per-
formance, the authors in [29] proposed a cooperative SWIPT
NOMA system, where the full-duplex radio is enabled at a
strong user.

Unfortunately, the aforementioned works have not taken
into account the power consumption for activating the basic
functions (i.e., computational blocks), especially at NOMA
users, although they often require additional computational
complexity due to the use of SIC. Given that the RF-EH
performance is relatively low, the conventional methods that
rely on DC computing (DCC) could lead to significant sys-
tem performance loss due to low conversion efficiency of
current rectifiers. To overcome this challenge, the authors
in [30]–[32] have reported that the wirelessly harvested
AC power can be directly used to activate computa-
tional blocks through practical experiments. The significant
improvement in energy efficiency has been attained thanks
to low-power consumption of AC computing (ACC) and no
RF-EH conversion loss. The SR problems for NOMA-
assisted MISO-SWIPT systems have remained relatively
open in the literature to the best of our knowledge, in par-
ticular, new challenges will arise for the joint optimization of
beamforming vectors and PS ratios.

B. CONTRIBUTIONS
Motivated by the literature survey and above discussion,
in this work, we study the NOMA-assisted MISO-SWIPT
system to realize both wireless EH and ID. Particularly,
PS protocol is adopted at the nearly-located users (ID-EH
users) to achieve SWIPT by splitting the received RF sig-
nals into two parts for simultaneous information and energy
reception. To achieve energy-efficient design, we propose to
integrate ACC logic into ID-EH users by leveraging charge-
recycling theory to directly use the harvested AC power for
computation. The goal is to maximize the total SR sub-
ject to power constraint and EH constraints at ID-EH users.
Towards a relatively realistic model, we take into account the
practical non-linear EH model and detection threshold for
SIC receivers. Specifically, the contributions of this paper can
be summarized as follows.
• First, we propose a new PS and SIC-based archi-
tecture which enables ACC for NOMA-SWIPT
systems.

• We formulate a novel optimization problem to
maximize the SR by jointly optimizing beamforming
vectors and PS ratios. As the problem is highly noncon-
vex, we develop a low-complexity iterative algorithm
based on the inner approximation (IA) framework for its
solution with convergence guaranteed. The approximate
problem at each iteration can be transformed into the
second-order-cone program (SOCP) for efficient and
practical implementation.
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FIGURE 1. An illustration of the downlink NOMA-assisted MISO-SWIPT
system serving multiple ID-EH and ID users.

• In addition, we develop a lower complexity solution
based on the combination of ZFBF-NOMA and IA,
which requires lower numbers of optimization variables.

• Extensive numerical results are provided to confirm the
efficacy of our proposed approach. Specifically, the pro-
posed resource allocation schemes achieve a signifi-
cantly higher system performance compared to baseline
schemes, i.e., conventional SWIPT, equal PS ratios and
DCC-based design.

C. PAPER ORGANIZATION AND NOTATION
Organization: The remainder of the paper is organized as
follows. Section II introduces the system model and formu-
lates the optimization problem. In Section III, we present the
IA-based algorithm. The problem design for ZFBF-NOMA
and the proposed resource allocation algorithm based on
IA method are provided in Section IV. Section V dis-
cusses the convergence and computational complexity of
the proposed algorithms. Numerical results are presented in
Section VI, and Section VII concludes the paper.
Notation: xH , xT , and x∗ are the Hermitian transpose,

normal transpose, and conjugate of a vector x, respectively.
E{·} and <{·} denote the expectation and the real part of
argument, respectively. ‖ · ‖ and | · | represent the `2 norm
and absolute value, respectively. Rn×m and Cn×m are the
vector space of real and complex matrices, respectively.
x ∼ CN (η,R) implies that x is a random vector following
a circularly symmetric complex Gaussian distribution with
mean vector η and covariance matrix R.

II. SYSTEM MODEL AND PROBLEM STATEMENT
A. SIGNAL MODEL AND SYSTEM DESIGN
A downlink NOMA-assisted MISO-SWIPT system is con-
sidered, where the centered BS is equipped with N antennas
to serve the set K , {1, 2, · · · , 2K } of 2K = |K| single-
antenna users (UEs) on the same time-frequency resource,
as illustrated in Fig. 1. Following [6], [7], [33], we assume
that the whole cell is virtually divided into two zones, called
inner-zone with radius rn from the BS and outer-zone with
inner radius rn and outer radius ro. Without loss of general-
ity, we also assume that the system includes the set KI ,
{1, · · · , i, · · · ,K } of K = |KI| near UEs which are ran-
domly distributed in the inner-zone, as well as the other set
KO , {K + 1, · · · , j, · · · , 2K } of K = |KO| far UEs which
are randomly distributed in the outer-zone. We note that the

FIGURE 2. Power-splitting and SIC-based architecture enabled ACC at
ID-EH user.

proposed algorithms in this paper can be slightly modified
to address the case of different numbers of users located in
each zone. It can be easily foreseen that UE-i ∈ KI has a
better channel condition than UE-j ∈ KO. In this paper, each
near UE-i is randomly paired with far UE-j to create a virtual
cluster, and SIC technique is used at UE-i, following the
NOMA principle [6], [7]. The strong multiuser interference
in the inner-zone offers great potential for UE-i to harvest the
RF power. In what follows, UE-i and UE-j will be referred to
as the ID-EH user and ID user, respectively.

As shown in Fig. 2, we propose the PS and SIC-based
architecture to perform SWIPT at UE-i (ID-EH user) using
ACC logic. The received RF signal at UE-i is split into two
parts, i.e., ID and EH signals. In the EH signal, the power
harvester and distribution block is responsible for distributing
the harvested AC power into two flows: one to directly supply
the wirelessly harvested AC power for the ACC logic without
rectification and regulation, and other to charge the battery
for later use by using the AC-to-DC rectifier. In the conven-
tional PS-based SWIPT designs (i.e., [10] and the references
therein), DC computing often requires higher power con-
sumption than ACC, which has been reported in [30], [32].
Otherwise, a power inverter to convey DC-to-AC volt-
age may be used to supply an AC voltage to the
ACC logic, which results in the conversion loss of up
to 10% ∼ 30% efficiency [34].
Remark 1: In this paper, to effectively convey the

RF-EH power, we only consider the EH at users in the
inner-zone. On the other hand, the ACC at near users is
considered due to the following reason. The near users in
the proposed NOMA-assisted MISO-SWIPT system need to
handle higher computation tasks than far users due to the use
of SIC, and thus, it is reasonable to directly use the harvested
AC power which has the potential to significantly reduce the
power consumption cost [32]. It is noted that the conver-
sion efficiency of advanced rectifiers is relatively low, i.e.,
about 50% ∼ 60%.

The signals are linearly weighted with a complex vector
at the BS prior to being transmitted to UEs. Specifically,
BS transmits a signal superposition of the individual mes-
sages wkxk for k ∈ K , KI ∪ KO, where wk ∈ CN×1

and xk with E{|xk |2} = 1 are the beamformer and the
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transmitted symbol for UE-k , respectively. The channels from
the BS to UEs are supposed to be flat block-fading with
the transmission block time T , which is normalized to 1 for
notational simplicity. Let hk ∈ CN×1 denote the complex
channel vector from the BS to UE-k . In addition, we assume
that the channel state information is perfectly known at the
BS [6], [7], [24], where the system optimization is carried
out. Under flat fading channels, the received signal at UE-i
(ID-EH user) is given by

yi =
∑
i′∈K

hHi wi′xi′ + ni, (1)

where ni ∼ CN (0, σ 2
i ) is the antenna noise at UE-i which

is modeled as the additive white Gaussian noise (AWGN).
In Fig. 2, the received signal at UE-i is split into two parts by
a power splitter, which are ρi ∈ (0, 1) portion of yi for the
EH receiver and the remaining (1 − ρi) portion of yi for the
ID receiver. In particular, the signals received at the ID and
EH receivers can be expressed as

yIDi = (1− ρi)1/2
(
hHi wixi + hHi wjxj

+

∑
i′∈K\{i,j}

hHi wi′xi′ + ni
)
+zi, ∀i ∈ KI, (2)

yEHi = ρ
1/2
i

(∑
k∈K

hHi wkxk + ni
)
, ∀i ∈ KI, (3)

respectively. zi ∼ CN (0, η2i ) denotes the additional circuit
noise introduced by the ID receiver at UE-i, which is also
modeled as the AWGN [15]. The signal received at UE-j,
which is the ID user only, can be expressed as

yIDj = hHj wjxj +
∑
j′∈K\j

hHj wj′xj′ + nj. ∀j ∈ KO, (4)

where nj ∼ CN (0, σ 2
j ) is the AWGN at UE-j.

B. OPTIMIZATION PROBLEM FORMULATION
1) ACHIEVABLE RATE
In each pair of users, the symbol xj of UE-j is decoded by
both users, while the symbol xi of UE-i is decoded by itself
only after removing that of UE-j by the SIC. By definingw ,
{wk}k∈K, the achievable rate (in nats/sec/Hz) by decoding xj
can be expressed as [7]

Rj(w, ρi) = log
(
1+min

(
γ
j
j (w), γ

i
j (w, ρi)

))
, (5)

where

γ
j
j (w) =

|hHj wj|
2∑

j′∈K\j |h
H
j wj′ |

2 + σ 2
j

(6)

is the signal-to-interference-plus-noise ratio (SINR) at UE-j
in decoding its own symbol, and

γ ij (w, ρi) =
(1− ρi)|hHi wj|

2

(1− ρi)
(∑

i′∈K\j |h
H
i wi′ |

2 + σ 2
i

)
+ η2i

=
|hHi wj|

2∑
i′∈K\j |h

H
i wi′ |

2 + σ 2
i +

η2i
1−ρi

(7)

is the SINR at UE-i in decoding the symbol xj. Next, the
achievable rate of UE-i by decoding its own symbol xi after
successfully canceling xj is

Ri(w, ρi) = log
(
1+ γi(w, ρi)

)
, (8)

with

γi(w, ρi) =
|hHi wi|

2∑
i′∈K\{i,j} |h

H
i wi′ |

2 + σ 2
i +

η2i
1−ρi

. (9)

From (7) and (9), the following constraint in each pair of users
also needs to be satisfied [9]:

|hHi wj|
2
− |hHi wi|

2
≥ PSIC, ∀i, j, (10)

where PSIC is the minimum power difference required to
distinguish between xj and xi at UE-i, which can be viewed
as the detection threshold at the SIC receiver. This aims at
guaranteeing an efficient SIC and avoiding a trivial data rate
allocated to UE-j.

2) EH AND ACC POWER CONSUMPTION
In Fig. 2, let αi ∈ (0, 1) be the fraction of harvested AC
power at UE-i that is used to power the ACC logic.We assume
that the power splitter at the power harvester and distribution
block is perfect and induces no noise in the RF power. Thus,
the harvested AC power at UE-i consumed by the ACC logic
can be expressed as

pACCi (w, ρi, αi) = ρiαi
∑
k∈K
|hHi wk |

2, (11)

where the noise power is ignored since it is negligible when
compared to power transfer from the BS in practice. The
remaining harvested AC power of UE-i is given as

pi(w, ρi, αi) = ρi(1− αi)
∑
k∈K
|hHi wk |

2. (12)

The rectifier converts pi(w, ρi, αi) to DC power and stores
it into its rechargeable battery. By considering a realistic
RF-DC power rectifier in non-linear EH model [18], [19],
the harvested DC power at UE-i is

pDCi (w, ρi, αi)

=
P̄EHi

1−�i
×

( 1

1+ exp
(
−ai(pi(w, ρi, αi)− bi)

) −�i

)
,

(13)

where P̄EHi is the maximum power that can be harvested, ai
and bi are constants depending on the circuit specifications,
and �i =

1
1+exp(aibi)

.
Our goal is to maximize the total SR of all UEs subject to

QoS for each UE, ACC power consumption and harvested
DC power requirements at UE-i and power budget at the
BS. Therefore, the optimization problem of interest with the
ACC, denoted by SR-ACC for short, can be mathematically
formulated as

max
w,ρ,α

∑
k∈K

Rk (w, ρi) (14a)
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s.t. Rk (w, ρi) ≥ R̄k , ∀k ∈ K, (14b)

pACCi (w, ρi, αi) ≥ P̄ACCi , ∀i ∈ KI, (14c)

pDCi (w, ρi, αi) ≥ P̄DCi , ∀i ∈ KI, (14d)

|hHi wj|
2
− |hHi wi|

2
≥ PSIC, ∀i, j, (14e)

ρi ∈ (0, 1), αi ∈ (0, 1), ∀i ∈ KI, (14f)∑
k∈K
‖wk‖

2
≤ Pmax

BS , (14g)

where ρ , {ρi}i∈KI andα , {αi}i∈KI . Constraint (14b) guar-
antees QoS for individual users, where R̄k > 0 is a predefined
threshold. Constraints (14c) and (14d) are imposed to ensure
that the ACC power consumption and harvested DC power
at UE-i are larger than predefined thresholds, P̄ACCi and P̄DCi ,
respectively. Constraint (14g) represents the transmit power
constraint at the BS with the power budget Pmax

BS .
Remark 2: We note that, in DC computing, constraints

(14c) and (14d) can be merged into one, such as

pDCi (w, ρi, αi = 0) ≥ P̄DCCi + P̄DCi , ∀i ∈ KI, (15)

where P̄DCCi is the DC power supply threshold that is required
for the DCC logic. As previously mentioned, P̄DCCi is usually
required to be much higher than P̄ACCi in practice. In addition,
the conversion efficiency of an RF-DC power rectifier is
typically low, thereby reducing the EH performance. These
observations reveal the advantages of our proposed design,
which will be elaborated by numerical results in Section VI.
Remark 3: In general, the optimal user-pairing schemes

may improve the performance of NOMA-assisted
MISO-SWIPT systems. However, as numerically demon-
strated in Section VI, the SR achieved by our approach also
catches up that by the Brute-Force Search (BFS) scheme,
especially when the harvested DC power is high enough.
In addition, the latter requires to solve K ! subproblems, each
has the same form as in (14). As a result, the BFS scheme
takes the complexity of K !C(14), where C(14) denotes the
complexity of solving (14). It is prohibitive time complexity,
and thus only acts as an upper bound of the performance of
our proposed scheme.

In the following, we assume that the feasible set of problem
(14) is nonempty. Finding an optimal solution to (14) is highly
challenging due to the non-concavity of the objective (14a)
and non-convexity of constraints (14b)-(14e). Although a
globally optimal solution to (14) can be found through the
Branch-and-Bound method, it is of little practical use in wire-
less communication designs since the channel conditionsmay
vary quickly. In this work, by leveraging the IA framework,
we propose an iterative low-complexity algorithmwhich aims
at finding the approximate but efficient solution to (14).

III. PROPOSED IA-BASED ALGORITHM
The idea of the proposed IA-based algorithm is to transform
(14) into an equivalent nonconvex, but more tractable, for-
mulation and then apply the IA method to iteratively approx-
imate the nonconvex parts to the convex ones [35], [36].

A. SOME IA-BASED APPROXIMATE FUNCTIONS
Before proceeding further, we first provide some IA-based
approximate functions which will be frequently used in this
paper. A function f UB(x, x̄) is a convex majorant of a function
f (x) : Cn

→ R at a point x̄ ∈ dom f , if and only if the
following conditions are satisfied:

f UB(x, x̄) ≥ f (x) & f UB(x̄, x̄) = f (x̄),

&
∂f UB(x, x̄)

∂x

∣∣∣
x=x̄
=
∂f (x)
∂x

∣∣∣
x=x̄
, (16)

∀x ∈ dom f . Similarly, a concave minorant f LB(x, x̄) of f (x)
must satisfy the following conditions:

f LB(x, x̄) ≤ f (x) & f LB(x̄, x̄) = f (x̄),

&
∂f LB(x, x̄)

∂x

∣∣∣
x=x̄
=
∂f (x)
∂x

∣∣∣
x=x̄
. (17)

The following approximate functions will follow these prin-
ciples.

1) Approximation for function 1
xy with (x, y) ∈ R2

++: A
convex upper bound (convex majorant) of 1

xy can be
found as [35]:

1
xy
≤ 0.5

( c
x2
+

1
cy2

)
, (18)

where c , x̄
ȳ .

2) Approximation for function x2
y with x ∈ C, y ∈ R++:

A concave lower bound of convex function x2
y is given

as [37]:

x2

y
≥ 2

x̄∗x
ȳ
−
|x̄|2

ȳ2
y. (19)

3) Approximation for function log(1 + x) with x ∈ R++
[7, Eq. (66)]: We first consider the convex function
log(1 + 1

z ) with z ∈ R++, where its concave lower
bound based on the first-order Taylor series is log(1+
1
z ) ≥ log(1 + 1

z̄ ) +
1

(1+z̄) −
1

(z̄2+z̄)
z. Making a change

of variables as x → 1/z and x̄ → 1/z̄, we derive the
following concave lower bound of log(1+ x):

log(1+ x) ≥ log(1+ x̄)+
x̄

1+ x̄
−

x̄2

1+ x̄
1
x
. (20)

B. PROPOSED ALGORITHM
We now transform (14) into a more tractable form, so that the
IA method can be directly applied to tackle the nonconvex
parts. To overcome non-smooth and non-concavity of (14a),
we introduce new variables ϑ , {ϑ}k∈K and r , {r}k∈K to
rewrite (14) equivalently as

max
w,ρ,α,ϑ,r

∑
k∈K

rk (21a)

s.t. γi(w, ρi) ≥ ϑi, ∀i ∈ KI, (21b)
min

(
γ
j
j (w), γ

i
j (w, ρi)

)
≥ ϑj, ∀j ∈ KO, (21c)

log(1+ ϑk ) ≥ rk , ∀k ∈ K, (21d)
rk ≥ R̄k , ∀k ∈ K, (21e)
(14c), (14d), (14e), (14f), (14g). (21f)
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Constraints (21b)-(21d) must hold with equality at the opti-
mum and constraint (14b) is re-expressed as the linear
constraint (21e). Here, the nonconvex constraints include
(21b), (21c), (14c), (14d) and (14e). Let y(κ) denote a
feasible point of y at the κ-th iteration of an iterative
algorithm. We now apply the approximations presented in
Section III-A to approximate (21) to a convex problem.
Approximation of constraints (21b) and (21c): Let us han-

dle the nonconvexity of constraint (21b) first. Following [38],
it is true that |hHk wk | = hHk w̄k = <{hHk w̄k} ≥ 0 and
|hHk ′wk | = |hHk ′ w̄k |, for all k ′ 6= k and w̄k = e−jarg(h

H
k wk )wk

with j =
√
−1. Thus, (21b) can be equivalently replaced by

(<{hHi wi})2

ϑi
≥

∑
i′∈K\{i,j}

|hHi wi′ |
2
+ σ 2

i +
η2i

1− ρi
, ∀i ∈ KI,

(22)

with an additional condition:

<{hHi wi} ≥ 0, ∀i ∈ KI. (23)

Also, to reveal the hidden convexity of constraint (22),
we introduce new variables ρ̂ , {ρ̂i}i∈KI to equivalently
rewrite it as

(22)⇔


(<{hHi wi})2

ϑi
≥

∑
i′∈K\{i,j}

|hHi wi′ |
2

+ σ 2
i + η

2
i ρ̂i, ∀i ∈ KI, (24a)

1 ≤ (1− ρi)ρ̂i, ∀i ∈ KI, (24b)

where constraint (24b) is convex and also SOC-representable.
It is observed that the functions in both sides of (24a) are
convex, leading to a direct application of the IA method.
Specifically, constraint (24a) is iteratively approximated
by (19) as

φ
(κ)
i (wi, ϑi)− η2i ρ̂i ≥

∑
i′∈K\{i,j}

|hHi wi′ |
2
+ σ 2

i , ∀i, (25)

which is convex constraint, where

φ
(κ)
i (wi, ϑi) , 2

<{hHi w
(κ)
i }<{h

H
i wi}

ϑ
(κ)
i

−
(<{hHi w

(κ)
i })

2

(ϑ (κ)
i )2

ϑi

is the first-order approximation of
(<{hHi wi})

2

ϑi
around the point

(w(κ)
i , ϑ

(κ)
i ). Next, constraint (21c) is re-expressed as

(21c)⇔

{
γ
j
j (w) ≥ ϑj, (26a)

γ ij (w, ρi)
)
≥ ϑj. (26b)

Following the same steps as (22)-(25), constraint (26) is
iteratively convexified as

φ
j,(κ)
j (wj, ϑj) ≥

∑
j′∈K\j

|hHj wj′ |
2
+ σ 2

j , ∀j, ∗ (27a)

φ
i,(κ)
j (wj, ϑj)− η2i ρ̂i ≥

∑
i′∈K\j

|hHi wi′ |
2
+ σ 2

i , ∀j, ∗ (27b)

under (24b) and the following additional constraint:

<{hHj wj} ≥ 0, ∀j, (28)

where

φ
j,(κ)
j (wj, ϑj) , 2

<{hHj w
(κ)
j }<{h

H
j wj}

ϑ
(κ)
j

−
(<{hHj w

(κ)
j })

2

(ϑ (κ)
j )2

ϑj,

φ
i,(κ)
j (wj, ϑj) , 2

<{hHi w
(κ)
j (hHi wj)∗}

ϑ
(κ)
j

−
|hHi w

(κ)
j |

2

(ϑ (κ)
j )2

ϑj.

Approximation of constraints (14c)-(14e): We first
rewrite (14c) as∑

k∈K
|hHi wk |

2
≥

1
ρiαi

P̄ACCi , ∀i ∈ KI. (29)

We can observe that the left-hand side of (29) is a convex
function, which is useful to develop an approximation by
(19). In addition, a convex upper bound of 1

ρiαi
is easily found

by (18). As a result, constraint (29) is innerly approximated
as

P (κ)
i (w) ≥ 0.5P̄ACCi

( ci
ρ2i
+

1

ciα2i

)
, ∀i ∈ KI, (30)

where P (κ)
i (w) ,

∑
k∈K

(
2<{hHi w

(κ)
k (hHi wk )∗} − |hHi w

(κ)
k |

2
)

and ci , ρ
(κ)
i /α

(κ)
i . We note that the approximate constraint

(30) is convex and can also be cast as the following second-
order cone (SOC) ones:

0.5P̄ACCi

(
ciρ̃2i +

α̃2i

ci

)
≤ P (κ)

i (w), ∀i ∈ KI, (31a)

1 ≤ ρ̃iρi, ∀i ∈ KI, (31b)

1 ≤ α̃iαi, ∀i ∈ KI, (31c)

where ρ̃i and α̃i are additional slack variables. For constraint
(14d), we transform it into the following tractable form:∑

k∈K
|hHi wk |

2
≥

1
ρi(1− αi)

ζDCi , ∀i ∈ KI, (32)

where ζDCi , bi− 1
ai
ln
(

(P̄EHi −P̄
DC
i )(1−�i)

P̄DCi (1−�i)+�iP̄EHi

)
. Similarly to (14c),

an inner approximation of (14d) is

P (κ)
i (w) ≥ 0.5ζDCi

( c̃i
ρ2i
+

1
c̃i(1− αi)2

)
, ∀i ∈ KI, (33)

where c̃i , ρ
(κ)
i /(1 − α(κ)i ) and P (κ)

i (w) is defined in (30).
Finally, we can easily approximate constraint (14e) as

H(κ)
i (wj) ≥ |hHi wi|

2
+ PSIC, ∀i, j, (34)

whereH(κ)
i (wj) , 2<{hHi w

(κ)
j (hHi wj)∗} − |hHi w

(κ)
j |

2.
Bearing all the above in mind, we solve the following

convex problem of (14) at iteration (κ + 1):

max
w,ρ,α,ϑ,r,ρ̂

∑
k∈K

rk (35a)

s.t. log(1+ ϑk ) ≥ rk , ∀k ∈ K, (35b)
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(14f), (14g), (21e), (23), (24b),

(25), (27a), (28), (30), (33), (34), (35c)

which arrives at least at a local optimum.
Solving (14) by an SOCP: Problem (35) is considered as

a generic convex problem due to the logarithmic functions
in (35b). Although the solution to this problem can be effi-
ciently found using modern solvers (i.e., MOSEK [39]), it is
more computationally efficient to cast (35) as an SOCP [40].
We note that the objective is monotonic in its argument
in problem (35), while all the constraints are linear and
SOC-representable, except for (35b).We are now in a position
to iteratively approximate (35b) by (20), which is given as

log
(
1+ ϑ (κ)

k

)
+

ϑ
(κ)
k

1+ ϑ (κ)
k

−
(ϑ (κ)
k )2

1+ ϑ (κ)
k

1
ϑk
≥ rk , ∀k ∈ K.

(36)

Thus, the SOCP to solve (14) can be written in a compact
form as

max
8,r,ρ̂

{
R(κ) ,

∑
k∈K

rk
∣∣∣s.t.{8, r, ρ̂} ∈ C

}
, (37)

where8 and C are defined by the set of updated variables and
feasible set, respectively, as

8 , {w, ρ,α,ϑ},

C ,
{
{8, r, ρ̂}

∣∣(14f), (14g), (21e), (23), (24b),
(25), (27), (28), (30), (33), (34), (36)

}
.

Generating an Initial Feasible Point: The IA-based algo-
rithm requires an initial feasible point of (21), denoted
by 8(0), to successfully initialize the computational proce-
dure at the first iteration. A random method may take many
iterations or even fail to find a feasible point of (21), which
is mainly due to constraints (14c)-(14e) and (21e). Here,
we provide an efficient method inspired by [7], [33], [37]
by considering the following modified optimization problem
of (21):

max
w,ρ,α,ϑ,r,ψ̃

ψ̃ (39a)

s.t. rk − R̄k ≥ ψ̃, ∀k ∈ K, (39b)

pACCi (w, ρi, αi)− P̄ACCi ≥ ψ̃, ∀i ∈ KI, (39c)

pDCi (w, ρi, αi)− P̄DCi ≥ ψ̃, ∀i ∈ KI, (39d)

|hHi wj|
2
− |hHi wi|

2
− PSIC ≥ ψ̃, ∀i, j, (39e)

(14f), (14g), (21b)− (21d), (39f)

where ψ̃ is a slack variable. Intuitively, a feasible point
of (21) is found if (39) is feasible and ψ ≥ 0. We first
randomly generate ρ(0) ∈ (0, 1), α(0) ∈ (0, 1) and w(0)

∈

C, then scale w(0) to ensure that {(14g), (23), (28)} are
satisfied. With (ρ(0),α(0),w(0)), ϑ (0) is calculated by setting
inequalities (21b) and (21c) to be equalities. Based on 8(0)

and (37), we successively solve the following approximate
convex program:

max
8,r,ρ̂,ψ

{
ψ
∣∣s.t.{8, r, ρ̂, ψ} ∈ C0

}
, (40)

where

C0 ,
{
{8, r, ρ̂, ψ}

∣∣rk − R̄k ≥ ψ, ∀k ∈ K,

P (κ)
i (w)− 0.5P̄ACCi

( ci
ρ2i
+

1

ciα2i

)
≥ ψ, ∀i ∈ KI,

P (κ)
i (w)− 0.5ζDCi

( c̃i
ρ2i
+

1
c̃i(1− αi)2

)
≥ ψ, ∀i ∈ KI,

H(κ)
i (wj)− |hHi wi|

2
− PSIC ≥ ψ, ∀i, j,

(14f), (14g), (23), (24b), (25), (27a), (28), (36)
}
.

We notice that any feasible point of (40) is also feasible
to (39), following the IA properties [35]. Whenever (40) is
successfully solved and ψ ≥ 0, a feasible point of (21) is
produced. In Algorithm 1, we summarize our proposed IA-
based algorithm to solve the SR-ACC problem (14).

Algorithm 1 Proposed IA-Based Algorithm for Solving
SR-ACC (14)
Initialization: Set κ := 0, κ ′ := 0 and randomly generate a

feasible initial point 8(0) for (40).
Generating a feasible point for (21):
1: repeat
2: Solve max

8,r,ρ̂,ψ

{
ψ
∣∣s.t.{8, r, ρ̂, ψ} ∈ C0

}
to obtain the

optimal solution 8?.
3: Update 8(κ ′+1)

:= 8?.
4: Set κ ′ := κ ′ + 1.
5: until ψ ≥ 0
6: Set 8(0)

:= 8(κ ′).
Solving (21):
7: repeat
8: Solve max

8,r,ρ̂

{
R(κ) ,

∑
k∈K rk

∣∣s.t.{8, r, ρ̂} ∈ C
}
to

obtain the optimal solution 8?.
9: Update 8(κ+1)

:= 8?.
10: Set κ := κ + 1.
11: until Convergence or R(κ)

−R(κ−1)

R(κ−1) ≤ ε

12: Output: (w, ρ,α) := (w(κ), ρ(κ),α(κ)).

IV. ZERO-FORCING BEAMFORMING-BASED NOMA
DESIGN
To further reduce the complexity in solving (14), we now
adopt the zero-forcing beamforming-based NOMA (ZFBF-
NOMA) method to partially eliminate the inter-user inter-
ference, except for the signal of UE-j being decoded
at UE-i, i.e., hHj wj′ = 0,∀j′ 6= j and hHi wi′ =

0,∀i′ 6= {i, j}. For SR-ACC problem, using ZFBF-NOMA
does not lead to a convex problem due to the complex-
ity involved. However, we can arrive at a suboptimal solu-
tion but with much less complexity, following the similar
method presented in Section III. Specifically, let us define
Hi , [h1 · · · hi−1 hi+1 · · · h2K ]H ∈ C(2K−1)×N ,∀i ∈
KI and Hj , [h1 · · · hi−1hi+1 · · · hj−1hj+1 · · · h2K ]H ∈
C(2K−2)×N ,∀i ∈ KI, j ∈ KO. Let Ti ∈ CN×(N−2K+1) and
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Tj ∈ CN×(N−2K+2) be orthonormal bases of the null-space
of Hi and Hj, respectively. In this paper, we assume that
N > 2K − 1 so that Ti and Tj exist. By the ZFBF-NOMA
method, the beamformers can be re-expressed as [41]

wi = Tiw̃i, ∀i ∈ KI,

wj = Tjw̃j, ∀j ∈ KO,

where w̃i ∈ C(N−2K+1)×1 and w̃j ∈ C(N−2K+2)×1 are new
decision variables.

The SR-ACC optimization problem with ZFBF-NOMA is
modified to the following problem:

max
w̃,ρ,α

∑
k∈K

RZFk (w̃, ρi) (42a)

s.t. RZFk (w̃, ρi) ≥ R̄k , ∀k ∈ K, (42b)

pACC,ZFi (w̃, ρi, αi) ≥ P̄ACCi , ∀i ∈ KI, (42c)

pDC,ZFi (w̃, ρi, αi) ≥ P̄DCi , ∀i ∈ KI, (42d)

|h̃Hi w̃j|
2
− |h̃Hi w̃i|

2
≥ PSIC, ∀i, j, (42e)∑

k∈K
‖w̃k‖

2
≤ Pmax

BS , (42f)

(14f), (42g)

where w̃ ,
{
{w̃i}i∈KI , {w̃j}j∈KO

}
, h̃Hi , hHi Ti ∈

C1×(N−2K+1), h̃Hj , hHj Tj ∈ C1×(N−2K+2), and

RZFj (w̃, ρi)= log
(
1+min

(
γ
j,ZF
j (w̃), γ i,ZFj (w̃, ρi)

))
,

RZFi (w̃, ρi)= log
(
1+ γ ZFi (w̃, ρi)

)
,

pACC,ZFi (w̃, ρi, αi)= ρiαi
∑
k ′∈{i,j}

|h̃Hi w̃k ′ |
2,

pDC,ZFi (w̃, ρi, αi)=
P̄EHi

1−�i

×

( 1

1+exp
(
−ai(pZFi (w̃, ρi, αi)−bi)

)−�i

)
,

with

γ
j,ZF
j (w̃) =

|h̃Hj w̃j|
2

σ 2
j

,

γ
i,ZF
j (w̃, ρi) =

|h̃Hi w̃j|
2

|h̃Hi w̃i|
2 + σ 2

i +
η2i

1−ρi

,

γ ZFi (w̃, ρi) =
|h̃Hi w̃i|

2

σ 2
i +

η2i
1−ρi

,

pZFi (w̃, ρi, αi) = ρi(1− αi)
∑
k ′∈{i,j}

|h̃Hi w̃k ′ |
2.

Under the similar developments presented in Section III,
at iteration (κ + 1) we solve the following convex program,
which can be transformed to an SOCP, to find a locally
optimal solution to (42):

max
8̃,r,ρ̂

{
R̃(κ) ,

∑
k∈K

rk
∣∣∣s.t.{8̃, r, ρ̂} ∈ C̃

}
, (45)

where 8̃ and C̃ are redefined as

8̃ , {w̃, ρ,α,ϑ},

C̃ ,
{
{8̃, r, ρ̂}

∣∣(14f), (21e), (24b), (36), (42f),
<{h̃Hk w̃k} ≥ 0, ∀k ∈ K,
φ̃
(κ)
i (w̃i, ϑi) ≥ σ 2

i + η
2
i ρ̂i, ∀i,

φ̃
j,(κ)
j (w̃j, ϑj) ≥ σ 2

j , ∀j,

φ̃
i,(κ)
j (w̃j, ϑj)− η2i ρ̂i ≥ |h̃

H
i w̃i|

2
+ σ 2

i , ∀j,

PZF,(κ)
i (w̃) ≥ 0.5P̄ACCi

( ci
ρ2i
+

1

ciα2i

)
, ∀i ∈ KI,

PZF,(κ)
i (w̃) ≥ 0.5ζDCi

( c̃i
ρ2i
+

1
c̃i(1− αi)2

)
, ∀i ∈ KI,

H(κ)
i (w̃j) ≥ |hHi w̃i|

2
+ PSIC, ∀i, j

}
,

with

φ̃
(κ)
i (w̃i, ϑi) , 2

<{h̃Hi w̃
(κ)
i }<{h̃

H
i w̃i}

ϑ
(κ)
i

−
(<{h̃Hi w̃

(κ)
i })

2

(ϑ (κ)
i )2

ϑi,

φ̃
j,(κ)
j (w̃j, ϑj) , 2

<{h̃Hj w̃
(κ)
j }<{h̃

H
j w̃j}

ϑ
(κ)
j

−
(<{h̃Hj w̃

(κ)
j })

2

(ϑ (κ)
j )2

ϑj,

φ̃
i,(κ)
j (w̃j, ϑj) , 2

<{h̃Hi w̃
(κ)
j (h̃Hi w̃j)∗}

ϑ
(κ)
j

−
|h̃Hi w̃

(κ)
j |

2

(ϑ (κ)
j )2

ϑj,

PZF,(κ)
i (w̃) ,

∑
k ′∈{i,j}

(
2<{h̃Hi w̃

(κ)
k ′ (h̃

H
i w̃k ′ )

∗
} − |h̃Hi w̃

(κ)
k ′ |

2),
H(κ)
i (w̃j) , 2<{h̃Hi w̃

(κ)
j (h̃Hi w̃j)∗} − |h̃Hi w̃

(κ)
j |

2.

To solve problem (42), we customize Algorithm 1 as fol-
lows. In Step 2, we generate an initial feasible point using the
similar procedure described in (40). In Step 8, we solve the
SOCP (45) instead of (37). For the ease of exposition, we refer
to this customized algorithm as Algorithm 2.

V. CONVERGENCE AND COMPUTATIONAL COMPLEXITY
ANALYSIS
Convergence Analysis: The iterative procedure of

Algorithms 1 and 2 provably converges to a Karush-Kuhn-
Tucker (KKT) point of (14) and (42), respectively, which
has been provided in [35]. Herein, we only briefly examine
the necessary conditions to justify the convergence of the
proposed algorithms. Specifically, the approximate functions
in (37) and (45) satisfy (16) and (17), which also corre-
spond to the properties listed in [36]. Since the feasible
sets of the considered problems are compact and nonempty,
Algorithms 1 and 2 generate a sequence of improved objec-
tive values, i.e., R(κ)

≥ R(κ−1) and R̃(κ)
≥ R̃(κ−1),

that are monotonically convergent after a finite number
of iterations [35]. In other words, the stationary points of
Algorithms 1 and 2 achieve the necessary optimality condi-
tions of the nonconvex problems (14) and (42), respectively.
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TABLE 1. Simulation parameters.

FIGURE 3. A small cell DL network topology with near-BS ID-EH users is
used, where rn = 10 m and ro = 30 m. Three ID-EH users are randomly
located in inner-zone with the reference distance of 2 m. Three ID users
are randomly located in outer-zone.

Computational Complexity Analysis: We now discuss the
per-iteration complexity of Algorithms 1 and 2 in solving
the SOCP approximations (37) and (45), respectively, by the
primal-dual interior point method [40]. Recall that N and
2K denote the number of antennas at the BS and the num-
ber of users, respectively. In Algorithm 1, problem (37)
involves K (2N + 7) scalar real decision variables and
(15K + 1) linear and SOC constraints, and thus the worst
case of the per-iteration complexity required to solve (37)
is O

(
(15K )0.5

(
K (2N + 7)

)3). In Algorithm 2, by using
ZFBF-NOMA, the number of scalar real decision variables
in the SOCP approximation (45) is reduced to 2K (N +
5 − 2K ) and the number of constraints is (15K + 1). The
worst case of the per-iteration complexity for solving (45) is
O
(
(15K )0.5

(
2K (N + 5− 2K )

)3), which is lower than that of
Algorithm 1.

VI. NUMERICAL RESULTS
In this section, we evaluate the performance of the proposed
methods using computer simulations. We consider the small
cell DL network topology with 2K = 6 users, as illustrated
in Fig. 3. There are three ID-EH users and three ID users,
which are randomly located in inner-zone and outer-zone,
respectively. Here, the channel quality of ID-EH users is
favored to better harvest energy. The channel vector between

the BS and UE-k, ∀k ∈ K at the distance dk (in meters)
is generated as hk =

√

10−PLk/10h̄, where PLk = 30.18 +
26 log10(dk ) (dB) is the path loss (PL) and h̄ ∼ CN (0, I) is
the small-scale fading [43]. Unless stated otherwise, the sim-
ulation parameters are specified in Table 1, where we assume
that users have the same set of parameters. The proposed
algorithms are terminated when the error tolerance between
two consecutive iterations is less than ε = 10−3. To arrive at
units of bps/channel-use, we divide the achieved sum rate in
nats/sec/Hz by ln(2). To solve the convex program, we use
the toolbox YALMIP [44] with the SDPT3 solver [45] in
theMATLAB environment. The average system performance
is obtained by averaging over 1,000 independent channel
realizations.

To demonstrate the effectiveness of the proposed meth-
ods with ACC, we reformulate (14) and (42) using DCC,
i.e., by replacing constraints (14c) and (14d) with (15).
The solutions for these problems can be easily found using
Algorithms 1 and 2 after some slight modifications,
which are referred to as ‘‘Algorithm 1 with DCC’’ and
‘‘Algorithm 2 with DCC’’, respectively. For benchmarking
purpose, we also compare the performance of the proposed
algorithms with that of the following three baseline schemes:
• ‘‘Brute-Force Search (BFS):’’ We consider an optimal
user-pairing scheme based on the BFS method, which
aims at finding the best user-pairing scheme among all
K ! possibilities. This requires to solve K ! subproblems,
and the optimal solution of the BFS method corresponds
to the solution of the subproblem that provides the high-
est objective value. It is noted that problem (14) is a
random case of the BFS, and thus each subproblem of
the BFS-based scheme can be solved using Algorithm 1.

• ‘‘Without NOMA:’’ In this case, SIC technique is not
used at UE-i,∀i ∈ KI, which aims to show the efficacy
of NOMA transmission in enhancing system perfor-
mance. The optimization problem can be easily derived
from (14) by modifying SINRs at users and removing
the SIC constraint (14e).

• ‘‘Equal Power-Splitting (EPS):’’ The power-splitting
ratios are fixed to be ρi = 0.5,∀i ∈ KI, and
the other optimization variables are found using the
IA-based algorithm similar to Algorithm 1.

Fig. 4 illustrates the typical convergence behavior of the
proposed algorithms over a random channel with N = 8
and Pmax

BS = 42 dBm. Performances with DCC are also
plotted. It can be seen that Algorithm 1 converges with tens
of iterations in both ACC and DCC. We also see in the
figure that with the ZFBF, Algorithm 2 converges with much
fewer iterations compared to Algorithm 1. More importantly,
the results clearly demonstrate that using the ACC logic for
the considered problems provides much better performance
than that of the DCC one in terms of SR. The reasons are two-
fold: i) ACC logic consumes much less power than DCC one,
i.e., −35.68 dBm and −13.22 dBm, respectively, following
the measurement data from [32, Fig. 6]; ii) Due to limited
harvested power, the conversion loss of AC-to-DC rectifier
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FIGURE 4. Convergence behavior of the proposed algorithms with ACC
and DCC over one random channel realization with N = 8 and
Pmax
BS = 42 dBm.

FIGURE 5. Average SR of the considered schemes versus the power
budget at the BS, Pmax

BS with N = 8.

using (15)makes the DCC-based problem inefficient. In addi-
tion, the gap between the ACC and DCC in Algorithm 2 is
more remarkable, compared to that of Algorithm 1. This is
because UE-i in ZFBF-NOMA design has less opportunity
to harvest RF power due to ZFBF constraints that results in
a low amplitude of the rectified voltage, thereby restricting
its computational capability. This confirms the effectiveness
of using ACC, and thus it will be used for performance
comparison in the following simulations.

In Fig. 5, we plot the average SR performance of the
considered schemes as a function of the power budget at
the BS, Pmax

BS with N = 8. For the EPS-based Algorithm 1 and
Algorithm 2, their initial feasible points may not be found at a
small level of Pmax

BS for some channel realizations. As a result,
the performance of those infeasible channels is set as zero.
As can be seen, the average SR of all considered schemes is
monotonically increasing with respect to Pmax

BS . For a larger
value of Pmax

BS , it is reasonable to exploit the desired signal to
fulfill the requirement of the ACC power consumption and
harvested DC power since it also improves the achievable
rate. As expected, the BFS-based scheme provides the best
SR among all considered schemes, especially when Pmax

BS
increases. A high transmit power results in a strong network

FIGURE 6. Average SR of the considered schemes versus the number of
antennas at the BS, N with Pmax

BS = 42 dBm.

interference, and thus the optimal user-pairing based on the
BFS becomesmore efficient. However, we recall that the BFS
method requires extremely high complexity, and thus only
acts as an upper bound for our proposed schemes. Further-
more, the SRs for the other baseline schemes show a perfor-
mance degradation compared to the proposed Algorithm 1,
which confirm the advantages of using NOMA transmission
and jointly optimizing power slitting coefficients. With the
increase in Pmax

BS , near users in the EPS-based scheme may
be allocated more harvested power than their need. This
results in a resource allocation mismatch, leading to a poor
performance of the EPS-based scheme. The SR of Algo-
rithm 2 (ZFBF-NOMA) increases dramatically when Pmax

BS >

40 dBm and approaches that of Algorithm 1 without NOMA
at Pmax

BS = 50 dBm due to free of interference.
In Fig. 6, we show the average SR versus the number of

antennas equipped at the BS with Pmax
BS = 42 dBm. It is

observed that when the number of antennas increases, the SR
is substantially increased for all solutions. These results are
probably attributed to the fact that, by increasing the num-
ber of antennas, more degrees of freedom are added to the
system, leading to more efficient resource utilization. Again,
the proposed Algorithm 1 provides a substantial performance
gain compared to the other baseline schemes. For small N
(i.e., N < 8), the gap between Algorithm 1 with and without
NOMA is remarkable due to a lack of degrees of freedom,
revealing the importance of using NOMA transmission in
severe network interference. Another interesting observation
is that, Algorithm 2with ZFBF-NOMA results in much lower
SR than Algorithm 1 at N = 6, owing to the interference-
free conditions (recall the total number of users is 6).
When N increases, the effect of interference-free conditions
(or ZF constraints) becomes less, and Algorithm 2 achieves
closer SR to Algorithm 1.

In the last simulation result, we plot a trade-off between the
SR and individual harvested DC power requirement, P̄DC ≡
P̄DCi ,∀i ∈ KI with N = 12 and Pmax

BS = 42 dBm. This is
accomplished by varying P̄DC in (14d) over the range [−30,
0] dBm, and the result is shown in Fig. 7. An expected obser-
vation from the figure is that the SR-harvested DC power
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FIGURE 7. Trade-off between the total sum rate and individual harvested
DC power requirement, P̄DC ≡ P̄DCi ,∀i ∈KI with N = 12 and
Pmax
BS = 42 dBm.

regions shrink when P̄DC increases. Specifically, the SR of all
schemes is degraded with respect to the individual harvested
DC power requirement P̄DC, and it is even more dramatic
when P̄DC ≥ −10 dBm. For small P̄DC, a small portion of
the received signal already fulfills the harvested DC power
requirement, and thus the BS mainly allocates the power to
the ID receivers. However, when the harvested DC power
requirement becomes more stringent, more power needs to be
allocated to the EH receivers to make (14d) feasible, which
in turn results in low reception power at the ID receivers.
We also observe that Algorithm 1 with and without NOMA
achieve closer performance to Algorithm 1 with BFS as
P̄DC ≥ −5 dBm. This phenomenon can be explained as
follows: For high P̄DC, the BS has to align the transmit signals
around near users in inner-zone to fulfill this need, and thus
the SR of all users is mainly contributed by these users.
In other words, the use of BFS is not crucial for the design
when the requirement of P̄DC becomes extremely stringent,
which also supports our statement made in Remark 3. In addi-
tion, compared with Algorithm 1 with EPS, Algorithm 2 is
able to achieve better SR for reasonable operational regions,
but its maximal harvested DC power ability is inferior to
Algorithm 1 with EPS. This is because in the former the
interference signal, which can be used to boost the harvested
DC power, is partially canceled by ZFBF-NOMA, while the
latter aims to balance the signals received at the ID and EH
receivers.

VII. CONCLUSION
In this paper, we have proposed an efficient NOMA-assisted
MISO-SWIPT system under a practical nonlinear EH cir-
cuit, where the PS protocol is adopted at the near users
to realize both wireless RF-EH and information decoding.
To improve the efficiency of the EH power, an AC computing
is adopted to directly supply the wirelessly harvested AC
power for the ACC logic without rectification and regula-
tion. We have investigated the problem of SR maximization
under QoS requirement for individual user, EH constraints
at near users and power constraint at the BS, by jointly

optimizing the beamformers and PS ratios. To efficiently
solve the nonconvex problem design, we have transformed
it into an equivalent nonconvex, but more tractable, one and
then proposed an IA-based algorithm for its solution, where
the convex problem solved at each iteration can be cast as
an SOCP. The proposed algorithm is provably convergent
at least to local optima. In addition, for a lower-complexity
design, we have proposed the zero-forcing beamforming-
based NOMA and customized the IA-based algorithm to
solve the problem. Numerical results have been provided
to demonstrate the advantages of our proposed approaches.
Specifically, the observations have confirmed the efficacy
of the proposed NOMA transmission with AC computing
in improving system performance, compared to the baseline
schemes. Although the performance of the proposed method
based on a random user-pairing approaches that of Brute-
Force Search method in some extreme cases, it is desirable
to investigate an optimal user-pairing with much lower com-
plexity, and thus will be reported in the follow-up work.
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