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ABSTRACT Light detection and ranging (LiDAR) scene generator is an important device in the LiDAR
guidance hardware-in-the-loop (HWIL) simulation system. It generates simulated optical LiDAR scenes
under laboratory conditions. A simulated LiDAR scene consists of an array of laser return signals with
different intensities and time delays. The intensity of a return signal is determined by the target albedo
and the target distance. The time delay of a return signal is determined by the target distance. A time delay
array system is crucial for the LiDAR scene generation. In this paper, a programmable all-optical delay array
system using an optical true-time-delay (OTTD) method is proposed. It can generate laser return signals with
large-signal array size, long delay range, and high delay resolution. The signal array size of the generated
LiDAR scene is 32 × 32. The depth of field (DOF) of the LiDAR scene is 19.2 m, which can be placed at
different distances from 5.1 to 2481.6 m. The distance resolution is 0.3 m. The all-optical delay array system
can also be extended to support tests of the LiDAR guidance systems with larger sensor arrays.

INDEX TERMS Laser radar, test equipment, delay systems, optical arrays, optical devices, simulation,
optical scene generation, hardware in the loop simulation.

I. INTRODUCTION
Light detection and ranging (LiDAR) based imaging is an
active detection technology with high spatial resolution and
strong anti-interference ability. It has many applications
in both civilian and military fields, such as 3D mapping,
machine vision, obstacle avoidance and precision guid-
ance [1]–[4]. Generally, there are two main types of LiDAR:
the frequency-modulated-continuous-wave (FMCW) LiDAR
and the time-of-flight (TOF) LiDAR. The LiDAR scene gen-
eration concept discussed in this paper applies to the TOF
LiDAR, and the term LiDAR mentioned later in this paper
refers to the TOF LiDAR. This kind of LiDAR transmits a
short laser pulse to illuminate a target and senses the return
signals reflected by the target. By measuring the time delays
of the return signals relative to the transmitted laser pulse (i.e.,
the time of flight), the LiDAR system constructs a 3D image
of the LiDAR scene.

A LiDAR system transmits a laser pulse to illuminate a
target and senses the return signal reflected by the target,
as shown in Fig. 1. Suppose L is the target distance, t is the
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FIGURE 1. Schematic diagram of LiDAR.

time delay of the return signal relative to the transmitted laser
pulse. Easy to know that the laser pulse has traveled twice the
target distance during the time delay. So the target distance is
calculated by:

L = c · t/(2nair ) (1)

where c is the speed of light in vacuum, nair is the refractive
index of the atmosphere. In this paper, a simplified model
with nair = 1 is considered.
A LiDAR-based imaging system transmits a short laser

pulse to illuminate a spatial scene and uses a sensor array
to sense the return signals reflected by different parts of the
scene, as shown in Fig. 2. By measuring the time delays of
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FIGURE 2. Schematic diagram of LiDAR-based imaging system.

FIGURE 3. Block diagram of a LiDAR guidance HWIL simulation system.

the return signals, the system constructs a 3D image of the
LiDAR scene.

Hardware-in-the-loop (HWIL) simulation is an effective
approach for testing and evaluation in the development of
LiDAR guidance system [5]–[10]. It can overcome the dis-
advantages of outfield test, e.g. high cost, long period, being
sensitive toweather conditions, and poor repeatability of data.
A typical LiDAR guidance HWIL simulation system usually
includes a simulation computer, a scene generation computer,
a LiDAR scene generator and a multi-axis (e.g., three-axis or
five-axis) turntable, as shown in Fig. 3. A LiDAR guidance
system is mounted on the multi-axis turntable as a unit under
test (UUT). The simulation computer is the host for the UUT
dynamics model and acts as the master control of the HWIL
system. The scene generation computer receives position data
from the simulation computer and generate a digital LiDAR
scene model. The LiDAR scene generator receives the scene
model data and generates an optical LiDAR scene (i.e., array
laser return signals with different intensities and time delays)
when it is triggered by the UUT. The simulated LiDAR scene
is then projected into the UUT through an optical projection
system. Finally, the UUT returns feedback data to the simu-
lation computer to close the loop [6].

One of the most important functions of LiDAR scene
generator is to simulate the time delays of the return signals
because the LiDAR system constructs a 3D image by measur-
ing the time delays. The time delay performances of a LiDAR
scene generator include:

(1) delay resolution, which has to be better than the time
measurement resolution of the LiDAR under test;

FIGURE 4. Schematic diagram of the LiDAR scene generator using
electronic time delay system.

(2) delay range, which needs to cover the detection range
of the LiDAR under test;

(3) delay array size, which needs to match the sensor array
size of the LiDAR under test.

Currently, researchers mainly use electronic time delay
system to generate return signals with different time
delays [5]–[10], as shown in Fig. 4. The LiDAR system
transmits a trigger signal to the electronic time delay system
at the same time when it emits a laser pulse. The counter of
the electronic time delay system starts counting when it is
triggered. Electrical return signals with different amplitudes
and time delays are then generated and sent to drive a laser
array to transmit laser return signals.

Electronic time delay modules with long time delay range
and high time delay resolution are commercially available.
However, the cost of the electronic time delay system will
become extremely high when the sensor array size of the
LiDAR under test becomes large. In a previous paper from
our team [7], a LiDAR scene generator with a time delay res-
olution of 10 ns and 108 time delay channels was developed
using electronic time delay modules provided by National
Instruments (NI, USA). Its electronic time delay system
consists of a controller module (Pxie-8135), a timing and
synchronization module (Pxie-6674T), two FPGA modules
(Pxie-7972R), two IO adapter modules (Pxie-6581B), and a
chassis (Pxie-1082). One FPGA module and one IO adapter
module form one time delay module with a time delay res-
olution of 10 ns and 54 time delay channels. For a LiDAR
systemwith a larger sensor array, such as 32×32, the required
number of time delay channels reaches 1024. Integrating
thousands of electronic time delay channels is a big chal-
lenge and extremely expensive at the current state of the art.
Moreover, 1024 lasers are needed to generate the laser return
signals, which is also very costly.

The purpose of this paper is to explore a feasible solution
to integrate large-size time delay arrays for LiDAR scene
generation at an acceptable cost. Our approach is to build an
all-optical delay system based on the optical true-time-delay
(OTTD) method. The principle of OTTD method is to let the
laser pulse propagate a distance in free space or in a trans-
mission medium (such as fiber) to get the desired time delay.
It has been used in many information processing systems.
For example, in optical measurement systems, it is used for

93490 VOLUME 7, 2019



Y. Gao et al.: Programmable All-Optical Delay Array for LiDAR Scene Generation

signal synchronization and gating [11]–[13]. In optical com-
munication systems, it is used for buffering optical signals
and synchronizing optical data packets [14], [15]. In opti-
cally controlled phased array antenna (OCPAA) systems, it is
used for constructing the phase shifting network [16]–[19].
The time delay resolution of the OTTD method depends on
the length precision of the optical delay path. For example,
to achieve a time delay resolution of 2 ns, the required
precision of the delay fiber length is 0.4 m (supposing the
refractive index of fiber is 1.5). However, the OTTD method
does not perform well in achieving long time delay. For
example, to achieve a time delay of 10 µs, 2 km long fiber is
needed. This limits the large-array-size integration of OTTD
channels. In a LiDAR scene generator, thousands of time
delay channels are arranged as a 2D array in space. The range
of LiDAR scenes it simulates usually covers a few hundred
meters to a few kilometers. Correspondingly, the time delay
range of a single OTTD channel needs to reach an order
of microseconds to milliseconds. The required fiber length
needs to be tens of meters to tens of kilometers. Therefore,
simply integrating thousands of OTTD channels into optical
delay array is very complicated and not practical for LiDAR
scene generation in cost and volume.

A programmable all-optical delay array for LiDAR scene
generation is proposed in this paper. It is designed based on
two methods called ‘‘delay-based scene slicing’’ and ‘‘pro-
grammable space routing’’. The all-optical delay array sys-
tem has no photoelectric conversion process and can directly
delay the original transmitted laser pulse. The signal array
size is 32×32. It can simulate a detailed LiDAR scene with
a depth of field (DOF) of 19.2 m. The DOF can be placed
at different distances from 5.1 m to 2481.6 m. The distance
resolution is 0.3 m. The expected cost is about 1/10 of the
cost of the solution using NI electronic time delay modules
and 1024 lasers.

The paper is arranged as follows: in Section I, the research
background and current problems for LiDAR scene gener-
ation are reviewed. In Section II, the methods for imple-
menting the programmable all-optical time delay array are
introduced. In Section III, a LiDAR scene generator is
designed, and the time delay performance is analyzed.
In Section IV, the test results of a programmable fiber delay
system are presented. In Section V, some conclusions are
made.

II. METHODOLOGY
A. LIDAR SCENE MODELING
A LiDAR-based imaging system detects unknown spatial
scenes, whereas a LiDAR scene generator generates simu-
lated optical LiDAR scenes based on pre-modeled LiDAR
scene models. A LiDAR scene model consists of M × N
points, each of which is denoted as

P = (m, n, I , t).

Each P point describes the necessary information for a return
signal in the LiDAR scene, where (m,n) represents the spatial

position of the return signal, I represents the intensity of the
return signal, and t represents the time delay of the return
signal. M × N is the sensor array size of the LiDAR system
under test, andm ∈ [1,M ], n ∈ [1,N ]. Suppose the detection
distance range of the LiDAR system is [Lmin, Lmax], and the
value range of the t component is [tmin, tmax], then according
to (1):

tmin = 2Lmin/c, tmax = 2Lmax/c.

Fig. 5 is a typical LiDAR scene model indicated by (m,n,t)
with the I component omitted.

FIGURE 5. Illustration diagram of a typical LiDAR scene model (100×100).
(a) The computer model of the LiDAR scene. (b) The LiDAR scene model
indicated by (m,n,t).

B. DELAY-BASED SCENE SLICIING
In this Section, the LiDAR scene model is further processed
by a method called ‘‘delay-based scene slicing’’. This method
is similar to the computer tomography (CT) in the medical
imaging application. The difference is that the LiDAR scene
model is sampled into time delay slices according to different
time delay values here, whereas an object is sampled into
cross sections at different space positions by the CTmachine.
Take a pyramid shape LiDAR scene model as an example,
as shown in Fig. 6. The LiDAR scenemodel is sliced along the
optical axis of the receiving optics every 1t time (Fig. 6(a)).
Each time delay slice contains a set of P points.

Suppose δ is the distance resolution of the LiDAR system.
Then the time delay resolution is: τ = 2δ/c. The LiDAR
scene model is sliced into time delay slices with respect to
τ (i.e., the two adjacent time delay slices have the time interval
of 1t = τ ). The time delay value of the ith time delay slice
equals to:

ti = tmin + (i− 1) ·1t, i = 1, 2, 3, · · ·,A (2)
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FIGURE 6. Schematic diagram of the delay-based scene slicing process
for a pyramid shape LiDAR scene model with an array size of 32×32.
(a) The delay-based scene slicing process over [tmin, tmax]. (b) Four time
delay slice examples.

where A is the total number of the time delay slices:

A = d(tmax − tmin)/1te + 1 (3)

As mentioned in Section II.A, a LiDAR scene model con-
tains M × N P points, each of which is denoted as P =
(m, n, i, t). Each P point describes the necessary information
for a return signal in the LiDAR scene. Here we define a time
delay slice {ti} as a set of P points whose t components equal
to ti. Then from the time delay slice {ti}, we can know the
intensities and the spatial positions of all the return signals
whose time delay values equal to ti.
Suppose all the M × N points in a LiDAR scene model

constitute a supersetPall . Then any time delay slice is a subset
of Pall :

{ti} ⊆ Pall, i ∈ [1,A] (4)

The number of points included in one time delay slice
varies from 0 to M × N . Any two time delay slices are
mutually exclusive:

{ta} ∩ {tb} = ∅, a, b ∈ [1,A] (5)

That is to say, any P point in the LiDAR scene model only
belongs to a unique time delay slice, and does not appear on
other time delay slices.

Fig. 6(b) is an illustration of four time delay slice examples
which are indicated as {t1}, {ta}, {tb}, and {tc}. The points
included in each time delay slice are marked with black dots.
It can be seen that {t1} is an empty slice. {ta}, {tb}, and
{tc} are non-empty slices. And {t1}, {ta}, {tb}, and {tc} are
mutually exclusive.

C. PROGRAMMABLE SPACE ROUTING
All the laser return signals which belong to the time delay
slice {ti} should have the same time delay ti. A laser pulse Ti
with time delay ti and pulse width T is used to represent the
laser return signal in the time delay slice {ti}. Ti is defined as:

Ti =

{
Ids, t ∈ [ti, ti + T ]
0, t /∈ [ti, ti + T ]

(6)

where Ids is the intensity of Ti:

Ids = β · Imax ·M × N (7)

where β is an area scaling factor which will be explained in
Section II.D, Imax is themaximum I component of allP points
in the LiDAR scenemodel. The timing diagram of Ti is shown
in Fig. 7, where T0 is the original transmitted laser pulse with
an intensity I0.

FIGURE 7. Timing diagram of the delay-slice signal Ti .

Ti is referred to as the delay-slice signal later in this paper.
The optical LiDAR scene can be generated by routing Ti
to the appropriate spatial positions and modulating its inten-
sity. This process is called the programmable space routing.
In this paper, a spatial light modulator (SLM) is used to
implement the space routing process. The principle is shown
in Fig. 8.

The area of the SLM is divided into A regions named as
modulation units. Each modulation unit is illuminated by a
delay-slice signal Ti. The active area of each modulation unit
contains M × N pixels, this pixel number corresponds to
the pixel number of the LiDAR scene we want to generate.
For example, assuming that we want to generate a LiDAR
scene with 32×32 pixels, then we choose 50×50 as the
pixel number of a modulation unit because there should be a
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FIGURE 8. Schematic diagram of the programmable space routing
process.

margin between adjacent modulation units. The outputs from
each modulation unit are imaged onto the same area on the
output plane. Since each delay-slice signal has a different
time delay, then each modulation unit will be sequentially
illuminated at different times. Therefore, the output image of
each modulation unit will appear on the output plane in the
time sequence of the time delay slices. The transmittance of
individual pixel in each modulation unit determines whether
the delay-slice signal illuminated on it can pass through it and
eventually reach the output plane. A grayscale image can be
used to program the SLM to control the transmittance of each
pixel on the SLM, thereby controlling the intensities and time
delays of the delay-slice signals arriving at different spatial
positions on the output plane.

A simulated LiDAR scene is a spatial 2D array of opti-
cal signals with different intensities and time delays. And
the function of the space routing process described above
is exactly to control the intensities and time delays of the
delay-slice signals hitting different spatial positions of the
output plane, thus can be used for LiDAR scene generation.
The output plane is then projected onto the sensor array of the
LiDAR system under test by an optical projection system to
complete the LiDAR scene generation.

We simulate the programmable space routing process with
a simplemodel as shown in Fig. 9. This simplemodel requires
routing between 4 delay-slice signals and 3×3 laser return
channels. The time delay values of the 4 delay-slice signals
are t0, t0 + τ , t0+2τ , and t0+3τ . Different colors are used to
represent these 4 delay-slice signals. The delay-slice signals
enter the space routing system through the input fibers. The
core diameter of each input fiber is 200 µm. The input lens
array (2×2) is the same as the output lens array (2×2), and
each individual lens has a focal length of 15 mm and a diame-
ter of 10 mm. The focus lens has a focal length of 80 mm and
a diameter of 40 mm. The SLM in this simulated model is a
hypothetical device with a pixel size of 0.8 mm× 0.8 mm and
a pixel pitch of 1 mm (a real SLM will have a much smaller

FIGURE 9. Schematic diagram of the programmable space routing
process between 4 delay-slice signals and 9 laser return channels.

FIGURE 10. Illustration diagram of light intensity distribution in the
simulated space routing system. (a) The illumination spot on each
modulation unit. (b) The output image of each modulation unit on the
output plane.

pixel size and pixel pitch). The input lens array images the end
faces of the 4 input fibers onto the 4 modulation units on the
SLM, so that each modulation unit is uniformly illuminated.
The illumination spot on each modulation unit is shown
in Fig. 10(a). Each modulation unit has 3×3 active pixels,
as shown by the small dashed blue squares in Fig. 10(a). The
4 modulation units are respectively imaged onto the same
area on the output plane by the output imaging optics (i.e.,
the output lens array and the focus lens). The output image
of each modulation unit on the output plane has 3×3 pixels
corresponding to the 3×3 laser return channels, as shown
in Fig. 10(b). The size of each pixel of the output image is
approximately 4 mm × 4 mm.

The delay-slice signals arriving at different pixels on the
output plane are selected by programming the transmittance
of the pixels in the SLM modulation units. As shown in
Figure 11.

The 4 modulation units on the SLM are programmed
according to the pixel patterns shown in Fig. 11(a). And
9 delay-slice signals with different time delays are finally
arrived at the output plane, as shown in Fig. 11(c). Note that
the pixel patterns in Fig. 11(a) adopt a binarymode (i.e., white
color represents the maximum transmittance of the pixel,
and black color represents the minimum transmittance of the
pixel). However, for LiDAR scene generation applications,
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FIGURE 11. Schematic diagram of the signal routing process by
programming the SLM. (a) The pixel pattern on each modulation unit.
(b) Ray tracing. (c) The time delay value of the delay-slice signal arriving
at each pixel on the output plane.

the transmittance of the pixels in the ithmodulation unit needs
to be programmed according to the P points included in time
delay slice {ti}. The pixel position in the active area of the ith
modulation unit is represented by (m,n,i). Then the gray level
of pixel (m,n,i) is given by:

g(m, n, i) =

{
2G · Im,n/Imax, Pm,n ∈ {ti}
0, Pm,n /∈ {ti}

(8)

where Im,n is the I component of the point Pm,n = (m, n, I , t),
and G is the bit-depth of the SLM (typical values: 8, 10, 12,
16, etc.).

D. SHARED DELAY AND DOF LIDAR SCENE MODEL
In programmable space routing system, the area of the SLM
is divided into A modulation units (Fig. 8). Each modulation
unit has an active area with M × N pixels. Therefore, the
number of pixels of the SLM is at leastM×N×A. In addition,
the necessary margin between adjacent modulation units is
required, which also occupies a portion of the SLM pixels.
As shown in Fig. 12, the modulation unit is a squire contain-
ing M ′ × N ′ pixels. The active area of a modulation unit is a
rectangle containingM ×N pixels. The illumination spot on
each modulation unit is a circle. Then:

M ′ = N ′ >
√
M2 + N 2 (9)

Assuming that the area of the active area is Sactive and the area
of the illumination spot is Sspot , then the area scaling factor
in (7) is:

β = Sspot/Sactive (10)

FIGURE 12. Illustration diagram of the modulation unit, the illumination
spot, and the active area of the modulation unit.

TABLE 1. Parameters of a LiDAR system.

The SLM needs to have at least M ′ × N ′×A pixels to
support the routing between A delay-slice signals andM ×N
laser return channels. This means a SLM can only support the
routing for a limited number of delay-slice signals. However,
the number of time delay slices will be very large if the
LiDAR scene model is sliced over the entire time delay range
from tmin to tmax(Fig. 6(a)). Take a LiDAR system shown
in Table 1 as an example.

According to Table 1:

Lmin = 150 m,Lmax = 1500 m, δ = 0.3 m,M = N = 32.

Then we have:

tmin = 1 µs, tmax = 10 µs, τ = 1t = 2 ns,A = 4501.

M ′ = N ′ > 32
√
2

HereM ′ and N ′ take the minimum value of 46. In order to
support the routing between 4501 delayed slice signals and
1024 laser return channels, the number of pixels required for
the SLM is at least:

M ′ × N ′ × A= 9524116 ≈ 3087× 3087.

The SLM with such large pixel array size is expensive.
Fortunately, we found that some features of the LiDAR scene
model can help us simplify the time delay system. Generally,
the targets detected and tracked by a LiDAR guidance system
are in the space where the laser is not obscured, that is, there
is no obstruction between the target and the LiDAR view
point. The LiDAR scene generator only needs to accurately
simulate the return signals in a certain spatial range before
and after the target to provide enough scene details for the
HWIL simulation test.

As shown in Fig. 13. The t component of all the P points
in the LiDAR scene model is greater than a certain time delay
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FIGURE 13. Illustration diagram of the DOF of the LiDAR scene.

value, which is the time delay of the return signal correspond-
ing to the point closest to the view point. This minimum time
delay is called the shared delay which is denoted as ts. The
distance of this closest point is denoted as Ls, then:

ts = 2Ls/c, ts ∈ [tmin, tmax] = [1µs, 10µs].

There is a starting plane in front of the target and an ending
plane behind the target in the direction of the optical axis
of the receiving optics. The space between the starting plane
and the ending plane is the scene whose return signals need
to be accurately simulated. In this paper, the distance range
between the starting plane and the ending plane is called the
depth of field (DOF) of the LiDAR scene and is denoted as
Ld . The length of Ld is determined by the size of the target
that the LiDAR system needs to detect. In this paper, Ld is
taken as 19.2 m. Then the time delay range of the DOF of the
LiDAR scene is:

td = 2Ld/c = 128 ns.

A new scene model is obtained by subtracting the shared
delay ts from the t component of all P points in the original
LiDAR scene model:

(m, n, I , t)→ (m, n, I , t − ts).

Then check the time delay values of all points in this new
model and discard the points with time delay values greater
than td :

(m, n, I , t − ts ≤ td )X, (m, n, I , t − ts > td )× .

This new scene model contains the time delay information
of the laser return signals reflected by the objects in the
original LiDAR scene from the distance Ls to the distance
(Ls + Ld ). It contains detailed information about the LiDAR
scene that can meet most of the requirements of the HWIL
simulation test. The distance range this new scene model rep-
resents is the DOF of the original LiDAR scene. Therefore,
this new scene model is called the DOF LiDAR scene model.

Note that the shared delay ts ranges from 1 µs to 10 µs,
whereas the delay range td of the DOF is only 128 ns. This
feature of LiDAR scene model helps to simplify the time

delay system. Amultiplexed time delay channel can be shared
by all the laser return signals to get the shared time delay with
a long time delay range, and a programmable space routing
system is used to generate the DOF of LiDAR scene with a
short time delay range but sufficient details. The DOF LiDAR
scene model is sliced using the delay-based scene slicing
method introduced in Section II.B. The total number of time
delay slices of the DOF LiDAR scene model is:

ADOF = td/τ = 64.

This makes it possible to find a suitable SLM to perform
the programmable space routing process.

III. HARDWARE IMPLEMENTATION
In this section, the hardware system of the programmable all-
optical delay array is designed. The hardware system includes
a multiplexed delay channel, a delay-slice signal generator
and a space routing system, as shown in Fig. 14.

FIGURE 14. Block diagram of the programmable all-optical delay array
system.

A. MULTIPLEXED DELAY CHANNEL
The time delay values of all return signals in the LiDAR scene
are greater than ts, which means they all share the same t
component of t = ts. A multiplexed delay channel is used
first to make the transmitted laser pulse obtain a shared delay
of ts. The structure of the multiplexed delay channel is shown
in Fig. 15.

The multiplexed delay channel consists of an attenuator,
two 1×2 optical switches, twelve 2×2 optical switches and
thirteen delay fibers (multimode fiber, 200/220 µm).
The transmittance of the attenuator is:

α = Ids · ADOF/(I0 · γ ). (11)

where Ids is the intensity of the delay-slice signal given by (7),
ADOF = 64 is the number of time delay slices of the DOF
LiDAR scene model, I0 is the intensity of the original trans-
mitted laser pulse, γ is the transmittance of the multiplexed
delay channel.

The theoretical time delay of the kth delay fiber is:

1τk = τ · 2k−1, k = 1, 2, 3, · · ·, 13 (12)
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FIGURE 15. Structure of the multiplexed delay channel. (a) Internal
optical path. (b) Fibers between two adjacent optical switches. (lin is
input fiber length, lout is output fiber length, lt,k is the true length of the
kth delay fiber,le,k is the effective delay length of the kth delay fiber,
loffset is the length of the offset fiber offsetting the delay caused by the
non-delay fiber, lnd is the length of the non-delay fiber connecting the
non-delay path of two adjacent optical switches.).

where τ is the time delay resolution:

τ = lτ · nfiber/c (13)

where lτ is the fiber length resolution of themultiplexed delay
channel, nfiber is the refractive index of the delay fiber. The
fiber used here has a refractive index of nfiber = 1.4573 at
1.064 µm at room temperature of 25 ◦C. τ = 2ns, then we
have:

lτ = c · τ/nfiber = 0.41 m.

In the multiplexed delay channel, the optical switches are
programmable. The internal light path of an optical switch
can be programmed by writing ‘‘0’’ or ‘‘1’’ to the optical
switch, as shown in Fig. 16. By programming the internal
light paths of the optical switches, the laser pulse is guided to
pass through different delay fibers to get different time delays.

FIGURE 16. Schematic diagram of the programming operation of the
optical switch.

The maximum time delay of the multiplexed delay channel
should be greater than the maximum time delay required by
the LiDAR scene generator:

tsmax =

k=13∑
k=1

1τk >
2Lmax

c
(14)

The time delay of the effective delay length of the kth delay
fiber le,k is 1τk , then:

le,k = c ·1τk/nfiber , k = 1, 2, 3, · · ·, 13 (15)

The true length of the kth delay fiber lt,k consists of an
offset fiber length loffset in addition to the effective delay fiber
length le,k :

lt,k = le,k + loffset .

The effect of the offset fiber is to offset the time delay
caused by the non-delay fiber, and to ensure that the time
delay of the delay fiber is 1τk longer than the time delay
caused by the non-delay fiber. Therefore, the length of the
offset fiber equals to the non-delay fiber: loffset = lnd . loffset
is designed as:

loffset = lτ = 0.41 m.

The fiber lengths in the multiplexed delay channel are
listed in Table 2.

TABLE 2. Fiber lengths in the multiplexed delay channel.

As can be seen from Table 2, the true fiber length of the
system is longer than the effective delay fiber length, which
causes an insertion time delay. Its value is:

tins1 = (3378.55− 3372.40)× nfiber/c = 30 ns.

B. DELAY-SLICE SIGNAL GENERATOR
The transmitted laser pulse obtains a shared time delay of ts
after passing through the multiplexed delay channel and then
enters the delay-slice signal generator. It is then divided into
ADOF = 64 sub-pulses. The time delay of two adjacent sub-
pulses is incremented by1t = τ = 2 ns. Then 64 delay-slice
signals are generated.
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FIGURE 17. Structure of the delay-slice signal generator.

The delay-slice signal generator is a fiber (multimode
fiber, 200/220 µm) with branches. The structure is shown in
Fig. 17. There is a branch fiber every 0.41 m (i.e.,lτ ) along
the trunk fiber. The length of the trunk fiber is:

ltrunk = ADOF · lτ = 26.24 m.

The delay-slice signal generator also has an insertion time
delay which is caused by the branch fiber lbranch. Let

lbranch = lτ = 0.41 m.

Then the insertion time delay caused by the delay-slice signal
generator is:

tins2 = lbranch · nfiber/c = 2 ns.

C. SPACE ROUTING SYSTEM
The signal array size of the LiDAR scene we want to generate
is M × N = 32 × 32. According to (9), M ′ = N ′ > 32

√
2.

Here M ′ and N ′ are taken as 50. The number of delay-slice
signals is ADOF = 64. Then the number of pixels required for
SLM is:

M ′ × N ′ × ADOF = 160000 = 400× 400.

The parameters of a liquid crystal SLM are shown in Table 3.

TABLE 3. Parameters of a liquid crystal SLM.

The pixel array size of the SLM is 1024×768 which is
more than 400×400, thus can be used to perform the space
routing process. Fig. 18 shows the structure of the space
routing system for 64 delay-slice signals and 1024 laser return
channels. 64 delay-slice fibers (i.e., the branch fibers of the
delay-slice signal generator) are arranged in an 8×8 array.
Their end faces are imaged on the corresponding modulation
units on the SLM by the input lens array (8×8). The central
area of the SLM with a pixel array size of 400×400 is

FIGURE 18. Structure of the space routing system for 64 delay-slice
signals and 1024 laser return channels.

divided into 8×8 modulation units. Each modulation unit
has 50×50 pixels with an active area of 32×32 pixels. The
outputs of all modulation units are imaged on the output
plane by the imaging optics consisting of an output lens array
(8×8) and a focus lens. The output image on the output plane
consists of 32×32 pixels corresponding to the 1024 laser
return channels.

Since the main purpose of this paper is to explain the con-
cept of the programmable space routing, the optical systems
are not designed in detail here, only the effect they should
achieve are given.

In the space routing system, the delay-slice signal travels
from the end face of the delay-slice fiber to the output plane.
The length of this trip will cause insertion time delay. Here
this trip length is design as lsr = 0.6m, then the insertion
delay is:

tins3 = lsr/c = 2 ns.

It should be noted that in the space routing system, the
delay-slice signals travel through optical paths of different
lengths to the output plane. This means that the space routing
system introduces different insertion time delays for differ-
ent delay-slice signals. Therefore, the actual time delay of
each delay-slice signals slightly deviates from their ideal time
delay, which causes the scene simulated by the LiDAR scene
generator to be distorted.

As shown Fig. 19, the center area of the SLM contains
400×400 pixels. The side length of the central area is: lside =
400 × 36 µm = 14.4 mm. The shortest optical path length
of the space routing system (i.e., the central optical path)
is designed as: lnear = lsr = 60 mm. According to the
geometric relationship in Fig. 19, the longest optical path
length is lfar = 60.86 mm.
Therefore, the maximum insertion time delay difference

caused by the space routing system is:

1tins3 = (lfar − lnear )/c ≈ 0.003 ns.

The maximum scene distortion across the whole DOF is:

1LDOF = c ·1tins3/2 ≈ 0.45 mm.
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FIGURE 19. Illustration diagram of the optical path lengths in the space
routing system.

The scene distortion is negligible since it is just 0.45mm,
which is 0.15% of the distance resolution (i.e., 0.3 m).
However, as the DOF becomes deeper, the central area will
increase accordingly. Assuming that lnear does not change,
then lfar has to become longer, which will make the distortion
more serious. Therefore, the space routing system must be
carefully designed to ensure that the scene distortion is within
an acceptable range.

D. PERFORMANCE ANALYSIS
1) TEMPERATURE IMPACT
The time delay t produced by the fiber length L is:

t = L · n/c

Both the fiber length L and the fiber refractive index n change
with temperature. The time delay change with temperature ρ
is:

∂t
∂ρ
=

1
c

[
∂n
∂ρ
L + n

∂L
∂ρ

]
(16)

According to the experimental results of Cohen and Flem-
ing [20], the fiber length change with temperature can be
expressed as ∂L/∂p = ηL, where η ≈ 8 × 10−7/◦C. The
refractive index change with temperature of fused silica fiber
is ∂n/∂ρ = 1×10−5/◦C. The longest delay fiber in the system
is L = 1686.82 m (Table 2). The fiber refractive index is
n = 1.4573 at 1.064µm at room temperature of 25 ◦C. Then:

∂t/∂ρ ≈ 0.06 ns/◦C.

The time delay resolution is 2 ns, with ±1 ns as the accu-
racy requirement, then the temperature change cannot exceed
±16◦C. Therefore, the temperature range of the time delay
system is 25±16◦C.

2) FRAME RATE
The frame rate of the all-optical delay array system is limited
by the SLM and optical switches. The optical switch has a
response time of less than 5ms and the maximum switching
frequency supported is approximately 200 Hz. The frame rate
of the SLM is 60 Hz. Therefore, the maximum frame rate that
the entire time delay system can support is 60 Hz.

3) PARAMETER SUMMARY
The analysis of the time delay parameter is simple and will
not be described in detail here. The parameters are listed
in Table. 4.

TABLE 4. Performance of the programmable all-optical delay array.

IV. EXPERIMENT
A programmable fiber delay system was developed and
tested. It should be noted that the time delay system intro-
duced and tested in this section is only a demo system,
which is used to verify the feasibility of the multiplexed delay
channel, and is not in accordance with the design parameters
in Section III.D. Limited by the processing capabilities of the
lab, the demo delay system has a delay resolution of 2 ns
and contains only 5 delay fibers. The block diagram of the
experiment setup is shown in Fig. 20.

FIGURE 20. Block diagram of the experiment setup.

The wavelength of the laser is 1.064µm, the pulse width of
the laser is 8 ns. The two pigtails of the Y-shaped fiber have
the same length. Different time delays are set by program-
ming the six optical switches. The original laser pulse and
the delayed laser pulse are converted into electrical signals
by two detectors and then sent to the time counter (FCA3100,
Tektronix, Inc., USA). The time delay between the two pulses
is measured and the results are shown in Fig. 21.

Fig. 21 shows a total of 32 test points from 0 ns to 62 ns,
stepping 2 ns. The red circle represents the measured delay
and the blue circle represents the set delay. The measured
delay minus the set delay results in a minimum value of -
0.23 ns and a maximum value of 0.21 ns, thus the integral
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FIGURE 21. Test results of the programmable fiber delay system.

non linearity (INL) is−0.115−0.105LSB. Theminimum dif-
ference between the adjacent two measured delays is 1.67 ns,
and the maximum difference is 2.23 ns, so the differential non
linearity (DNL) is −0.165− 0.115LSB.
In this paper, only the design of themultiplexed delay chan-

nel is experimentally verified. The hardware of the delay-slice
signal generator and the space routing system are under devel-
opment. The corresponding performance test results will be
reported in future papers.

V. CONCLUSION
In this paper, a programmable all-optical delay array for
LiDAR scene generation is proposed, which provides an
economical solution for solving the integration problem of
thousands of laser return channels. Unlike the traditional
design idea of combining single time delay channels into a
time delay channel array, we decomposed the LiDAR scene
model into two parts, the first part is the shared delay, which
has a long time delay range and is shared by all laser return
channels. The second part is the DOF LiDAR scene model,
which has a short time delay range but contains detailed infor-
mation of the LiDAR scene. The multiplexed delay channel
is applied to achieve the shared delay. The programmable
space routing system is applied to achieve the simulation of
the DOF LiDAR scene model. The LiDAR scene generator
based on this design can be controlled by grayscale image
programming.

The programmable all-optical delay array designed in this
paper can simulate a detailed LiDAR scenewith a signal array
size of 32×32 and a DOF of 19.2 m. The DOF can be placed
at different distances from 5.1 m to 2481.6 m. The distance
resolution is 0.3 m. The number of delay channels can be
extended when using multiple SLMs (or using a larger-size
SLM) to form the programmable space routing system. The
hardware system of LiDAR scene generator based on the

design is under development, and the results will be reported
in future papers.
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