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ABSTRACT For the safety of meeting vehicles at night, a design scheme of vehicle lighting recognition
system for 5G vehicular communication networks is proposed in this paper. Firstly, a camera is used for
image acquisition, and then the acquired RGB image is converted to a hue-saturation-lightness (HSL) image
in Dedicated cloud. Secondly, a 3×3 convolution kemel is constructed, and the threshold of this HSL is used
to create a mask. In which we traverse the original image data and perform uitwise operations on the original
image, as well as mask by using the Urightest point as the center of calculation. Lastly, the effective area of
the image is divided according to the farthest point of the lane line extension, which can shield the sky and
street lights. In addition, all of interference points are excluded according to the symmetry of the headlights
shape, the number of false detection is reduced effectively. So, the highlight areas can be marked to indicate
the lights from the front vehicles. The results of the analysis are issued to the driving assistant system. The
experimental results show that the system can identify the front vehicle lighting with an accuracy of 96.8%.
With the help of the identified lighting position, the matrix lamp is set to realize the dynamic management
of the beam, and it can be applied to traffic at night for preventing traffic accidents.

INDEX TERMS Lighting recognition, erosion algorithm, HSL image, bitwise operation, effective area.

I. INTRODUCTION
5G will generate great value in many indusmes such as secu-
rity monitoring, video services, industrial goods, and smart
transportation. Among them, vehicle networking (smart
transportation) is a single industry application scenario that
can achieve the largest economies of scale. The current Inter-
net ofVehicles is still at Level 3, and more value is reflected in

The associate editor coordinating the review of this article and approving
it for publication was Qilian Liang.

assisted driving and reducing traffic accidents [1]. A vehicle
network security application is introduced in this paper based
on 5G environment, which is expected to reduce night traffic
accidents by more than 30%, and the market size will exceed
1 billion US dollars [2].

In the scene of vehicles meeting at night, the driver’s eyes
are used to the dark environment, and blindness in an instant
may be caused when the eye encounters intense illumination
from opposite vehicles suddenly. Hence, traffic accidents are
likely to occur in the short time. So, automated auxiliary
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system can be used to remind drivers, and the driving at
night is more safety [3]. In the field of automotive intelligent
vehicles meeting system, such as ultrasonic radar, millime-
ter wave radar, laser radar and other detection equipment.
Because of a blind zone and interference of oUstacles, the
detection range of most detection equipment is limited [4].
Hence, a road detection method which is employed by the
multiple reflection intensity of laser radar and machine learn-
ing algorithm has been proposed [5]. In this method, due to
the diversity of the road surface environment, a long- term
data comparison is required. So, its analysis situation is too
complicated. With the development of video image process-
ing technology, advanced driving assistant systems (ADAS)
have emerged in traffic, such as backing assistant system,
rear-end collision waming system, and adaptive driving beam
(ADB). Most of these auxiliary systems are based on cam-
era video vehicle detection technology. The most common
vehicle detection methods are background subtraction and
time difference subtraction [6]. Background subtraction relies
on clean background images. The quality of background
model directly affects the detection effect of moving objects.
The frame difference method relies on the time interval and
texture information, and the texture is not clear in the night
environment, so as to reduce the effect of target detection.

In vehicle detection, a high-precision vehicle detection
mechanism based on robust adaptive vehicle mask training
has been proposed [7]. The mask is trained by the combi-
nation of color distribution and weighting information, Uut
color information is not obvious at night. B. Zhang et al.
have used GaUor wavelet transform and Pyramid Histogram
of Oriented Gradients (PHOG) to extract features, Uut it
requires more computational load [8]. M. Rezaei et al. have
proposed a vehicle collision waming system based on real-
time monocular vision which can prevent the rear-end situ-
ation of vehicles, Uut it is not suitable for the situation of
meeting vehicles [9]. Z. Ding et al. have proposed a light pat-
tern descriptor (LPD) to describe the vehicle characteristics
for the vehicle type recognition, and it is used as a feature of
the vehicle according to the front light position distribution,
Uut the detection effect of the occluded vehicle is not satisfac-
tory [10]. R O’Malley et al. have proposed a system based on
rear light recognition, which is not suitable for the situation
of the vehicle, the light effects of non- vehicle light objects,
such as street lights. And the offset of the camera’s shoot-
ing angle can cause a reduction in recognition effect [11].
W. Zhang et al. have proposed an application of Bouguer
optical attenuation model and an improved Laplace of Gaus-
sian (LOG) algorithm for processing the video image [12].
In order to detect the vehicle lighting in Markov random
field, this method is not ideal for the reflection suppression
effect on the lane and the traffic lights on the road surface.
B. Wu et al. have put forward a rule based on vehicle lighting
detection algorithm, Uut this algorithm only considered the
headlights detection which from the shape angle of vehicle
lighting, and it ignored the constraints of multi-frame motion
headlight information [13]. Therefore, it cannot avoid the

influence of interference light sources such as street lamps.
N. Kosaka et al. proposed the Center Surround Extremas
method for detecting lighting spots [14]. This method can
distinguish the travel direction of the car according to the lane
line, the highlights of the car lights and other lights are classi-
fied by Support Vector Machine (SVM), and the recognition
rate is improved. However, the system also detected many
street lights and reflectors incorrectly. In addition, in order
to ensure the correct rate, the system requires a large amount
of sample data to generate a classifier.

In this paper, a vehicle lighting recognition system based
on erosion algorithm and effective area separation is pro-
posed. The camera is used to capture the image data of the
road ahead, and red-green-blue (RGB) images are converted
to HSL images. Image processing mathematical morphology
method is introduced to obtain the edge and erosion center
of image. All of irregular reflectors are identified according
to the shape symmetry characteristics of the vehicle lighting.
By dividing the image into upper and lower parts, we can
identify the position of the front vehicle light in the lower
half ofroad area in the image. What’s more, it is also possible
to dynamically adjust the upper and lower boundary lines
according to the farthest position of the lane line to adapt to
the actual road conditions such as slope and downhill roads.
And then, the direction of illumination of matrix headlights
can be controlled according to the lighting environment. Liq-
uid crystal display (LCD) and wireless Bluetooth are config-
ured in the proposed system, and the Bluetooth technology
is used to interface with the mobile client to achieve picture
adjustment. Recognition calibration line which is added to
the image display is used to solve the shift problem of shoot-
ing angle and optimize the recognition effect. In summary,
the system can reduce the number of false recognitions and
improve the correct rate effectively.

II. SYSTEM DESIGN PRINCIPLE
In the image processing of mathematics morphology the-
ory method, a structural element with a certain form is
used to measure and extract the corresponding shape in the
image, then, the effect of image analysis and recognition are
achieved. In this paper, mathematical morphology algorithm
is used to filter out noise effectively, the edge information
is smoother, skeleton is more continuous, and the extracted
image is better.

There are two basic operations in morphological
operations: Expansion and Erosion. In image processing
morphology [15], B is used to expand A for sets A and B in Z ,
which is called A⊕ B, it is defined as (1):

A⊕ B = {z|[(B̂)z ∩ A] ⊆ A} (1)

In the expansion formula, each element of image in A is
scanned with structure element B, and an OR operation is
implemented with its overlaid binary image by using B. A is
dilated by B and it is the set of all displacements z, at least
one element is overlapping.
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In addition, A is eroded with B for sets A and B in Z , which
is shown as A2B, and it is defined as (2):

A2B = {z|(B)z ⊆ A} (2)

The erosion formula indicates that erosion of A is executed
by using B, the set ofpoints z in A is translated by z.

The Hough transform method is used in the detection
and the extraction of straight lines in an image. For each
pixel (x, y), all lines y = kx + b which may pass through
it are mapped to k-b space (Hough space), and it is mapped to
the ρ − θ space in the polar coordinate system. Then, we use
a straight line expression with polar coordinates to represent
the line in the image, as shown in (3).

p = x0 cos(θ )+ y0 sin(θ ) (3)

In (3), (xo, y0) are the coordinates of the pixel points of
an edge on the line in the image. ρ is the distance from the
point to the origin, and θ is the angle between the line and the
x- axis.

A. IMAGE PREPROCESSING FROM RGB TO HSL
The initial image acquired by the system may be affected
in all three parameters RGB values due to different lighting
conditions [16]. But in the HSL value of the image, only
one parameter of H value is affected. Therefore, in order
to improve the stability of the captured image, the image’s
RGB value variables are converted into HSL variables in
image preprocessing. The RGB to HSL variable formula is
as follows:

h=



60◦ ×
g− b

max−min
+ 360◦, max = r g < b

60◦ ×
g− b

max−min
+ 0◦ max = r g ≥ b

0◦ max = min

60◦ ×
r− g

max−min
+ 240◦ max = b

60◦ ×
b− r

max−min
+ 1200 max = g

(4)

s=



max−min
max+min

=
max−min

2l
, 0 < l ≤

1
2

0, l=0/max=min
max−min

2− (max+min)
=

max−min
2− 2l

, l >
1
2

(5)

l =
1
2
(max+min) (6)

In (4), (5), (6), h represents the hue, l represents the
Urightness, s represents the saturation. The max and min
respectively represent the maximum and minimum values
in RGB. After the image conversion, we record the maximum
pixel coordinate of the lightness l according to (6), and it is
set as the calculation center target point (X , Y ).

B. PIXEL EDGE ACQUISTION
In order to determine the upper, lower, left, and right bound-
aries of the high-luminance area of the image, the image is
masked to smooth the image. We use the central target point
(X , Y ) as a structural element to erode the image in (2).
A 3×3 convolutional kernel is created and the HSL threshold
is used to create a mask. The original image andmask are per-
formed uitwise operations with (X , Y ) as a starting point. The
convolution operator is 3×3 for the source image data f (x, y),
and the calculation of the image data 4 neighborhood average
mask is done by the following formula (7):

F(x, y)=
Z (x−1, y)+Z (x+1, y)+Z (x, y−1)+ Z (x, y+ 1)

4
(7)

In (7), x and y represent the horizontal and vertical coor-
dinates of the image. By combining (2) and (6), the (8), (9),
(10) and (11) are derived from the left, right, low, up direction
of the starting point (X , Y ).

Z (x − 1, y)|max{[max f (x − 1, y)+min f (x − 1, y)]/2}

⊆ f (x − 1, y) (8)

Z (x + 1, y)|max{[max f (x + 1, y)+min f (x + 1, y)]/2}

⊆ f (x + 1, y) (9)

Z (x, y− 1)|max{[max f (x, y− 1)+min f (x, y− 1)]/2}

⊆ f (x, y− l) (10)

Z (x, y+ 1)|max{[max f (x, y+ 1)+min f (x, y+ 1)]/2}

⊆ f (x, y+ 1) (11)

Among them, max and min represent the maximum and
minimum values of the function respectively. Then, (7) is
combined to form (12) and (13), n1, n2, n3, and n4 respec-
tively represent the distances between the four direction
boundaries and the center (X , Y ).

F(x − n1,Y ) = 0
F(x + n2,Y ) = 0
F(X , y− n3) = 0
F(X , y+ n4) = 0

(12)


xmin = X − n1
xmax = X + n2
ymin = Y − n3
ymax = Y + n4

(13)

The image is flattened in the high Urightness area, as in (7),
we traverse the area and use the current pixel as a reference
point to determine whether at least one pixel with value 0 in
the four directions of the 3 × 3 area, as (12). The reference
point is the boundary point, and the coordinates of this bound-
ary point are recorded, until the points of the boundary are
found out. Finally, the coordinates of the left, right, upper and
lower boundary points obtained by (13), which are (xmin, Y ),
(xmax , Y ), (X , ymin), (X , ymax).
In order to exclude the reflectors, we analyzed the shape

characteristics of the vehicle lighting and reflectors, and the
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symmetry of the vehicle lighting can be used to distinguish
irregularly shaped reflectors. Specifically, the spotlight of the
vehicle lighting is round, n1 = n2 = n3 = n4. In reality,
the vehicle lighting show more ovals in the system, whether
they are round or oval, they all conform to the characteristics
ofupper and lower symmetry and bilateral symmetry. And the
difference between elliptical edges and the center maximum
is controlled in half ofthe maximum radius.

|(n1 + n2)− (n3 + n4)| < max(n1, n2, n3, n4)/2 (14)

(14) is the distinguishing condition between the vehicle
lighting and the other lights which we set, and the max means
the maximum value of n1, n2, n3, and n4.

C. LANE LINE DETECTION
In detecting the lane line, in order to find the farthest point of
the lane line, we perform a Hough transform on the image to
detect line. In order to get the corresponding (θ, ρ), the pixel
coordinates (x, y) of the image are suUstituted into the (3).
In the Cartesian coordinate system, the abscissa is θ and the
ordinate is ρ. The n pixels’ coordinates of the Urightness
value l > 0 in the image are shown in (15) respectively.

ρ = x1 cos(θ)+ y1 sin(θ ), r > 0, 0 < θ < 2π
ρ = x2 cos(θ)+ y2 sin(θ ), r > 0, 0 < θ < 2π
. . .

ρ = xn cos(θ)+ yn sin(θ ), r > 0, 0 < θ < 2π

(15)

In (15), (x1, y1), (x2, y2), (xn, yn) form n sinusoids on the
θ−ρ plane. There are several intersection points among these
sinusoids, a certain number of intersection points are selected
for corresponding to straight lines in the x-y plane, and the
line has the same slope and intercept as the lane line. Then,
a number of the point on the line is set to define a lane line.
And we can find the farthest point of the lane line on the
detected end ofthe lane line.

III. EXPERIMENTAL RESULETS AND DISCUSSION
A. SYSTEM ARCHITECTURE
The vehicle lighting identification system designed in this
paper is composed of power module, Bluetooth module,
MCU module, camera video input module and matrix
lamp [17], which can support external LCD display to
realize real-time video display. According to the wireless
Bluetooth 4.0 related application and operation mode [18],
wireless communication between the system and the mobile
device is established. At the same time, a smart phone client
application software with simple operation and complete
functions is developed to communicate with the system and
adjust the LCD display screen. In the design of the matrix
lights, the headlights are arranged in 4 rows and 8 columns
with a total of 32 LED lights, which can be irradiated in
a direction according to the identification area obtained by
the erosion algorithm [19]. Then, the hardware is designed
based on system framework, and the system physical display
is shown in Fig. 1.

FIGURE 1. System physical display.

In addition, the system is designed based on the embedded
development platform, the C language program is compiled
by the microprocessor, as shown in Fig. 2.

It can be known from the formula in (3) that the lightness is
only related to the total amount of the most color components
and the least color components of the image. The lower the
lightness, the darker the image, and the higher the lightness,
the more the area of the image tends to be white.

In a frame of image, there may be many places similar to
the Urightness value of the lighting. In order to eliminate the
interference point, it is necessary to adjust the range of the
maximum Urightness value according to the actual effect.
The lower the threshold value, the greater number of satisfied
bright spots. The higher the threshold value, the smaller
number of satisfied bright spots, and the smaller light area.

B. HIGHLIGHT THRESHOLD SETTING
The Urightness intensity distribution of the vehicle lighting
Urightness is analyzed before setting the Urightness value
threshold. Fig.3 (a) is the original image. The color temper-
ature component is represented as in (b), the abscissa is x,
the ordinate is y, the image pixel maximum value is x =
1440, y = 1080, and the z axis indicates the color temper-
ature. It can be seen from (c) that there are 9 areas where
the color temperature is yellowish, and it can be determined
that the vehicle light line may appear in these 9 distribution
areas, x = 40 ∼ 60; 120 ∼ 380; 700 ∼ 730; 750 ∼
820; 960 ∼ 980; 1080 ∼ 1100; 1200 ∼ 1250; 1260 ∼
1330; 1350 ∼ 1360. Since the Urightness ofthe vehicle
lighting line should be the strongest in the adjacent position,
the range of x = 120 ∼ 380 can be roughly determined.
It can be seen form (d) that the maximum value (yellow) of
the vehicle light intensity value of z is around 200, while
the larger value (green) is around 150. So, the final initial
Urightness threshold is set to 180 in the system.

In the system, since the color of the vehicle lighting is
mainly white with high Urightness, the Urightness l is used
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FIGURE 2. System flow chart.

as the main judgment basis in processing image pixel data
variables. In image erosion, the image is scanned from top
to bottom and left to right for outaining the maximum value
of l. The maximum value of l is set as the structural element B
in the erosion formula, the entire acquired image is set as A,
and it is calculated according to the erosion formula. Finally,
the open operation is performed to remove the noise. The
specific process is:

The image is scanned to obtain the pixel coordinates
with the maximum lightness value l. The pixel coordinates
of the left, top, right, and bottom directions are detected from
the reference coordinates. If there is at least one l value
in the 3 × 3 region, the reference point is the edge point
and this coordinate is recorded in the system. Otherwise,
a new reference point is established in the left, up, right, and
adjacent directions to detect a new 3 × 3 area until find the
left, right, upper and lower edge values of the vehicle lighting
point area, and then, the 4 point coordinates are recorded. The
vehicle lighting spot identified in this system is a circle, and
the light area can be obtained by using the four-point edge
value coordinates.

In the pixel edge acquisition process, the search process
usually requires to be iterated a certain number of times
on the path from left to right, up to down until 4 edge
points are found from the 3 × 3 range of the reference
point. In actual operation, the number of iterations is set as
three times. The edge of the light area cannot be searched
and the accuracy is low if the number of iterations is too
small, the processing speed of the system software may
cause the screen to freeze ifthe number of iterations is too
large.

C. AREA SEPARATION AND DEBUG
In system deUugging, the corresponding identification is
displayed according to the actual road conditions. As shown
in Fig. 4 (a), the visual angle is the first perspective. In the
figure, the first horizontal line represents the identification
of the dividing line. The part above the first horizontal line
represents the sky. In order to reduce the calculation of the
controller and improve the system response speed, this part is
excluded from the overall calculation and it is not identified
in the system. The below part of the first horizontal line
is the effective area and actual identification range which
requires processor operations. The second horizontal line
is the calibration line and it is used to align the boundary
between the horizontal road surface and the sky in the actual
picture when the camera is caliUrated. The third horizontal
line, the center vertical line, and the two side lines are all used
for road distance reference signs. The physical map is shown
in Fig. 4 (b).

The aperture formed by the vehicle lighting on the screen
is marked by a large red box when the vehicle on the road
and it appears in the identification area. At the same time, the
small red box identifies the center of erosion in the image. The
experimental phenomena are shown in Fig. 5, it confirms that
the system can recognize the vehicle lights successfully.

In order to prove the accuracy of the experimental phenom-
ena, we analyze the light intensity distribution in the lower
part of Fig. 5. In Fig.6, it can be seen that the Urightest area
is at x = 200 ∼ 270, followed by x = 160 ∼ 180, and the
area with the Urightest Urightness is selected in the red Uox.
The vehicle lights position with the highest Urightness are
successfully identified by the system and the final result show
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FIGURE 3. Vehicle lighting intensity distribution analysis.

that the size of the identification Uox is appropriate, which
can prove that the experimental phenomenon is correct.

D. AREA SEPARATION ENHANCEMENT
The above experiment can successfully detect the headlight
of the vehicle, and roughly divide the image area into upper
and lower parts, which can avoid the interference of the
street lamps, Uut there are also cases where the headlights
are missed. In addition, due to the existence of uphill and
downhill roads, it cannot exclude street lights and distant non-
vehicle light points correctly when the divided area of the
image is not accurate.

The method of effective area separation is utilized, and the
boundary line is adjusted by the actual situation of the road
when the image is required to divide into the sky and the road
area. In addition, Linel is set to 1/2 boundary line of the image
width by default when the road has no lane line reference. The
distance from Linel to Line 2 is set to 1/10 of the width of the
image by default (the height of the vehicle in the distance),

Line2 should be aligned with the actual boundary line when
the system is actually tested and installed.

In Fig. 7, an uphill diagram is shown to explain the content
of the effective area separation. In Fig. 7(a), an original image
is shown and there is a lane line on the road, the farthest point
of the lane extension is used as the horizontal dividing line
automatically in the system. The reference point of Line2 is
shown in Fig. 7(b), and it is a color converted image. The
relative distance between linel and line2 is the approximate
height of the vehicle, as shown in Fig. 7(c) and Fig. 7(d). The
relative distance between linel and line2 is a constant value
and they are overall dynamically adjusted according to the
boundary between the actual road and the sky.

In general, in the process of identification, the system
excludes invalid areas where the vehicle lightings are impos-
sible appear (above Line1) and the effective area separa-
tion is realized for reducing the amount of calculations of
the controller. In the proposed method, the interferences
such as street lights and traffic control lights are eliminated
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FIGURE 4. Vehicle lighting area marking under road conditions.

FIGURE 5. Vehicle lighting recognition result display.

effectively. In Fig. 8, the effective area separation in the case
of downhill is shown to compare with the Fig. 7.

E. INTERFERENTS DISTINCTION
The bright point symmetry method is introduced to identify
the vehicle lighting for distinguishing the reflective objects.
According to the shape ofvehicle lighting, it has features of
the left and right symmetry and the upper and lower sym-
metry. The distance between the center of the bright point
and four edges (the upper, lower, left, and right) edges are
calculated respectively. The distance between the center of
the bright spot and the left edge of the bright spot is expressed

FIGURE 6. The color temperature of the component.

FIGURE 7. The identification process of effective area separation process
in the case of uphill.

FIGURE 8. The effective area separation in the case of downhill.

as n1. The distance of the right edge is expressed as n2,
the distance of the upper edge is represented as n3, and the
distance of the lower edge is represented as n4. And then,
the four values are compared. Ideally, n1 = n2, n3 = n4,
in actual case, n1 and n2, n3 and n4 are not equal exactly. But
they are not much different, and an error threshold value is
set in the system.

We compare the difference between the reflector and vehi-
cle lighting by the following analysis of n1, n2 and n3, n4.
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TABLE 1. Examples of the vehicle lighting recognition.

TABLE 2. Comparison of recognition results of vehicle lightings.

FIGURE 9. Vehicle lighting and reflector shape analysis.

As shown in Fig. 9, the red frame indicates the shape of the
vehicle lighting, and the yellow frame indicates the shape of
the reflector. We observe that the shape of the near-reflector
is irregular, the length and width ofthe reflector are relatively
bigger. The differences between the center of the reflector
highlight and the four directions edge are not in conformity
with the symmemcal rule ofthe lamp light.

F. CONTRAST EXPERIMENTS RESULTS
With the proposed method, a series of comparative experi-
ments are done to illustrate the effectiveness of the proposed
system. In TaUle 1, Method 1 is a basic identification system
without region division, SVM [12] is used as Method 2, and
Method 3 is proposed in this paper.

All the examples show that the proposed method and the
traditional method can accurately identify the lights. How-
ever, the Method 1 and the Method 2 incorrectly detected
small spots in the distance, such as street lights and building
lights. The Method 3 can realize effective area separation
according to the end ofthe lane line and shield the stray
light in the distance for reducing processor operation. In the
case of Example 3, both methods incorrectly detected nearby
reflective objects such as fire hydrants. In general, the method
of this paper can reduce the number of false detections
compared with other methods. As shown in TaUle 2, under
the same total number ofvehicle lighting, the correct rate of
the proposed method is 96.8% and it is higher than that of
Method 1 and Method 2. In addition, the number of false
detections is significantly reduced. The above results show
that the proposed method can improve the accuracy of the
system effectively and reduce the false positive rate.

IV. CONCLUSION
A vehicle lighting recognition system based on erosion algo-
rithm is proposed as a basic method in this paper, and a series
of system enhancement methods are proposed for improving
system accuracy and operation speed. In the system, the road
image is collected by a camera, and we perform a series
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of processing on the images to detect the front road sur-
face and identify the front vehicle lights. The sky and street
lights are shielded selectively by the method of effective area
separation, which reduces the burden of processor opera-
tions and the light interference of street lights. In addition,
the identification line is added on the display to enhance
the user experience. So, a safe driving assistance system
based on visual image processing is realized, it can provide
a friendly man-machine interface, which will be one of the
future development directions of intelligent vehicle-borne
auxiliary systems.
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