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ABSTRACT Click-through rate (CTR) prediction is of great importance in such web applications as
recommender systems, web search, and online advertising. Exploring the interest of a user through feature
interactions behind massive behaviors of users is essential for CTR prediction. Recently, deep learning-based
models have been proposed, which follow a similar embedding and multi-layer perception (MLP) paradigm
and achieve great success in both business and research fields. However, existing studies ignore the sequential
characteristics of click-through behaviors of users. To overcome this limitation, we propose a novel model
named recent recurrent neural network (R-RNN) to adaptively learn the representation of the interest of
a user from his or her overall historical click-through behaviors. R-RNN puts an emphasis on recent
click-through behaviors via a novel neural network architecture. Compared to the state-of-the-art methods
including the deep interest network (DIN) model recently proposed by Alibaba, R-RNN not only applies the
attention mechanism to help capture the representation of the main interest of a user but also incorporates
a long short-term memory (LSTM) unit for exploring the trend of the change of the interest of a user
behind his or her recent click-through behaviors. Comprehensive experiments are conducted to demonstrate
the effectiveness of R-RNN for CTR prediction on a benchmark data set. The results show that R-RNN
significantly outperforms existing deep learning models. The results also demonstrate that the length of the
recent click-through behavior sequence has an important effect on the prediction performance of the model.

INDEX TERMS Click-through rate prediction, recommender systems, deep learning, recurrent neural

network, user behavior sequence.

I. INTRODUCTION
As for the research problem of CTR prediction, the aim is to
estimate, as accurately as possible, the probability that a user
would click on an ad displayed after submitting a query [1].
The estimated probability for a click that a user will gen-
erate indicates his or her interest on a certain item such as
a movie, a cloth, and an advertising post, which influences
the subsequent decision making [2]-[4]. Thus in many web
applications such as recommender systems, the goal is to
maximize the number of clicks, and so the items returned to
a user can be ranked by the predicted CTR [5].

As the classical click rate prediction method, linear
model [6] is simple and effective but lacks the ability to learn
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feature interactions. In recent years, such machine learning
models as linear logistic regression [7], non-linear gradient
boosting decision trees [8] and factorization machines [9],
have been proposed for CTR prediction with high depen-
dence on feature engineering to capture high-order latent
patterns [4]. Most recently, inspired by the success of deep
learning in computer vision [10] and natural language pro-
cessing [11], deep learning-based methods have been pro-
posed for CTR prediction task, which reduce the burden
of feature engineering with outstanding prediction perfor-
mance [4], [5], [12]. These methods follow a similar Embed-
ding&MLP paradigm to learn the nonlinear relations among
features in CTR prediction tasks [13].

Learning latent feature interactions effectively behind
click-through behaviors is important and a challenge for CTR
prediction. Even for interactions that are easy-to-understand,
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it is impossible for experts to model them exhaustively,
especially when the number of features is large [S5]. Most
recently, DeepFM [5], DIN [13], Wide&Deep Model [14]
and PNN [4] enhance model capability greatly by adopting
complex MLP network. According to the insights of the
Deep Interest Network (DIN) from Alibaba, adaptively cal-
culating the representation vector of user interests by taking
into consideration the relevance of historical behaviors brings
improvement on the expressive ability of model [13].

Howeyver, it is not reasonable to treat all interest of a certain
user as the same when predicting a candidate CTR since most
recent interest of the user will influence the click-through
behavior significantly. For example, a Ph.D. student will
click a recommended suit primarily due to the approach-
ing graduate ceremony rather than a recommended cake for
the birthday of his mother in the last month. Consequently,
he will continue to concern such recommended dress as shoes
or ties in the recent future which may match the selected suit.
This phenomenon is common which means that the recent
click-through behavior is an important signal for CTR predic-
tion. Therefore, besides mining overall history click-through
behavior to locate the general interest of a user, the recent
click-through behavior should also play an important role in
feature interaction for capturing the most recent interest of a
user in CTR prediction.

Therefore, we treat the click-through behavior of a user as
the combination of a global click-through behavior sequence
and a recent click-through behavior sequence, and we adopt
different methods to deal with them. For the global behav-
ior, due to the difference between activity levels and the
large variance of the numbers of the behaviors of differ-
ent users, the general method is to compress the behavior
sequence of a user into a vector, i.e. average pooling. Besides,
the attention mechanism is incorporated in the most recent
research [4], [15] which is therefore adopted in our proposed
model as well. However, global average pooling does not
consider the order of the behavior sequence of a user, which
leads to the disadvantage that behaviors of the user cannot be
treated as time series as RNN does.

Consequently, we propose a novel model, Recent-
Recurrent Neural Network (R-RNN), to consider click-
through behaviors of a user into the global click-through
sequence and the recent click-through sequence, then adopt
a recurrent neural network (RNN) to deal with the recent
click-through sequence of a user which approximately
reflects the current interest of the user. The introduced RNN
model not only takes into account the sequence of behavior
occurrence but also resorts to the Long Short-Term Mem-
ory (LSTM) unit to solve the problem of long-term depen-
dence in the time series data of the click-through behaviors.

The contributions of this paper are summarized as follows:

« We point out the limitation of taking user behavior over

all the time as the same to express diverse interests.
We, therefore, design a novel recent recurrent neural
network (R-RNN) which distinguish user global and
recent click-through behavior to learn the representation
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of the diversity interest of users. R-RNN can improve
the expressive ability of the model and better capture the
time-varying characteristic of the interest of a user.

« We introduce a Long Short-Term Memory (LSTM) unit
to deal with the recent click-through behavior of a user
with the consideration of the order of his or her behav-
ior sequence. The LSTM unit effectively overcomes
the problem of a long-term dependence on time-series
data. Therefore, the proposed structure in R-RNN can
better learn the recent click-through behavior of users
and significantly improve prediction accuracy. Besides,
we found the length of the sequence of the recent
click-through behavior has a significant influence on the
CTR prediction performance.

« We conduct extensive experiments on Amazon datasets.
Results verify the effectiveness of the proposed R-RNN
and the training techniques, which show consistent
improvement over existing models for CTR prediction.

Il. RELATED WORK

In recent years, deep neural networks (DNNs) [16] have
shown strong ability in such classification and regression
tasks as computer vision [17], speech recognition [18], nat-
ural language processing [19], and other intelligent tasks in
the applications of smart cities [20], [21]. Since DNNs is
able to explore high-order latent patterns as well as automati-
cally learn more expressive feature representations to provide
better prediction performance, it is hopeful in user response
prediction [4].

Several deep learning models for CTR prediction have
been developed recently [1], [22], [23]. In order to improve
the multi-field categorical data interaction, Zhang et al. pre-
sented an embedding methodology based on pre-training
of a factorization machine [24]. Based on the concatenated
embedding vectors, multi-layer perceptrons (MLPs) were
built to explore feature interactions. However, the quality of
embedding initialization is largely limited by the factorization
machine [4].

Qu et al. proposed Product-based Neural Network (PNN)
to captures high-order feature interactions by introduc-
ing a product layer between the embedding layer and
fully-connected layer [4]. Besides, similar to other deep
models, PNN capture little low-order feature interactions,
which are also important for CTR prediction.

To model both low- and high-order feature interactions,
Cheng et al. proposed an interesting hybrid network structure
(Wide & Deep) which consisted of a “wide” model and a
deep model [14]. The Wide&Deep model requires different
inputs for the “wide part” and ‘“deep part”, respectively,
and the input of ‘“wide part” relies on expertise feature
engineering.

DeepFM [5] imposed a factorization machine as “wide”
module in Wide&Deep [14] with no pre-training and no
feature engineering, and emphasized the interaction between
low- and high-order features. The feature of this model is
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the combination of factor decomposition machine and deep
neural network.

In order to improve the quality of the learned seman-
tic match and capturing query intent, Deeplntent adopted a
word attention mechanism for the query and ad representa-
tions [25]. Deep Crossing proposed a deep architecture to
automatically learn such features of an impression as query
text, ad text or keywords to predict click probability [26].
Deep Character-level model [27] and Match-Tensor [28]
proposed very deep dual network architectures for query and
ad embeddings with a matching layer to learn ad impression
representations for CTR prediction.

By designing a local activation unit, Zhou et al. proposed
a novel method named DIN, which introduced the attention
mechanism to learn relevant parts of historical behaviors and
takes a weighted sum pooling to get the representation of
the interest of a user [13]. Behaviors with higher relevance
to the candidate item get higher activated weights for the
representation of the interest of a user. In order to learn rep-
resentations that focus on important parts of queries and ads,
Gligorijevic et al. employed attention models from machine
translation and propose a deeply supervised architecture that
jointly learns the semantic embeddings of a query and an ad
as well as their corresponding CTR [1].

Overall, these methods follow a similar model structure
to design their network structure with a combination of an
embedding layer for the representation of sparse features
and a MLP for learning the combination relations of fea-
tures at different levels automatically. This kind of CTR
prediction model reduces the manual feature engineering jobs
greatly [13]. Therefore, our model follows this kind of model
structure.

However, this does not mean that DNNs can effectively
learn all types of features, for example, time series features,
such as the behavior sequence of a user, is difficult to deal
with [15]. Thus it is difficult for the above models to effec-
tively model sequential data and utilize features of time series,
e.g. the click-through behavior of a user.

ill. METHODS

A. GLOBAL AND RECENT CLICK-THROUGH SEQUENCES
In CTR prediction, the sequence of the click-through behav-
ior of a user is an important characteristic of the interest of
the user. However, the interest of a user may change with the
influence of various internal and external factors. Ding and Li
believed that the recent click-through behavior of a user can
better reflect the interest of the user, i.e. items rated recently
contribute more to the prediction of the recommendation
items [29]. Intuitively, recent behavior data should have a
higher value. The longer the click-through behavior, the less
it reflects the current interest of a user. The more recent
the behavior is, the more it reflects the interest of a user.
Therefore, we divide the click-through behavior of a user
into global click-through behavior and recent click-through
behavior.
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Besides, click-through behaviors of a user are relevant and
ordered according to the time points, which can be repre-
sented as sequences. Consequently, we introduce three defini-
tions to illustrate the click-through behaviors of a user, as the
click-through behavior sequence, the global click-through
sequence, and the recent click-through sequence, respec-
tively, then give them definitions.

We first give the definition of the click-through behavior
sequence as follows:

Definition 1: Given a user u, the click-through behavior
sequence of u can be represented by a sequence of items a; in
ascending order in terms of the click time, as

sequence(u) = {(ay, az, - - -, an) . (D

The relative order of clicked items < a;, ..., a; > in the
sequence reflects the detailed trajectories of the change of the
interest of a certain user along with time.

In fact, the main scope of the interest of a user, such as
listening to music, loving sports or enjoying quiet, will be sta-
ble for a long time. Global click-through behavior sequences
can effectively reflect the main scope of the interest of a
user. Consequently, we remain to give concern to all click-
through behaviors of a user in a long time period and give the
definition of the global click-through sequence as follows:

Definition 2: Given a user u, the global click-through
sequence of u can be represented by a sequence of all the
items a; clicked by u before a certain time point 7', as

sequencegiopal(u, T) = (a1, az, - - -, ar) . @

Recent click-through behavior sequence can reflect the
state of the interest of a user more accurately and also
describe the trend of changes of the interest of a user to
some extent. Consequently, the definition of the recent click-
through sequence is given as follows:

Definition 3: The recent click-through sequence of a given
user # can be represented by a sequence of k items clicked by
u just before a certain time point 7', as

sequencerecens(u, T, k) = {(ar—k+1, ar—k+2, - - -, ar) . (3)

B. RECENT-RECURRENT NEURAL NETWORK

The framework of our proposed recent recurrent neural net-
work (R-RNN) model is illustrated in Figure 1. R-RNN
follows a similar Embedding&MLP paradigm to reduce the
burden of feature engineering jobs, as such popular deep
learning methods for CTR prediction as DIN [13], Wide
& Deep [12], and DeepFM [5]. In the Embedding&MLP
paradigm, input features are first mapped into an embed-
ding layer, then concatenated into fully connected layers, i.e.
multi-layer perceptron (MLP), to learn nonlinear relations.
Based on the paradigm, we further introduce a recurrent
neural network and a pooling layer with the incorporation
of the attention mechanism which is proposed by DIN [13],
to deal with the global click-through sequence and the recent
click-through sequence, respectively.
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FIGURE 1. The framework of the proposed recent recurrent neural network (R-RNN) for click-through-rate prediction.

R-RNN consists of an embedding layer, a pooling layer,
a recurrent neural network and multiple fully connected lay-
ers. The one-hot feature vectors, such as user_ids, item_ids,
and category_ids, are first mapped into low-dimensional
embedding vectors via the embedding layer. Then, we con-
struct the click-through behavior of a target user as a global
click-through sequence and a recent click-through sequence
defined above and feed them into the sumd&average pooing
layer and the recurrent neural network, respectively. Next,
the output vectors from the pooling layer and the recurrent
neural network are concatenated with other vectors into the
fully connected layers (MLP). Finally, the output of MLP is
the probability of the predicted click by the target user to
a certain item. We listed all symbols used for the proposed
R-RNN model in the table of notation (Table 1).

C. EMBEDDING LAYER

To focus on the structure of different neural network mod-
els and reduce the influence of feature engineering (feature
selection, transformation, and creation) on CTR prediction
performance, we only select user_ids, item_ids, and corre-
sponding item_category_ids, and transform them into one-hot
vectors as the input features for deep models in performance
comparison.

We adopt a one-hot vector oi\ e R™\al to denote the
feature f with |f4 | binary values. For example, if the i value
of f4 equals 1, f4 is represented as

[00---010---0].
i—1

“
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The mapping relation in the embedding layer is represented
as

i _ ol wA
€4 = OAWemh’

(5
where W’;‘mb € RValxd s the corresponding weight matrix
for f4 in the embedding layer, d is the feature dimension
of the embedded vectors, ef;‘ denotes the feature vector of
the i value of fy after the mapping in the embedding
layer.

After feature embedding, for a target user u#, R-RNN first
concatenates the feature vectors for both items and categories
of those items together, then sorts the concatenated vectors
in ascending order in terms of the time points of the corre-
sponding click-through behavior of the target user. Thus the
click-through sequence of the user is represented as

sequenceomp(u) = <[e§l, elcl] , [e;z, ejcz] T [e;", ejg]>,
(6)
where e; € R4 denotes feature vectors for items,
ec € R4 denotes feature vectors for categories, [e}l, e’CI]
denotes the concatenated vectors of both. Consequently, the

global click-through sequence for user u before the time point
T can be represented as

sequencez;’;gal(u, T):<[e51 , e’cl] , [eiz, elcz] Lo ,[eﬁr, e’CT]>
@)
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FIGURE 2. The sum&average pooling with the incorporation of attention
mechanism.

In addition, for a target user u, his or her global click-
through sequences at time 71 and T are different. If T > T3,

length(sequenceg'l’ggal (u, T1))

> length(sequencegﬁlzal u, T2)). (8B
where length(sequencegﬁ[,’) . , T)) represents the length of
the ordered click-through sequence in terms of time for user
u before the time point 7.

Meanwhile, the recent click-through sequence which con-
sists of k click-through behaviors for u can be represented as

emb
sequence, .., (u, T, k)

I:e;,nfk’ejc,nfkil 7 [e;,nkarl’ejC,nkarl:I . > o

:<,[e?,e'5]

D. SUM&AVERAGE POOLING

The attention mechanism originates from the Neural Machine
Translation (NMT) field [30], which help capture the pri-
mary interest of the user from his or her behaviors, such
as click-through, query, and so on. The recently developed
DIN model by Alibaba was designed with a local activation
unit for relevant click-through behaviors of users and takes a
weighted sum pooling to obtain the adaptive representation
of the interest of users with respect to a given ad [13].
Therefore, we adopt the attention mechanism in the weighted
sum pooling introduced in the DIN model to deal with the
global click-through sequence which represents the interest
of a user with a consideration of the relevance of click-
through sequences before a given time 7.

We design the structure of the sum&average pooling layer
for our proposed R-RNN model as illustrated in Figure 2.
We adopt a local activation unit for the incorporation of DIN
in R-RNN model, which concerns relevant parts of the global
click-through sequences and takes a weighted sum pooling
to generate the representation of the interest of a user to a
candidate item. Thus the click-through sequences with higher
relevance to the candidate item get higher activated weights
and dominate the representation of the interest of the user.
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As for the ™ click-through behavior aﬁ”“‘l in a global
click-through sequence, the local activation unit is repre-
sented as

aiocal =0 (relu (I:Vfg, V; & Vg,, ng:l) Wattl) Waia,  (10)

where, o and relu are the sigmoid and relu activate functions,
respectively. Wy,; € R34l represents the weight matrix
of the activate unit relu and Wy € RU1*4 represents the
weight matrix of the activate unit o. /1 is the number of
neural units in the first hidden layer in the activate unit
relu. W will be initialized randomly then trained through the
backpropagation network. V; € R'™? is the concatenated
vector of an item feature vector €] and its category feature
vector e} of the ™ user click-through behavior a/“® in the
global click-through sequence, i.e. v, = [e], e}.]. v§ € R
is the concatenated vector of the candidate item vector e} and
its category vector e(., i.e.v§ = [€5, €l ]. d is the feature
dimension of the embedded vectors. ® denotes the element-
wise multiply, as

'7an]®[b1’b25""bn]
=la; x by,az X by, ..

[ai, a2, ..

., a, X by].

Therefore, for different candidate items, the activation
units for each element in the global click-through sequence
of the target user are different. After obtaining the local acti-
vation unit, the concatenated vector will be weighted using
the activation unit to adaptively represent the weight of each
feature dimension. Finally, the output of the pooling layer is
denoted as

g =a’ x v, (11)

As the output of the sumd&average pooling g € R
represents the global state vector for the target user.

Although the network structure of the attention mecha-
nism for sumd&average pooling significantly improves the
expressive ability of the CTR prediction model, there are still
some drawbacks, such as the lack of consideration of the
time-related order in the click-through sequence as well as the
lack of memory units capable of processing long sequences.
These problems will be solved by introducing a recurrent neu-
ral network for the recent click-through behavior sequences
in our proposed R-RNN model.

E. RECURRENT NEURAL NETWORK IN R-RNN
Recurrent neural network (RNN) can receive the input with
variable lengths, so it is good at processing time series data.
Because of the problem of long-term dependence [15], the
LSTM unit is generally adopted in RNN. Therefore, we adopt
RNN to deal with the recent click-through sequence for
a target user by selecting the most recent k click-through
behaviors in his/her click-through sequence before the time
point 7.

The processing of the recent click-through sequence of
a user by the incorporated LSTM is represented in R-RNN
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FIGURE 3. Recent click-through sequence is processed by the recurrent
neural network (RNN) in the proposed R-RNN model.

model as

O = bt (¥}, 0l51) (12)
where v’ is the vector for the " click-through behavior
ar—_+:—1 in the recent click-through sequence, which is rep-
resented by a concatenated vector from the feature vector of
the clicked item and its category vector in ag_gy¢—1. oﬁstm €
R4 represents the output of the processing on the ™ user
behavior in the recent click-through sequence.

Each unit in LSTM takes both the output of the last unit
and the feature vector from a recent click-through sequence
as its input, as illustrated in Figure 3. The last output in the
RNN will be kept and represented as the recent state vector
of the user denoted by r € R4 andr e oi,tm, where k
is the length of the recent click-through sequence. Finally, r
will be concatenated with other feature vectors to feed into
the full-connection layer in R-RNN model.

F. FULL-CONNECTION LAYER
After the sum&average pooling layer and recurrent neural
network, the next layer of R-RNN is a three-layer fully con-
nected network which consists of an input layer, a hidden
layer, and an output layer.

The processing of the input layer of the full connection
layer can be expressed as

oy =0 ([g 1, v ]Wi +b1), (13)

where g is the global state vector from the output of the
sum&average pooling layer, r is the recent state vector from
the output of the recurrent neural network, and v is the
feature vector of the candidate item. [g, r, v.] represents the
concatenated vector of the above three vectors. W € R3dxlp
is the weight matrix of the input layer of the full-connection
network. b1 € RV is the vector of the bias and /sy is the
number of neural units in the input layer. o; € R'¥1 is the
output of the input layer and o is the sigmoid function defined
as

sigmoid = (14)

1+4+e

The hidden layer in the fully connected network is defined
as

02 =0 (01W2 + by), (15)

where Wy € RY1%l2 and by € RV are the weight matrix
and the bias matrix of the hidden layer, respectively. [ is
the number of neural units, 0, € R is the output of the
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hidden layer. The output layer of the fully connected network
is represented as

03 = softmax (0oW3 + b3), (16)
y = argmax (03) , (17)
where W3 € R72%U3 and by € R'U3 are the weight matrix
and the bias matrix of the output layer, respectively. Ir3 is the
number of the neural units of the output layer, which is equal
to 2 in CTR prediction. 03 € R'*? is the output vector of the
fully connected network, and softmax is the activate function
defined as

Xi

Zifil e

Softmax function normalizes the output vector. The first
dimension indicates the probability that the user will not click
on the candidate item, while the second dimension indicates
the probability that the user will click on the candidate item.
The argmax function chooses the maximum value in 03 and
outputs its index, which is defined as

argmax; () = {x|¥x : f () <fx)},ye{0,1}. (19

Ultimately, R-RNN predicts whether a user will click on a
candidate item, that is, O indicates that the user will not click
and 1 indicates that the user will click.

softmax = (18)

G. LOSS FUNCTION
The objective function used in the base model is the negative
log-likelihood function defined as:

1
L=—2 Y Dlog(p@)+d-ylgd—p@l,
(x,y)eS
(20)

where S is the training set of size N, with x as the input of the
network and y € {0, 1} as the label, p(x) is the output of the
network after the softmax function, representing the predicted
probability of sample x being clicked.

IV. EXPERIMENTS

A. DATASETS

Amazon Dataset. Amazon Dataset contains product reviews
and metadata from Amazon, which is a benchmark dataset for
CTR prediction. We conduct experiments on a subset named
Electronics, which contains 192,403 users, 63,001 items,
801 categories and 1,689,188 click-through behavior records.
Each user or item has more than 5 clicks in the data set.
Features adopted in our study include user_id, item_id, and
item_category_id.

Since the data set only contains positive samples, following
the method in [19], we rank items according to their popu-
larity, i.e. times of being clicked, reviewed or checked, and
collect the number of negative samples as same as positive
samples according to the rule that the more popular the item
is, the higher the probability it is selected as a negative
sample.
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TABLE 1. Notations.

Notation Meaning
u a user
T a certain time point
k the number of a sequence of items clicked by a user just before a certain time point
et the ™ click-through behavior in a global click-through sequence
X the input of the network
O’A the feature f, with |fy] binary values
Wi, the weight matrix for f; in the embedding layer
Wan the weight matrix of the activate unit relu
Wan the weight matrix of the activate unit o
W, the weight matrix of the input layer of the full-connection network
W, the weight matrix of the hidden layer
W; the weight matrix of the output layer
d the feature dimension of vectors
e the feature vector of the i value of f; after the mapping in the embedding layer
€, the feature vectors for items
etI the feature vectors of the /™ item
elC the feature vectors of the category of the /™ item
e the feature vectors of the candidate item
ec the feature vectors of the category of the candidate item
o the sigmoid activate function
relu the relu activate functions
A the number of neural units in the first hidden layer in the activate unit relu
In the number of neural units in the input layer
In the number of neural units in the hidden layer
Is the number of the neural units of the output layer
v; the concatenated vector of an item feature vector
V; the concatenated vector of the candidate item vector
Vi the vector for the 7™ click-through behavior ar..; in the recent click-through sequence
Ve the feature vector of the candidate item
g the global state vector from the output of sum&average pooling layer
r the recent state vector from the output of the recurrent neural network
b, the bias matrix of the input layer
b, the bias matrix of the hidden layer
b the bias matrix of the output layer
0, the output of the input layer
0, the output of the hidden layer
03 the output vector of the full connected network
oﬁm the output of the processing on the # user behavior in the recent click-through sequence

VOLUME 7, 2019
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We select a positive and a negative sample from the last
click-through behavior of each user as the test set, while other
samples are used as the training set.

B. EXPERIMENTAL SETUP

In the training process, we adopt the method Adam [31] as
the optimizer, which is an adaptive optimizer and can jump
out of the local optimal trap to some extent. We also set up an
automatic attenuation mechanism of the learning rate, which
gradually decreases from 0.001 with the training iteration.
The batch size in training is set to 128. The embedding size
is set to 32 for the proposed model, which is consistent for
other methods in comparison. The number of fully-connected
layers is three and the number of units in the fully-connected
neural network in each layer is set to 64, 32 and 1,
respectively.

C. METRICS

We adopt AUC which is a widely used metric in our exper-
iments to measure CTR prediction performance. According
to the predicted probability of being clicked for all samples
in descending order, AUC randomly selects a positive sample
and a negative sample. For each pair of a positive and negative
sample, the probability that the positive sample ranks ahead
of the negative sample is the AUC score. By summarizing
AUC scores for all pairs of selected positive and negative
samples, we obtain the AUC score for the prediction method.
The calculation is as follows:

AUC = P{x1, xa|rank(x1) < rank(x2) Nx; S Xy Nxx CX_}
Zf.VJr rank (i) — —(N+—21)N+
B NiN_

) 2

where x; and x, are the randomly selected samples. X
and X_ denote the sets of positive samples and negative
samples, respectively. N; and N_ represent numbers of
positive and negative samples, respectively. rank(i) denotes
the rank position of sample i in the ranking list of CTR
prediction.

Besides, we introduce Relalmpr metric [13], [32] to
measure relative improvement over models. For a random
guesser, the value of AUC is 0.5. Therefore, Relalmpr is
defined as:

AUCpoder1 — 0.5

Relalmpr = (
AUCpoder2 — 0.5

- 1> £100%. (22)

D. METHODS FOR COMPARISON
We compare the proposed R-RNN model with the existing
five deep models for CTR prediction.

BaseModel. BaseModel is a deep learning model
paradigm which follows the Embedding&MLP architecture
for click-through rate prediction. It acts as a strong baseline
for model comparison.

Wide&Deep [14]. Wide&Deep model has been widely
accepted, which consists of a wide model, to handle the
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TABLE 2. Comparison on prediction performance.

Model AUC Relalmpr
Basemodel 0.8442 3.86%
Wide&Deep 0.8458 3.38%
PNN 0.8467 3.11%
DeepFM 0.8471 3.00%
DIN 0.8523 1.48%
R-RNN 0.8575

manually designed cross-product features and a deep model
which equals to the BaseModel, to extract nonlinear feature
relations automatically.

PNN [4]. PNN can be viewed as an improved version of
BaseModel by introducing a product layer after the embed-
ding layer to capture high-order feature interactions.

DeepFM [5]. DeepFM imposes a factorization machine
as “wide” module in Wide&Deep to save feature engineer-
ing jobs. DeepFM requires neither pre-training nor feature
engineering and captures both low- and high-order feature
interactions.

DIN [13]. Deep interest network (DIN) is developed in
the online advertisement system in Alibaba, which represents
the diverse interest of users. DIN also constructs a network
based on preferences of users to assign values indicating ads
similarities.

V. RESULTS

A. PREDICTION PERFORMANCE

Experimental results in prediction performance for models
are illustrated in Table 2. We observe that Wide&Deep, PNN
and DeepFM achieve approximately AUC. Because the net-
work structures of the three are adjusted slightly on the base
of the BaseModel, there is no significant difference between
them. Results demonstrate that well-designed network struc-
ture does increase CTR prediction performance of traditional
DNN models.

Compared with other models, the improvement of DIN and
R-RNN on AUC is significant. The common structure of the
design of DIN and R-RNN is the sumd&average pooling of the
attention mechanism. Therefore, the excellent performance of
DIN and R-RNN may attribute to the attention mechanism.

We observe that the proposed R-RNN model outperforms
BaseModel, Wide& Deep, PNN, DeepFM, by 1.58%, 1.38%,
1.28% and 1.23%, respectively, on AUC, and by 3.86%,
3.38%, 3.11% and 3.00% on Relalmpr. Besides, R-RNN
model significantly outperforms DIN by 0.61% on AUC and
1.48% on Relalmpr, primarily due to both the introduced
recent click-through behavior sequences and the adopted
recurrent neural network which extracts user state vectors
from the recent click-through sequences in the design of
R-RNN for CTR prediction.
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FIGURE 4. Prediction performance of R-RNN with comparison to other state-of-the-art on AUC with various values of k (1-60).

B. ROBUSTNESS TO PARAMETER K
We carry out a series of experiments to explore the effect

]

4
®

of the super-parameter k to AUC, which controls the length ¢

of recent click-through behavior sequence. As shown in §°'7’ <
Figure 4, the value of k is from 1 to 60 and the R-RNN model -

equals DIN when k is 0. We carry out five experiments on gos i
each value of k£ for R-RNN and obtain the average value of g '
AUCGs. 8§

(X
N
.

We observe that the AUC for R-RNN increases sharply
when k increases from O to 5 on the Amazon dataset, which

/

o

demonstrated that using RNN to deal with users’ recent 0 10 2
click-through behavior sequences significantly improve CTR
prediction performance. When £ is larger than 5, AUC fluc-
tuates in the range of 0.857-0.858 consistently, due to the
random errors and random initialization of parameters as
well as the increased occupation of the recent click-through
behavior sequence among all sequence, which indicates the
improvement of the model on precision being stable as the
value of k > 5.

of k (1-60).

C. STATISTICAL ANALYSIS
We conducted statistical analysis on the global and recent
sequence for each user and sorted out the distribution of

30 40 50 60
k

FIGURE 5. Prediction performance of R-RNN on AUC with various values

We further plot the ratio of the number of users to the total
number of users, whose behavior sequence is greater than or

equal to the value of k, as shown in Figure 5.

According to section 3.1, the sequence length of all users
in the data set is no less than 5. Therefore, when the value
of k varies from 1 to 5, the ratio remains 1, while when the
value of k is greater than 5, the curve shows a distinctly long
tail distribution: more than half of users have a sequence with
the length less than or equal to 8, while nearly 80% of users
have a sequence with the length less than 10. The rest have a
long tail distribution with 20% of behavior sequences of users

have a length between 11 and 401.
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top 20 items in the global sequence and those in the recent
sequence, respectively. Results are shown in Figure 6 and 7.
We observe that the distribution of items in both sequences
are significantly different, except the first three categories
as “case”, “headphones” and “HDMI Cables”. For exam-
ple, “Point & Shoot Digital” which ranks fourth in the
global sequence slips to ninth in the recent sequence while
“Streaming Media Players” which ranks seventh in the
recent sequence ranks fourteenth in the global sequence. The
relatively high proportion of “MP3 Players” does not even
rank top 20 of the recent sequence. This not only reflects
the changes of the interest of users, but also conforms to the
process of renewal and evolution for electronic product.
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FIGURE 7. Distribution of the top 20 categories in recent sequences.

TABLE 3. Comparison of top 10 categories of global sequences and
recent sequences.

Global Sequence Recent Sequence
Category Rate (%) Category Rate (%)
Cases 15.79 Cases 17.68
Headphones 13.08 Headphones 12.93
HDMI Cables 8.62 HDMI Cables 8.78
Point &  Shoot 651 Screen Protectors 6.91
Digital Cameras
External Hard Mice 6.10
Drives 646
Mice Chargers & 623

6.34
Adapters
Screen Protectors 63 Streaming  Media  6.30
Players
USB Cables External Hard 6.45
695 Drives
Chargers & 6.08 USB Cables 6.50
Adapters
Keyboards 612 Point & Shoot 6.68

Digital Cameras

The proportion of top 10 categories in both global and
recent sequences are illustrated in Table 3. We observe that
even if a category ranks at almost the same positions in both
sequences, the proportion differs significantly. For example,
“Cases” ranks top 1 in both sequence, but in the recent
sequence, the proportion is 17.68%, while in the global
sequence, the proportion is 15.79%, the difference is 1.89%.
Moreover, the total proportion of top 10 categories in the
recent sequence is 84.56%, which is 3.26% higher than those
of the global sequence (81.30%). It demonstrates that the
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difference of the distributions for categories between the
recent and global sequences is significant, which indicates
that separating the click-through sequences into global and
recent ones can better reflect the statistical difference of them
and consequently reveal either the preference of users or the
probabilities for the next click-through behaviors.

VI. DISCUSSION AND CONCLUSIONS

We have proposed a novel recent recurrent neural network
(R-RNN) to overcome the limitation of current deep mod-
els for CTR prediction which take click-through behavior
over all the time as the same to express the interest of
users. R-RNN distinguishes the global and recent click-
through behaviors of users to learn the representation of
diversity interests and introduces a recurrent neural network
to extract state vectors of users from the recent click-through
sequences.

Compared with other state-of-the-art, the improvement
of the proposed R-RNN model is significant. For example,
as for AUC, R-RNN outperforms Wide&Deep by 1.38%,
PNN by 1.28%, DeepFM by 1.23% and DIN by 0.61%,
respectively. As for Relalmpr, R-RNN outperforms Wide&
Deep by 3.86%, PNN by 3.38%, DeepFM by 3.11% and DIN
by 3.00%, respectively.

On one hand, the excellent performance of the proposed
R-RNN model may attribute to thesum&average pooling of
the attention mechanism. On the other hand, the success of
the R-RNN model is mainly due to the designed structure on
three aspects as below:

(1) Dividing the click-through behaviors into global click-
through sequence and recent click-through sequence, R-RNN
puts an emphasis on the recent click-through behavior which
can better reflect the current interest of users. Therefore,
R-RNN improves the expressive ability of the model and
better capture the time-varying characteristic of the interest
of users.

(2) The recurrent neural network is used to deal with the
click-through behavior sequence of users with a consider-
ation of the sequence of behavior in the proposed R-RNN
model, which make R-RNN accurately describe the prefer-
ence of users and capture trajectories of the change of the
interest of users.

(3) A long-term and short-term memory unit (LSTM) is
introduced in R-RNN to deal with the recent click-through
behavior of users with the consideration of the order of behav-
ior sequence, which can self-adaptively learn features from
the recent behavior of users. The LSTM unit effectively over-
comes the problem of a long-term dependence on time-series
data. Besides, the length of the recent click-through behav-
ior sequence has a significant influence on CTR prediction
performance.

We, therefore, conclude that considering feature
interactions from both global and recent click-through
behavior simultaneously brings additional improvement
in prediction accuracy. The proposed R-RNN model can
be further employed in commercial advertising systems.
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After dividing click-through behavior sequence into recent
sequence and global sequence, we only realized a combina-
tion of average pooling and recurrent neural network, which
introduced the attention mechanism. More combinations of
different structures can be tried in future work.
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