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ABSTRACT Current hardware restrictions pose limitations on the use of convolutional neural networks
for medical image analysis. There is a large trade-off between network architecture and input image size.
For this reason, identification and classification tasks are commonly approached with patch or region-based
methods often utilizing only local contextual information during training and at inference. Here, a method
is presented for the identification of intracranial hemorrhage (ICH) in three-dimensional (3D) non-contrast
computed tomography (CT). The method combines a convolutional neural network and recurrent neural
network in the form of bidirectional long short-term memory (LSTM) for ICH identification at image level.
A convolutional neural network is trained for the identification of ICH in axial slices. LSTM is used to
analyze the sequential information obtained from slice level classifications. The method is trained end-to-end
using full high-resolution 3D non-contrast CTs. At inference, it produces a binary classification with respect
to the presence of ICH. A total of 1554 cranial CTs were used to train and validate the method and a separate
dataset of 386 images was used for testing. Quantitative analysis showed an area under receiver operating
characteristic curve of 0.96. The average time to classification was approximately 0.5 s. Classification of
whole 3D images is therefore possible without the need for pre-processing.

INDEX TERMS CAD, CNN, CT, identification, classification intracranial hemorrhage, LSTM, NCCT,

stroke, trauma.

I. INTRODUCTION

The use of convolutional neural networks (CNN) for image
classification tasks has gathered momentum in recent years,
since a highly successful implementation won the ImageNet
challenge in 2012 [1]. Since then, their extensive use has
expanded further into, among others, the domains of object
detection, segmentation and speech recognition [2]-[4]. Due
to their proven success in computer vision, the application
of CNNs in the various fields of medical image analy-
sis has also gained a vast amount of interest [5]. For spe-
cific tasks, CNNs have shown to rival or surpass expert
human performance [6]-[8]. Furthermore, state-of-the-art
techniques may have important influences on future clinical
practice [9].
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Although widespread use of CNNs in medical image anal-
ysis is now the norm, development of novel methodology is
hampered by limitations of the hardware available in an aver-
age research setting, where single GPU systems are common.
The amount of usable random access memory on the graphics
processing unit (GPU) poses restrictions on the extent of the
CNN architecture and size of input images that can be used
during training. CNNs are also often critically dependent on
the availability of high-quality reference standards. This is
a time-consuming and costly procedure, particularly if the
reference standard is required at voxel level. If whole images
can be used to train a model end-to-end on a single GPU, then
the reference standard can be provided at image level instead
of at voxel level.

Therefore, detection and classification tasks in medical
image analysis are restricted to methods that employ patch
or region based approaches during training as well as at
inference. Such approaches often require pre-processing of
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TABLE 1. Overview of related work on identification of ICH in cranial non-contrast CT. Information that has not explicitly been specified in the cited
publication is indicated by -. Network architecture or training procedure that has not clearly been explained in detail is indicated by {. The size of the test

set is shown as the total number of 2D slices or 3D scans taken from a specified number of unique patients that was used for q

titative e

tion of

the method. For example, this work included a single scan for each unique patient for evaluation. Numbers in parentheses indicate the number of cases
containing pathology in a test set also containing healthy subjects. Chilamkurthy et al. and Pawlowski et al. used multiple test datasets. nD refers to the
dimensionality of convolutional operations. - Indicates a study that reported a different performance measure.  Indicates the average number of axial

slices, range 280-450.

Input size ROC AUC Sensitivity Specificity
Year Author Method " | (slice thickness) Test set [95% CI] [95% CI] 195% CI]
Patients Scans Slices
226 0.91 0.9 0.85
2017 | Prevedello et al. [11] GoogLeNet 2D an ] [0.78 — 0.97] | [0.76 — 0.92]
2017 | © Merkow et al. [12] Ensemble of GoogLeNet-like { 2D 29(’_9)25 4’80((_);000 _
2017 | o Gao et al. [13] Fusion of straightforward CNNs } 3D/2D 200"2_00"20 - ('fss) -
2018 | o Helwan et al. [14] Stacked autoencoder / straightforward CNN 2D 512)(512({)227)(227 éig) -
2018 | o Grewal et al. [15] DenseNet + bidirectional LSTM $ 2D 250"?_5)0"‘"‘ - 27) -
21,095 0.92 0.90 0.73
B N 224x224 (2494) [0.92 —0.93] | [0.89 —0.91] | [0.72 — 0.74]
2018 | Chilamkurthy ef al. [16] | ResNetl8 + Random Forest { 2D (5 mm) ] 291 0.94 0.95 071
(205) [0.92 —0.97] | [0.91 —0.97] | [0.65 — 0.76]
. 512x512x40 180 0.73 0.79 0.48
2018 | Titano et al. [17] ResNet50 3D (1 mm) - (60) [ -] -]
L L 256x256x24 6374 9499 331,092 0.85 0.73 0.80
2018 | Arbabshirani et al. [18] Straightforward CNN 3D X o o I [0.84— 0.86] | [0.71— 0.75] | [0.79 — 0.81]
. 512x512x5 682 23,668 0.98 0.95 0.97
201 hang 1. [1 Mask R-CNN-lik 3D/2D - ’
018 | Chang eral. [19] as C! ike /. © (82) © [ ] ]
2018 | Sato et al. [20] Convolutional autoencoder f 3D 6?;‘?;1:34 - ég) ([)_817 ?_6]8 ?E?
107 107 ?79]3
2018 | Pawlowski et al. [21] Bayesian convolutional autoencoder 2D
0.88
98 98 )
. 256x256x(15 - 80) 493 493 >0.98
2019 | Yeetal [22] VGG-like + GRU 2D (0.625 - 10 mm) (194) (194) 8007 [
. . L 512x512x320x% 386 386 0.96 0.98 0.78
2019 | This work VGG-like + bidirectional LSTM 2D (0.5 mm) a77) a77) - 0.93 — 0.97] -] -]

the data in the form of segmentation or candidate selection
to reduce data size while retaining the diagnostically relevant
parts of the full image. This may considerably increase pro-
cessing time, making the method less suitable for emergent
clinical applications.

In this work we present a neural network for the diag-
nostic task of intracranial hemorrhage (ICH) identification
in 3D non-contrast CT (NCCT). Previously, we have pre-
sented a method for identification of ICH in 2D axial NCCT
images [10]. Here, we show how to train a neural network
end-to-end using full high-resolution 3D NCCTs, which fully
utilizes a single GPU. At inference, the network is capable
of predicting the binary output classification of a single 3D
image at once in approximately half a second.

This task is an important step in the imaging work-up
of stroke and trauma patients. A fast diagnosis can help
guide work-flow, treatment decisions and surgical inter-
ventions. For example, the presence of ICH is an impor-
tant contra-indication for thrombolytic treatment in acute
stroke patients. We show accurate performance of the net-
work which was trained and validated on a large dataset
of 1554 cranial NCCT exams.

A. RELATED WORK

Over the past several years, the number of other publications
on automated evaluation of cranial non-contrast CT exams
has increased. Several studies have proposed other methods
for the identification of intracranial hemorrhage in an acute
setting. Although these studies utilize different datasets for
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the creation and validation of the methods, an overview is
shown in Table 1 to offer a general comparison between
methodologies and performances.

Related work from recent years concerning automatic
identification of cranial pathology in CT has focused on
approaches that employ CNNs. Several studies have inves-
tigated the use of convolutional autoencoders for the iden-
tification of cerebral abnormalities. Sato et al. [20] use a
3D approach on a limited dataset and demonstrate a low
sensitivity due to small areas of pathology that are missed.
Pawlowski et al. [21] and Helwan et al. [14] employ similar
2D methods but both only evaluate the method on a small
set of 2D axial slices. Multiple studies using large datasets
of tens to hundreds of thousands of CT exams for the devel-
opment and validation of the CNN-based methods have been
presented [12], [16]-[19]. Generally, there is a lack of details
pertaining to the CNN architectures and training procedures
that have been used for the proposed methods presented in
related work. The use of natural language processing by some
for the creation of a reference standard for a large dataset
may be more sensitive to errors than manual labeling. Also,
substantial resampling of input data may lead to a loss of
diagnostically relevant image data, further introducing errors
to the system. A method is presented by Grewal ez al. [15] that
uses a comparable approach to obtain image level predictions.
However, the context information modeled by the method
is restricted to a small 3D neighborhood and not the entire
input image. Therefore, image level predictions are made
based on integration of limited regional data. Furthermore,
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a limited dataset of unknown composition is used to train
and test the method. A similar approach combining CNN
and gated recurrent units (GRU) was recently presented by
Ye et al.. The method uses a multi-channel input consisting
of different intensity window normalizations to identify ICH
and classify its subtype. Similar results are reported, however
the processing time of approximately 30 seconds is sub-
stantially longer than this proposed method. Unfortunately,
no implementations of the methods described in Table 1 are
publicly available. Therefore, a direct comparison with this
work is challenging. Furthermore, only a single dataset, used
by Chilamkurthy et al. [16], is publicly available. However,
their method was trained using a separate and much larger
dataset, while the publicly available dataset was used for
testing. For a direct comparison with our proposed method,
training data must also be made available.

Il. DATA

A. PATIENT DATA AND ACQUISITION

This study was approved by the institutional ethics committee
and informed consent was waived. Data was acquired by
retrospectively searching our research image database for
patients that had received a cranial NCCT exam in the period
January 1st 2012 - December 31st 2016. All images were
acquired using a Canon Aquilion One scanner with a 320-
detector row and reconstructed with a FC25 or FC26 kernel.
All images had 512 x 512 voxels in-plane; the number of axial
slices varied in the range 280-450. The mean voxel size for
the whole dataset was 0.43 x 0.43 x 0.5 mm.

B. REFERENCE STANDARD

All images were visually inspected together with the official
clinical radiology report. Cases with a confirmed ICH were
labeled positive. Cases where no evidence of ICH was dis-
covered were labeled as negative. The labeled positive and
negative datasets were divided into training, validation and
test dataset by random selection. An overview of the separate
datasets is shown in Table 2.

TABLE 2. Overview of datasets used for training, validation and test of
the full model.

Training | Validation Test Total

(75%) (5%) (20%)
Positive 666 44 177 887
Negative 782 52 209 1043
Total 1448 96 386 1930

A subset of the training data described in Table 2 was anno-
tated for the presence of ICH at axial slice level. This dataset
consisted of 170 cranial NCCT exams, of which half were
positive for the presence of ICH. For each study in the entire
dataset the cranial cavity was segmented using multi-atlas
registration and levelset refinement [23]. For each positive
case, a bounding box was drawn by a trained observer around
the connected and certain part of the hemorrhage. Each axial
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TABLE 3. Overview of data used for pre-training the CNN part of the full
method. Number of positive and negative patients and labeled 2D axial
slices for training and validation sets.

Patients Slices
Positive | Negative | Positive | Negative
Training 75 75 10831 22205
Validation 10 10 1258 3085
Total 85 85 12089 25290

slice where the bounding box was present was labeled as
positive. All axial slices in the negative cases where cranial
cavity was visible were labeled as negative. This resulted in
a large number of positive and negative samples, as shown
in Table 3.

ill. METHOD

The method combines convolutional and recurrent neural net-
works (RNN) to process a high-resolution 3D input image in
its entirety. A schematic overview of the network architecture
is shown in Figure 2.

A. LONG SHORT-TERM MEMORY
CNN s have proven to be powerful tools for analysis of spatial
image information, but are limited to processing of indepen-
dent input data points or samples. Furthermore, CNNs are not
originally designed for learning dependencies or connections
across sequential information such as a time series. Contrar-
ily, RNNs are capable of selectively processing and retaining
sequential information in an element-wise fashion. Although,
these models are in no manner limited to applications in a spe-
cific domain. However, RNNs are unable to learn long-term
dependencies because the gradient diminishes when the inter-
val between relevant input data points becomes too large [24].
Long Short-Term Memory (LSTM) was designed to over-
come this problem by learning to select which information
is relevant to remember [25]. Since its inception it has been
modified to forget irrelevant information to prevent indefinite
growth and release internal resources [26].

A schematic overview of the internal mechanism of the
LSTM is shown in Figure 1.

The LSTM model can be described by the following
equations:

ir = o(Wix; + Uihy—1 + b))

fi =oWrx, + Urhy—1 + by)

Oy o (Woxy + Uphy—1 + by)

C; = tanh(Wex; + Uchi—y + be)

G =ft OCa+i: 0 (vjt

hy = o © tanh(Cy), )

where the input at time point ¢ is x; and h;_1, with x; as
the input sequence data at time point ¢ and h;_; the pre-
vious hidden state. The current cell state, C;, is modified
by contributions from the current input and previous hidden
state through the input gate, forget gate, output gate and cell
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FIGURE 1. Schematic overview of update mechanism of LSTM cell state.
At time point ¢, the current cell state C; is modified by the current input
data, x;, and previous hidden state, h;_;, throug!l the input gate, iy,
forget gate, f;, output gate, o; and cell updates, C;. @ and @ denote
point-wise multiplication and addition respectively. o and tanh are
sigmoid and hyperbolic tangent functions respectively. The LSTM model is
described by Equation 1.

updates, denoted as i, f;, o; and C} respectively. These four
layers contribute through the weight matrices and biases,
denoted as W, U and b respectively. o and tanh are sigmoid
and hyperbolic tangent functions respectively and © is the
element-wise product.

Bidirectional LSTM has shown to be more effec-
tive than unidirectional processing of sequential data [27].
In this approach, a given input with N sequence data
points is processed by two recurrent networks in oppo-
site directions, producing two separate outputs. There-
fore, recurrent network A will produce N outputs h:
(hA, h’é‘, el hgfl , h;‘;,) and recurrent network B will produce
outputs H: (HE, Hﬁ_l e Hf, HIB). Finally, the summation
of the outputs is taken as: (/} + HE, iy + HE |, ..., Ky +
HY hy + HP).

B. NETWORK ARCHITECTURE
The first part of the network consists of a CNN that takes
2D axial slices as input. The CNN is comprised of five
units of two layers of 3x3 convolutions and rectified lin-
ear unit (ReLU) activation functions followed by maximum
pooling operations with strides of two in each direction. The
number of filters is doubled before each pooling operation.
A sixth unit with a single layer of a 3x3 convolutions and
ReLU followed by maximum pooling reduces the feature map
size to 1x1. This is followed by two fully connected layers,
resulting in a feature vector of 512 elements that represents
each 2D axial input slice. Each 3D input image is processed
by sequentially taking 2D axial slices as input for the CNN.
The second part of the network consists of two bidirec-
tional LSTM layers of 512 units. The full sequence of vectors
representing the input image serves as input for the LSTM.
The LSTM layers are followed by a softmax function for
prediction of the class probabilities for the full 3D input
image.

C. TRAINING

To reduce the complexity of the optimization problem and
achieve suitable initialization, the individual parts of the
model were pre-trained, as described in Sections III-C.1
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and ITI-C.2, before training the model end-to-end as described
in Section III-C.3.

All hyperparameters were set following pilot experi-
ments performed on the separate validation sets described
in Tables 2 and 3.

1) CNN

The CNN part of the network was pre-trained using the data
described in Table 3, with the reference standard consisting
of binary labels for each 2D axial slice. For the purpose of
this training, the CNN part of the network shown in Figure 2
was extended with an additional dense layer with softmax
function.

Positive and negative slices were equally sampled from
the training data where the selection was limited to slices
depicting part of the cranial cavity. Negative samples were
only obtained from negatively labeled cases, to avoid erro-
neously presenting positive samples to the model. A maxi-
mum filter of 2x2 was applied to each slice, reducing the input
dimensions to 256x256 voxels. Randomly selected training
samples were processed with a batch size of 25 using Adam
optimization with a learning rate of 0.0001 to minimize the
binary cross-entropy loss function [28]. Data augmentation
in the form of random rotations between -25 and 25 degrees,
mirroring over the vertical axis and random shifting in
x- and y-direction between -15 and 15 voxels were used to
enrich the training dataset. Selected training samples had
equal probability of being used in their original form or as
a rotated, mirrored or shifted variant. Dropout of 50% was
applied before the first and last dense layer to prevent over-
fitting. Performance of the model was evaluated by calcu-
lation of classification accuracy of 500 randomly selected
patches obtained from the validation dataset.

2) LSTM

The best performing model achieved during pre-training of
the CNN was used as initialization for the corresponding part
of the full model. The weights of the CNN were fixed and
were blocked from being updated during subsequent training.

The weights W;, Wy, W, and W¢ were initialized using
Glorot uniform initialization [29]. The recurrent weights Uj,
Ur, U, and Uc were initialized using random orthogonal
matrices. The bias for the forget gate was initialized with a
value of one, all other biases were set to zero as recommended
in [30].

An equal number of positive and negative samples
were randomly sampled from the training dataset described
in Table 2, with the reference standard consisting of binary
labels for each 3D input image. A batch of a single image
was used as input during training. Random rotations between
-25 and 25 degrees over a randomly selected axis, mirroring
over the vertical axis and random shifting in all directions
between -15 and 15 voxels were used to enrich the train-
ing dataset. Selected training samples had equal probability
of being used in their original form or as a rotated, mir-
rored or shifted variant. A maximum filter with a kernel
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LSTM

3D input image —

Full model

:
|
:

3x3 conv + RelLU
2x2 max pooling, stride 2
® 50% Dropout
Dense layer + RelLU
LSTM Bidirectional long short-term memory
Dense Layer + softmax

LSTM

CNN B

prediction

FIGURE 2. Schematic overview of the full architecture. Colored arrows represent layers of filters. Numbers define the number of filters in the
corresponding layer. A full 3D input image consisting of N axial slices is passed to the model. Each axial slice in the image is sequentially processed by
the CNN, finally producing a stack of N feature vectors. Therefore, N does not have to be explicitly set but is dependent on the input image. The feature
vectors are passed to multiple bi-directional long short-term memory layers to produce a final feature vector that represents the 3D input image. The
final densely connected layer with softmax produces the class probabilities for the given input image.

size of 2x2x2 was applied to each sample to reduce the
dimensionality whilst retaining high intensity hemorrhagic
regions. The binary cross-entropy loss function was mini-
mized using RMSprop optimization with an initial learning
rate of 0.001 [31]. Performance during training was evalu-
ated by calculation of the area under operating characteristic
curve (ROC) on the separate validation dataset. Approxi-
mately 13,000 samples were used to achieve the best perform-
ing model.

3) END-TO-END

Once the weights for the LSTMs were initialized by training,
the weights of the CNN part of the model were released to
facilitate end-to-end training. With the exception of a lower
initial learning rate of 0.0001, the same training scheme
was used as discussed in Section III-C.2. Approximately
14,000 samples were used to achieve the best performing
model.

D. IMPLEMENTATION

The method was developed using an NVIDIA GeForce
GTX Titan X GPU and the Keras library with Theano
backend [32], [33].

IV. EXPERIMENTS AND RESULTS
Multiple experiments were performed to assess both the
impact of the training steps described in Section III-C and
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the addition of LSTMs on the performance of the model.
Furthermore, several approaches that directly combine the
output of the CNN part of the method for classification were
investigated. For all experiments the best performing model
was determined by evaluation on the separate validation
dataset. The final models were applied to the test dataset for
comparison of ROC curves.

A. ALTERNATIVE APPROACHES

Following the training scheme described in Section III-C.1,
the CNN produces binary classification probabilities for each
2D axial input slice. Combining the output of each slice
within a 3D volume without the use of LSTMs can also
provide image level classification.

The classification probabilities were produced for all slices
in each case in the test dataset using the pre-trained CNN
part of the method. A final classification for each case was
determined by taking the maximum or 95th percentile classi-
fication probability predicted within that case. The AUCs for
the maximum and 95th percentile approaches were 0.60 (95%
CI: 0.54-0.65) and 0.65 (95% CI: 0.59-0.70) respectively.

Removing the final softmax function, as shown in Figure 2,
enables the CNN to produce a feature vector of 512 features
for each 2D axial input slice. Therefore, for each case a fea-
ture vector of Ntimes512 is produced, where N is the number
of axial slices in that case. Feature vectors were created for
all cases in the training and test datasets described in Table 2.
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FIGURE 3. Receiver operating characteristic curves with 95% confidence
interval bands for the prediction of ICH on the test dataset. ROC curve of
combination of all 2D slices within each case by taking the maximum
predicted probability (green) or 95th percentile (red). ROC curve of
support vector machine (SVM) fitted using the feature vectors produced
by the CNN (black).

All feature vectors were padded with zero values at both ends
to ensure uniform shape across the datasets. A linear support
vector machine (SVM) was fitted to the feature vectors of
the training dataset. Applying the SVM to the feature vectors
of the test dataset produced classification probabilities at an
image level [34]. The AUC for the SVM was 0.90 (95% CI:
0.87-0.93).

The ROC curves for the maximum probability, 95th
percentile probability and SVM approaches are shown
in Figure 3.

B. LSTM

The training schemes described in Sections III-C.2
and III-C.3 were applied to two variations of the architecture
described in Section III-B. The first consisted of a single
LSTM layer in addition to the CNN part of the model.
The second was the full model as depicted in Figure 2 with
two LSTM layers. For both architectures, the ROC curve
for the test dataset was first determined after training of
the LSTM layers and after end-to-end training, as shown
in Figure 4. Furthermore, the full model was also trained end-
to-end without use of the described training schemes for the
individual parts of the model.

The area under the curve (AUC) after initialization of both
parts of the model, as discussed in Section III-C.2, was 0.87
(95% CI: 0.83-0.90) for the prediction of ICH using a single
LSTM layer. Increasing the number of LSTM layers did
not produce a significantly different result and produced the
same AUC (95% CI: 0.84-0.91). The addition of end-to-end
training, as discussed in Section III-C.3, increased the AUC
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1 LSTM layer
1 LSTM layer end to-end
2 LSTM layers

2 LSTM layers end-to-end

2 LSTM layers end-to-end
(direct training)

(Az = 0.87)[0.83 - 0.90]
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FIGURE 4. Receiver operating characteristic curves with 95% confidence
interval bands for the prediction of ICH on the test dataset. ROC curve
after pre-trained initialization of the individual parts of the network for
models with one (yellow) or two LSTM layers (black). ROC curve after the
addition of end-to-end training of the method with a single LSTM

layer (green) and full model (red). ROC after training the full model
end-to-end without pre-training of the individual components (gray).

for the single LSTM architecture to 0.94 (95% CI: 0.91-0.96)
(P<0.0001) and the full model to 0.96 (95% CI: 0.93-0.97)
(P<0.0001). The difference between the two architectures
after end-to-end training was not significant. Selection of an
operating point aimed to maximize sensitivity, results in a
sensitivity of 0.98, specificity of 0.78 and accuracy of 0.87.
Statistical significance was determined using the method of
DeLong et al. [35]. The choice in operating point results in
identification of almost all hemorrhages with few false nega-
tive predictions, examples of which are shown in Figure 5.
The average time to classification of a full 3D image was
approximately 0.5 seconds.

Chosen operating point results in a sensitivity of 0.98,
specificity of 0.78 and accuracy of 0.87 (red circle).

V. DISCUSSION
A method has been presented for the identification of ICH
in 3D NCCT which combines convolutional neural networks
and bidirectional LSTMs. The main contribution is that we
have shown the feasibility of staged end-to-end training of
a CNN based on image level annotations of high-resolution
NCCTs, for accurate whole image level classification.
Several approaches using only the 2D output of the
CNN were implemented. Not only the direct combination of
slice-level prediction probabilities, but also image classifica-
tion based on features using SVM was investigated. These
approaches proved to be inferior to the proposed method
that combines CNN and LSTM for contextual information
integration. The method achieves a high performance, with
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FIGURE 5. Overview of predicted results. Single axial slices shown for individual cases. True positive predictions with predicted probabilities 0.97,
0.89 and 0.98 for hemorrhages indicated with green arrows (top row, from left to right). False negative predictions with predicted probabilities 0.02,
0.08 and 0.09 for hemorrhages indicated with red arrows (bottom row, from left to right).

an ROC AUC of 0.96. The use of multiple LSTM layers did
not prove to significantly benefit the overall performance of
the method. However, more extensive experimentation with
various network architectures combining CNN and LSTM
would be necessary to find an optimal configuration. An oper-
ating point was chosen for maximal sensitivity, which comes
at the cost of a slightly lower specificity, because it is arguably
preferable to have more false positive than false negative pre-
dictions. Although few false negative predictions were made
at this operating point, the method has shown to be capable
of detecting even small hemorrhages with subtle appearances
that could easily be overlooked, as shown in Figure 5.

The architecture of the model allows for end-to-end train-
ing with reference standard labels given at image level. This
approach incorporates maximum contextual information in
the image for binary classification. This may highly simplify
the manner in which data must be annotated for similar tasks
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in the future, resulting in an easier and more cost effective
work-flow. Furthermore, such an approach can be utilized for
a number of applications in neuro-imaging analysis, such as
the automatic prediction of the Alberta Stroke Program Early
CT (ASPECT) score for acute stroke patient triage [36].
However, such novel applications become subject to the avail-
ability of large datasets of example images with image level
annotations for training the network.

The presented approach has a number of limitations. First,
a maximum filter is applied to the input images for dimen-
sionality reduction. Therefore, there is to some extent a loss of
contextual information. However, for the presented applica-
tion the maximum filter retains valuable information relevant
for the identification of high density hemorrhagic regions in
the images. For other applications this may be replaced with
strided convolutions to learn task specific relevant features.
Secondly, both the CNN and LSTMs require separate training
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for correct weight initialization. In particular, the CNN part
of the model requires a dataset with axial slice level annota-
tions for pre-training. However, end-to-end training without
pre-training has shown to be possible, but achieves inferior
results in comparison. Better results may be possible, but this
most likely requires extensive optimization. As both parts
of the method have shown to be sensitive to the choice of
optimizer and its hyperparameters. Furthermore, the search
space for finding the appropriate weights for all trainable
parameters is vast. Training of the individual components of
the model reduces complexity of the optimization problem
and therefore also reduces overall training time. Superior
results are attained in a shorter time using the proposed
training scheme in comparison to direct end-to-end training.
Thirdly, due to hardware restrictions a limited number of
network configurations were investigated. With additional
resources a more thorough analysis of the impact of the
number of LSTMs could be performed. Finally, due to their
absence in the clinical radiology reports, the volumes and
sub-types of hemorrhages used in this study could not be
included for sub-analyses. The use of such additional data
may improve methods developed in future work by providing
information pertaining to the relation between performance
and hemorrhage sub-type and volume.

The combination of CNN and LSTM:s has previously been
used to process sequential 2D images such as in video recog-
nition and classification tasks [37]-[39]. However, a similar
approach can also effectively be employed for classifica-
tion of other sequential data such as electrocardiographic
signals [40], [41]. In the field of medical image analysis
Liang et al. presented a combined convolutional and recur-
rent network for the classification of focal liver lesions in
multi-phase CT images [42]. The method uses LSTM and
combined global and local pathways to analyze four different
contrast enhancement phases of 2D axial CT slices. Other
related work also show the use of the combination of a CNN
with a recurrent component to leverage the spatial correlation
along the z-direction in 3D medical images. As the extent
of certain pathology, such as a hemorrhage, is likely to be
connected over a number of axial slices, the entire image can
be regarded as a sequence of related images. Shahzadi ef al.
propose the use of a combination of a VGG-16 network
with LSTM for brain tumour classification in MRI [43], [44].
The VGG-16 component of the method was pre-trained on
the ImageNet natural image dataset for weight initialization
prior to transfer learning. However, the cascaded method
was not trained end-to-end for fine-tuning of all weights
following transfer of the VGG-16 weights. Furthermore,
the method was developed with a limited dataset and shows
inferior results in comparison to multiple related studies
employing SVM for the same task. Feng et al. developed
a combined 3D CNN and LSTM for the classification of
Alzheimer’s Disease in MRI and PET data [45]. The method
employs a 3D CNN and LSTM pathway for each imaging
modality which are fused to form an image level classifica-
tion. The input data required substantial pre-processing in
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the form of segmentation and registration and all images
were down-sampled by a factor four in all directions to
reduce memory overhead. Several methods have employed
convolutional-LSTM (C-LSTM) to incorporate spatial infor-
mation for segmentation and classification tasks [46]-[49].
In C-LSTM, matrix multiplications within the LSTM unit
are replaced with convolutions to integrate local neighbor-
hood information instead of processing a 1D input vector at
each point in a sequence, as with a traditional LSTM [50].
As a consequence, the number of model parameters, the size
of the receptive field for contextual information integration
and the generated output differs from LSTM. For segmenta-
tion, the use C-LSTM is a more logical choice as it retains
spatial information relevant to the task. Using traditional
LSTM in our proposed method allows for large context inte-
gration through identification of pathology on a slice level
using a CNN, followed by subsequent bidirectional analysis
of the entire sequence to form a patient level classification.
Therefore, the recurrent component of the model is designed
for the analysis of the spatial correlation of axial information
within the 3D volume, much like how a human observer
would view the image.

Identification of ICH is a fundamental step in emer-
gent clinical management of trauma and stroke patients.
It has been shown that an estimated 9% of cerebrovascular
events are missed at initial presentation [51]. Furthermore,
approximately 5% of subarachnoid hemorrhage cases are
misdiagnosed or missed [52].A recent study showed that
junior radiologists misdiagnosed ICH in approximately 4%
of cases [22] . Future research may focus on analysis of
network attention for pathology localization and inclusion
of hemorrhage sub-types and volumes for improved perfor-
mance. An accurate and automated method for patient level
classification could assist physicians in the diagnostic process
and prevent misdiagnoses.

This method forms the basis for an ICH identification and
localization system that could be used as an additional reader
in emergency radiology. Importantly, the presented approach
can be employed for not only other cerebral pathologies, but
also for different anatomy. It is a method for fast 3D image
classification that aims to balance the trade-off between net-
work architecture and input image size due to current hard-
ware restrictions.

VI. CONCLUSION

We have presented a fast and accurate method for 3D image
classification. We have proposed an implementation of the
method for the identification of intracranial hemorrhage in
NCCT. This forms the basis for an automated system to aid
diagnosis in an emergency clinical setting. The presented
method can further be utilized for different anatomy and
pathology.
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