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ABSTRACT Self-aware and self-expressive physical systems are inspiring new methodologies for engi-
neering solutions of complex computing problems. Among many other examples, the slime mold Physarum
Polycephalum exhibits self-awareness and self-expressiveness while adapting to changes in its dynamical
environment and solving resource-consuming problems like shortest path, proximity graphs or optimization
of transport networks. As such, the modeling of the slime mold’s behavior is essential when designing
bio-inspired algorithms and hardware prototypes. The goal of this paper is to combine one of the powerful
parallel computational tools, cellular automata (CA) with the adaptive potential of Physarum slime mold.
Namely, we propose a CA model and multi-agent approach to imitate the behavior of the plasmodium.
We then test the efficacy of the proposed model on graph problems such as the maze problem or the
traveling salesman problem (TSP). Finally, the virtual Physarum model is evaluated on a data set for
pattern recognition purposes and achieves to form very effectively the letters of the alphabet, especially
when compared with real experiments performed to prove the efficacy of the proposed model. Furthermore,
to exploit the CA’s inherent parallelism and make the model’s responses faster, both GPU and hardware
implementations are proposed and compared. As a result, an accelerated virtual lab is developed which uses a
multi-agent CAmodel to describe the behavior of plasmodium and can be used as an intelligent, autonomous,
self-adaptive system in various heterogeneous and unknown environments spanning from different types of
graph problems up to real life-time applications.

INDEX TERMS Cellular automata, GPGPU, multi-agent models, parallel computing, models, Physarum
Polycephalum, virtual lab.

I. INTRODUCTION
Physarum polycephalum is a slime mold forming a large sin-
gle cell that can be found in cool, moist areas such as decaying
leaves and logs. It has many phases in its life cycle, but the
most interesting one for computation-oriented research is its
vegetative stage called plasmodium. Plasmodium has no cen-
tral control or no brain to deliver instructions globally to every
part of its mass. It is comprised of many tube-like structures
that communicate locally and let electric signals move from
one place to another. Macroscopically, it looks like a den-
dritic network of connected tubes which expand in the given
space area, trying to reach food in order to survive. Those
expanding tubes are called pseudopodia. It is found that it has
the ability to connect two food sources (FSs) existing in two
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different points, in a minimum distance. This is rational in
the sense that the organism needs to create the minimum path
between the FSs to minimize energy spent on transporting
nutrients between two parts of its body. This Physarum’s
characteristic was an inspiration to many scientists for
solving complex mathematical problems. More specifically,
Nakagaki et al. [1] showed that this simple organism has the
ability to find minimum-length solution between two points
in a labyrinth. Adamatzky [2] proves that slime mold has
the ability to find the path between two sites in one pass,
assisted by the gradient of chemo-attractants. The research
on slime mold was not limited only in maze problems. Sub-
sequent research has enabled slime mold computational abil-
ities to apply in various problems like spatial representations
of various graph problems [3]–[8], robotic control [9], [10],
biological electronics [11]–[13], and more [14]. The exper-
iments of the living Physarum may last several hours or
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days, which can be considered as a major drawback in
its computational abilities. The key to unlock and further
exploit those abilities is the modeling approximation of the
organism as precise and as fast as possible. Until now,
there is a variety of modeling approaches since no sin-
gle model that can still describe exactly the whole behav-
ior of Physarum, even considering only the plasmodium
stage. Current attempts at modeling Physarum’s behavior
try to simplify this huge task by compartmentalizing the
different behaviors of the organism in different situations.
For example, there are publications trying to model the
mechanisms of growth [15], the movement [16], the inter-
nal oscillations [17], [18] or the network adaptation [19]. So,
it is obvious that the choice of the right modeling tool is
a substantial step toward the reproduction of the biologi-
cal substrate’s behavior as close to reality and as fast as
possible.

Having in mind principles and characteristics prominent
to natural and physical phenomena, like randomness, hetero-
geneity and local interactions, CA sound a very promising
computational tool to deal with. In an abstract but adequate
definition of CA, these are models of physical systems,
where space and time are discrete and interactions are local.
CA combine the use of local memory (CA cell state) and
processing unit (CA local rule) in the same place, i.e. a CA
cell. They can capture the essential features of systems, where
global behavior comes out as the collective effect of simple
components, which interact locally. In addition, they can
adequately handle complex boundary and initial conditions,
inhomogeneities and anisotropies. These characteristics are
very convenient for modeling physical systems and particu-
larly to simulate the behavior and dynamics of a biological
organism such as Physarum Polycephalum. CA have been
successfully used in a vast range of research fields such as
traffic control [20]–[22], fire spreading [23], [24], molecu-
lar dynamics [25], [26], logic gates design [27], pedestrian
dynamics [28], [29], crowd evacuation [30]–[33], biological
systems [34], [35], or even Physarum modeling [36], [37].

On the other hand, Agent-Based Models (ABMs) are
focused on the behavior of its individuals in the system.
The base component of such a model is the ‘agent’ which
represents an entity and tries tomimic its characteristics when
interacting with other agents or with its environment. The
global behavior arises from the interaction between simple
components and in a sense it sounds similar to the CA cell
state and the rule that controls its behavior. The advantage
that an ABM offers is that it offers a real-time observation of
each entity in the system instead of just a general view of the
results at the end. In other words, the modeling goal is not
the high-level behavior but the exact individual’s behavior
over time. In this way, it is easier to capture the interac-
tions, the randomness and the heterogeneity of the system
mentioned before. Agent based models (ABMs) are used
very often in order to describe system flows [38], energy
systems [39], biological systems [40]–[42], and more specif-
ically Physarum behavior [43]–[46].

In this paper, we combine the Physarum computing abil-
ities, the CA modeling tool and the agent based modeling
approach to design a hybrid CA Agent Based Model, which
accurately approximates the vegetative behavior of Physarum
Polycephalum. Firstly, we apply our model to the problem
of the maze solving, i.e. the ability of the plasmodium to
find the minimum path between two sites as a proof of
model’s efficacy. The biological parts of slime mould are
described by CA agents which interact with each other under
certain CA rules. The results show that the proposed model
develops successfully the minimum-distance solutions by
creating solid tubes of sequential agents between two sites
in a maze. Furthermore, we stress further the proposed model
to deliver solutions to the well known Traveling Salesman
Problem (TSP). TSP is represented in the CA lattice with
many food spots (FSs) as the imaginary position of the nodes,
as well as many agents which represent the different parts of
plasmodium. Those CA agents are moving according to the
CA rules and they succeed to provide solutions to the TSP
problem very effectively by creating solid tubes between the
virtual cities. The results show once again model’s ability to
provide solutions to TSP in a small number of cities. Finally,
the CA agent model is tested in a different challenge, namely
is used to evaluate its ability to form other graph shapes such
as the 26 letters of the alphabet. ÎĲoreover, the CA and ABM
(agent based model) inherent parallelism is exploited to make
model’s responses faster. More specifically, both parallel
GPU and FPGA implementations of the CA agent model are
thoroughly presented and compared in details. As a result,
an accelerated virtual lab is proposed which facilitates a new
CA ABM model to describe the behavior of plasmodium
and can be used as an intelligent, autonomous, self-adaptive
system in heterogeneous and unknown environments such as
the different versions of TSP or maze-solving systems.

II. THE PROPOSED CA ABM FOR PHYSARUM’S
BEHAVIOR
In this section, the CA-ABM model for describing and mod-
eling the behavior of Physarum Polycephalum is presented.
In particular, each one of these particles is represented by a
CA agent. All these CA agents and their behavior in space
and time result to the general behavior of the plasmodium.
The area where the experiment takes place is also divided
into a matrix of squares with identical areas and each square
of the surface is represented by a CA cell. In case of the first
model’s test, namely the labyrinth, two virtual FSs are placed
in two different sites of the maze and plasmodium is placed
on top of both. In the biological experiment, the plasmodium
will start traveling in every direction inside the maze and
after some time steps it will potentially cover almost every
part of the maze. Then it will start to shrink and will create
the main protoplasmic tube between the two FSs. This is the
starting point of our algorithm, when the cells/agents of the
plasmodium stopped the expansion and are ready to shrink
and create the tube. Those agents are placed inside the area
in random sites of the CA lattice, where there is free space
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and not a wall. In the case of proximity graphs, many FSs are
placed in different sites of the area given. The state of the i, j
cell at time t , defined as C t

i,j is equal to:

C t
i,j = {Flagi,j,Food

t
i,j,Ask

t
i,j,Rand

t
i,j,Agent

t
i,j} (1)

where Flagi,j is a variable that can acquire four (4) different
values and indicates the type of the area represented by the
corresponding i, j cell. The possible values of Flag are the
following ones:
• Flag=‘‘00’’ is considered as a free area.
• Flag=‘‘01’’ is considered as the area of initial placing a
FS.

• Flag=‘‘10’’ is considered as the area of initial placing
the agents which represent particles of the plasmodium.

• Flag=‘‘11’’ is considered as an area which represents
the walls of themaze (agents cannotmove to such a cell).

Moreover, Foodi,j represents the concentration of
chemo-attractants at time t in the area corresponding to the
i, j cell. The expansion of chemo-attractants are considered
uniform, so the diffusion equation translated to the CA
language is given by equation 2:
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t
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)]}
(2)

The numerical values of the fitting parameters of equa-
tion 2 indicating the influence of the adjacent neighboring
cells, are heuristically given as fp1 = 0.05, fp2 = 0 and
fp3 = 1, respectively.

Furthermore,Aski,j is a variable that can take eight different
values from 1 to 8 while checking if an agent exists in the
corresponding CA cell. If there is, it searches its adjacent
eight (8) neighbors (north-west, north, north-east, west, east,
south-west, south, south-east — forming a classical Moore
neighborhood, and finds which one of them has the greater
Food value. The value of Aski,j is depended on which of the
neighbors in this Moore neighborhood has the greater Food
value. For example, if the north-west neighbor has the greater
value, Aski,j takes the value 1. If the north neighbor has the
greater value, Aski,j will take value 2. If the north neighbor
has the greater value, Aski,j will take value 3 and so on.
This procedure for all possible cases is presented graphically
in Fig. 1.
Rand ti,j is a variable that delivers a new pseudo-random

number in each time step. This variable was chosen in order

FIGURE 1. Askt
i,j variable numerical interpretation and visualization.

to be able to decide which agent is going to occupy a specific
place when there is a conflict with other agents. So, every
CA cell of the lattice holds a pseudo-random number which
is updated and renewed in each time step.

Finally, Agent ti,j is a variable that declares the existence or
not of an agent. It is the variable that defines if an agent is
going to leave an occupied CA cell or not. It also defines if
an agent is going to take an empty cell or not. This procedure
is performed as follows: If a specific cell, with an agent inside
it (Agent ti,j=1), has a value of variable Ask t−1i,j =3, which
means that asks for moving to north-east cell, and there is
no other agent that requests to go in the same cell, then
Agent ti,j takes the value 0 while the north-east cell takes value
Agent ti−1,j+1=1 (Fig. 2 a). If there is a conflict with another
(Fig. 2b) or many other agents (Fig. 2c) who ask to move on
this specific cell, then it checks which one of them has the
maximum Rand ti,j value. If Agent

t
i,j has the maximum Rand ti,j

value then Agent t+1i,j takes value 0 and the Agent t+1i−1,j+1 takes
value 1. In last case, that it does not have the maximum value,
then it keeps the value Agent t+1i,j =1.

III. GPU DESIGN OF THE CA-ABMODEL
In this section the GPU implementation of the proposed
model are discussed analytically. The basic idea is to exploit
the inherent parallelism of CA asmodeling tool and CAABM
as a parallel modeling technique. GPU using CUDA is a
very powerful tool, that helps the programmer to design and
implement a parallel model very easily. It is well known that
GPUs have been widely used from researchers for acceler-
ated modeling techniques [47]–[51]. In this implementation,
the initial CA data are stored to the global memory of the
device. It would be probably more efficient to use the shared
memory, which is faster, but for simplicity purposes this
programming approach will be discussed in one of our future
works. The main steps of our algorithm are:
1) Split the CA sub-states into different blocks of threads.

First, a 2-dimensional block for the definition of
the modeling morphology and environment is created
while, a 2-dimensional block for the calculation of
the chemo-attractants’ diffusion, a 2-dimensional block
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FIGURE 2. Graphical examples of Agent t
i,j procedure. (a) Only one (1)

agent seeks to move to north-east cell. (b) Two (2) agents compete for
the same cell. (c) Four (4) agents compete for the same cell.

which holds the Ask ti,j value for every agent at each
time step, a 2-dimensional block to update its cell with
the Rand ti,j values and, finally, a 2-dimensional block,
which calculates the movement of each agent, are also
created.

2) Then, assign a kernel to process andmake the necessary
calculations for every block mentioned before. More
specifically, a kernel to hold and update the Flagi, jt

of the CA cell, a kernel for the computation of the
discrete diffusion equation of the chemo-attractants,
a kernel for the calculation of the Ask ti,j variable, a ker-
nel responsible for the updating of the random values
of Rand ti,j variable and, finally, a kernel that calculates
the movement or not of each CA agent are assigned
respectively.

3) Initialize the current state for all the kernels through
a CPU-GPU memory copy operation, from host-CPU
memory to global memory of the GPU device.

4) Run the appropriate kernel and make the calculations
by using the information of the current block of the CA
variable.

5) At the end of each time step, assign other kernels to
make the device to devicememory copy operation. This
procedure updates the CAcurrent block with the CAnext
block.

6) Finally, complete the simulation, while the final block
of the CA is being retrieved from the global memory of
the device to present the results.

The processing procedure of the host and the device in
order to complete a full cycle of all CA variables is presented
in Fig. 3.

IV. FPGA DESIGN OF THE CA-ABMODEL
In contrast to the serial computers, themodel hardware imple-
mentation has the motive of parallel processing, which is a

FIGURE 3. In each time step every kernel receives a signal from the host
to start the procedure of its block. Every block handles a different CA
state. A whole cycle of the CA rule is finished when the fifth kernel
finishes the calculation of the Agent t

i,j block.

TABLE 1. The flow summary for the basic ca cell produced by Quartus
software.

TABLE 2. The max frequency of the implementation at 85 ◦C and 0 ◦C as
produced by Quartus software.

native characteristic of CA and agent based models as well
as the biological organism we test. This can obviously lead
to further acceleration of the proposed model. To this end we
propose the hardware implementation of the proposed model
to an FPGA device. More specifically, the VHDL hardware
description language was used, while the design and the pro-
cessing of the circuit have been made using Quartus software
and the simulations were done by using Modelsim of the
ALTERA company.

The signals used in this circuit as inputs or outputs are
the same as those in the GPU implementation. Each main
CA cell, or else an FPGA basic block uses approximately
1721 logic elements. The logic elements, the pins, and the
registers used for the basic CA block is presented in Table 1.
The frequencies achieved at 85 ◦C and 0 ◦C corresponding

temperatures, are presented in Table 2. As it is obvious,
the max frequency at 85 ◦C was 14.85 Mhz, while at 0 ◦C
was 16.21 Mhz. So, the frequency speed achieved is approx-
imately 15 Mhz or, in other words, every time step of our
model needs approximately 66 ns. The Power Analyzer tool
of Quartus showed 87.3mW power consumption.

The basic structure of this implementation is called ‘‘Phy-
sarumCell’’ block (Fig. 4). Every ‘‘PhysarumCell’’
block is connected with its 24 closest neighbors and is respon-
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FIGURE 4. Physarum Cell is the basic CA cell in the CA lattice and the basic block in the FPGA. FoodComponent is the component
responsible for the calculation of the chemo-attractants’ diffusion. AskComponent is the component responsible for the calculation of Askt

i,j
variable, while AgentComponent is the component responsible for the calculation of the agents’ movement. LaCenter and RandCenter are
internal cell’s states which refer to the type of the cell’s topology and random number respectively.

sible for handling the signals that try to simulate the behav-
ior of the plasmodium. Figure 4 shows that this block has
97 inputs and 5 outputs. The inputs are:

• 2 circuit signals, 1 bit each, the clock and the reset signal.
• 9 signals, 2 bit each, which represent the morphology of
the neighbors’ and the central cell’s environment.

• 9 signals, which are integers ranging from −10,000 to
10,000 and represent the concentration of the chemo-
attractants of the neighbors and the previous concentra-
tion in the central cell.

• 2 signals which are integers ranging from 0 to 100 and
represent the parameters of the chemo-attractants’ diffu-
sion equation.

• 25 signals, which are integers ranging from 0 to 8 that
hold the neighbors’ values and the central value of the
Ask ti,j variable.

• 25 signals, which are 1 bit each and represent the exis-
tence or not of an agent in the 24 closest neighbors and
that one in the central cell.

• 25 signals, which are integers ranging from −100 to
100 that represent the random values of the neighbors.
These values are used in the case of a conflict during the
agents’ movement.

The output signals are:
• 1 signal, which is an integer ranging from −10,000 to
10,000 and represents the concentration of the
chemo-attractants in the current cell.

• 1 signal, which is an integer ranging from 0 to 8 and
holds the value of Ask ti,j of the current cell.

• 1 signal, which is 1 bit signal, and represents the exis-
tence or not of an agent in the CA cell.

• 1 signal, which is an integer ranging from −100 to
100 that represents the random value that the current cell
holds.

• 1 signal, which is a 2-bit signal and represents the type
of the current cell.

Every ‘‘PhysarumCell’’ block consists of three com-
ponents, the FoodComponent , the AskComponent, and
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the AgentComponent, respectively as shown in Fig. 4.
Each one of the aforementioned component is responsi-
ble for a specific task, i.e to calculate the diffusion of
the chemo-attractants or the movement of the agents. More
specifically, the FoodComponent is a component respon-
sible for the calculation of the chemo-attractants diffusion.
As an input it takes the type of the CA cells of its 9 neighbors
with their type, the 9 chemo-attractants concentrations of its
neighbors with their concentration in the previous time step,
the 2 parameters of chemo-attractants diffusion equation, and
2 circuit signals, namely the clk and the rst. Afterwards
it calculates the result of the diffusion equation and updates
its current value with the new one. The AskComponent is
a component responsible for the calculation of the current
agents direction. In particular, it uses the chemo-attractants’
concentration of its 9 neighbors and two signals for synchro-
nization, i.e. the clk and the rst. It checks from which
direction comes the greater amount of chemo-attractants and
produces in the exit the appropriate integer which declares the
desired direction. Those possible numbers in the exit can be
summarized as follows:

• ‘‘0’’, if there are no chemo-attractants in its neighbors.
• ‘‘1’’, if the chemo-attractants of the north-west neighbor
have the greatest concentration.

• ‘‘2’’, if the chemo-attractants of the north neighbor have
the greatest concentration.

• ‘‘3’’, if the chemo-attractants of the north-east neighbor
have the greatest concentration.

• ‘‘4’’, if the chemo-attractants of the east neighbor have
the greatest concentration.

• ‘‘5’’, if the chemo-attractants of the south-east neighbor
have the greatest concentration.

• ‘‘6’’, if the chemo-attractants of the south neighbor have
the greatest concentration.

• ‘‘7’’, if the chemo-attractants of the south-west neighbor
have the greatest concentration.

• ‘‘8’’, if the chemo-attractants of the west neighbor have
the greatest concentration.

Finally, the AgentComponent is the component respon-
sible for the calculation of the agents’ movement. As an input
it takes the circuit signals (clk, rst), the Ask and the Agent
value of the 25 closest neighbors. This happens because the
central cell must have the information of the position and the
selection of direction of all the neighbors around it. Then it
considers all these as described in II and the output is a 1-
bit signal that takes value 1 if an agent comes or stays to
the cell and 0 if an agent is leaving the cell or the cell stays
empty.

V. MAZE IMPLEMENTATION RESULTS
As proposed in the introduction, firstly we applied our model
in order to solve the maze presented by Nakagaki et al. [1].
This is why we focus on the shrinking behavior of the
plasmodium’s body after its expansion. We have used prob-
ability rules to locate the agents in their initial positions

FIGURE 5. The initial values of the Agent t
i,j . (a) The agents have 70%

probability to take an initial position at a free space of the labyrinth.
(b) The agents have 50% probability to take an initial position. (c) The
agents have 30% probability to take an initial position.

FIGURE 6. The yellow arrows present the sites of the maze from where
the chemo-attractants start to expand.

to simulate the actual distribution of Physarum’s body in
the experiments and we have also used probability in their
movement, because in the case of conflict with many agents’,
the agent with the greater Randomti,j value will eventually
move. Usually, the vast majority of CA ABMs are stochas-
tic, which means that two simulations will not normally
reproduce exactly the same data. However, when repeating
many runs, the qualitative behavior should result with the
same qualitative characteristics in most of them. So, in order
to achieve the reproducibility of the model, we tested our
model for three different initial conditions. At the beginning
we tested a labyrinth, in which the initial agents had 30%
probability to exist or not in a specific cell with 0 as value
for Flagi,j. Then 10 experiments have been made in order
to ensure that reproducibility occurs. Afterwards, the same
10 tests have been made with 50% probability and finally
another 10 tests run with 70% probability.

In Fig. 5, the initial state of the Agent t=0i,j is presented
with probability 70% (5a), 50% (5b) and finally 30% (5c).
The initial food is placed in two sites of the maze as shown
in Fig. 6. These spots are also shown in Fig. 6, to the edges
of the yellow arrows. Then, the model begins to run until no
agents move from their position any longer.

The first 10 results with 70% probability for the ini-
tial agents are shown in Fig. 7. The model run approxi-
mately for 5, 000 steps for every one of the 10 tests. The
average finishing time of the experiment is approximately
4.503s.

The model finds the minimum distance between the
two FSs in 9 to 10 experiments. If we follow the only
closed path from the first source of nutrients, we are going
to reach other source of nutrients along a minimum dis-
tance path. This is achieved in the experiments illustrated
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FIGURE 7. (a)-(j) The 10 different tests for 70% probability for the initial
state.

in Fig. 7(a− d and f − j). Only the experiment in Fig. 7(e)
fails to find the minimum distance, because the path is open
at a specific point.

The other 10 results with 50% probability for the ini-
tial agents are shown in Fig. 8. The model runs approxi-
mately for 4, 500 steps for every one of the 10 tests. The
average finishing time of the experiment is approximately
3.998s. The model finds the minimum distance solution in
the maze in 6 to 10 experiments, which can be considered
as a success having in mind the original distribution per-
centage. The experiments which succeeded are presented
in Fig. 8(d , e, f , h, i, j). Those who have failed because
there is an open path between the two FSs are presented
in Fig. 8(a, b, c, g), respectively.
The final 10 results with 30% probability for the initial

agents are shown in Fig. 9. The model run approximately for
4, 000 steps for every one of the 10 tests. The average fin-
ishing time of the experiment is approximately 3.613s. These
tests failed because just one succeeded to find the minimum
path between the two FSs. The experiments which failed
are presented in Fig. 9(a− f and h− j) and the successful
experiment is illustrated in Fig. 8(g).
As it was mentioned in Section IV, a CA cell in

our FPGA implementation uses approximately 1721 logic
elements. Therefore, in order to create a more practical
and applicable simulation in a real FPGA device, with
almost limited computational resources, we have created a
23 × 23 grid with a total of 910,409 logic elements for the

FIGURE 8. (a)-(j) The 10 different tests for 50% probability for the initial
state.

whole grid. For the time being, there are high-end FPGAs
in the market that come up with 952,000 logic elements, i.e.
28nm Stratix V.

The same initial conditions like the ones implemented in
the software tests, were used in the FPGA implementation.
The results produced by ModelSim were the same with those
produced byCUDA.More specifically, with 70% initial agent
probability the model, also, achieves to find theminimun path
in 9/10 experiments. With 50% initial agent probability it
achieves 6/10 successful experiments and with 30% initial
agent probability, achieves 1/10 successful experiments. But
as we mentioned in the previous sector, our hardware design
achieves 18.6 Mhz frequency. This means that the model
needs approximately 53.7 ns.

So, for 5,000 time steps FPGA needs approximately
268.5µs, for 4,500 needs 241.6µs and for 4,000 needs 214.8
µs. In this way, it achieves a speed-up of approximately six
orders of magnitude against the CUDA implementation.

VI. CREATING PROXIMITY GRAPHS
The next step is to test the above model of Physarum in
more classical graphs. Toussaint [52] used three types of
graphs, the Minimum Spanning Tree (MST), the Relative
Neighborhood Graph (RNG) and the Delaunay Triangula-
tion (DT) and proposed an hierarchy of them. The MST [53]
is a connected acyclic graph which has the minimum possible
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FIGURE 9. (a)-(j) The 10 different tests for 30% probability for the initial
state.

sum of edges’ lengths. The RNG is a graph that uses relative
neighbors to form its edges. Given a set of points P =
{p1, p2, p3, ..., pn} a point pi is relatively close to another pj
if d(pi, pj) ≤ max[d(pi, pk ), d(pj, pk )] for all k = 1, 2..., n,
(k 6= i, j) where d(pi, pj) is the distance between points pi and
pj. DT [54] is a graph subdividing the space onto triangles
with vertices in V , edges in E , where the circumcircle of
any triangle contains no points of V other that its vertices.
Toussaint showed thatMST ⊆ RNG ⊆ DT . In this hierarchy,
the Gabriel Graph (GG) [55] was inserted between RNG and
DT, in which two points pi, pj of the graph form an edge if
the circle having this edge as diameter is empty from any
other points of the graph. In [56], Adamatzky showed that
the plasmodium of Physarum Polycephalum has the ability
to mimic the Toussaint hierarchy. He demonstrated that the
initial conditions of the experiment were crucial for the results
and depending on them plasmodium has the ability to form
different types of graphs. For example, if nodes (nutrients)
are placed in a petri dish and the plasmodium is placed in one
of them to start its foraging behavior then after some time
steps it will probably create an RNGgraph. If the plasmodium
is placed in every node at the start of the experiment, then
it is much more likely to form graphs closer to GGs. In our
model we make use of the second case. We assume that the
plasmodium is placed in every food source which represents
a vertex in the graph. At the first stage the plasmodium starts

FIGURE 10. Test of the proposed model in 6 cities. (a) The initial position
of the cities. (b) The ideal solution. (c) The results of the experiment.
(d) The closed route that determines the path between the cities.

to expand in every direction covering all the area around
a FS. At the next stage, which is the starting point of our
model, it is affected by the chemo-attractants of other FSs,
it shrinks and starts creating protoplasmic tubes between
them.

In this implementation, we stress our model to see how
well it would behave in a simple TSP problem with a few
and many nodes/cities that are placed accordingly to form
either relative neighborhood or Gabriel graphs. We decided
to use 70% probability for the agents’ initial state, because as
presented in Sect. V it produced better results. The following
experiments managed to display their results in the majority
(>60%) of the repeated tests.

First, we tested six nodes to check if a rectangle is
going to be created. The results are presented in Fig. 10.
In Fig. 10(a) the initial position of the cities is presented and
in Fig. 10(b) the ideal solution is presented. In Figs. 10(c, d)
the result of the experiment and the painted closed path
are depicted. It is obvious that in this simple problem,
the model manages to reproduce the same result as the ideal
one.

In order to compare the results of our model in similar
simple problems we created an experiment with 5 cities that
are supposed to form an easy shape as a solution. The exper-
iment is presented in Fig. 11. In Fig. 11(a) it is presented the
initial position of the cities, in Fig. 11(b) the ideal solution to
this problem, in Fig. 11(c) the result of the experiment and
in Fig. 11(d) the path that the agents form. The experimental
results seem to connect all the cities in one pass but the
distance is not the minimum. It has a small diversion from
the ideal path. This proves that the success of an experiment
depends heavily on the initial position of the cities, the initial
position of the agents and the randomness in their movement.
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FIGURE 11. Test of the proposed model in 6 cities. (a) The initial position
of the cities. (b) The ideal solution. (c) The results of the experiment.
(d) The closed route that defines the path between the cities.

So, when we have to deal with more complicated, or different
problems, the results shall be also different.

The next more advanced experiment involved 12 cities that
will produce a circular shape route. For onemore time, we put
agents in an area that covers all the cities with 70% probabil-
ity as before. The experiment and the results are presented
in Fig. 12. In Fig. 12(a) the initial cities’ configuration is
shown. In Fig. 12(b) the ideal path produced by Concorde
software [57] is depicted. Then, in Fig. 12(c− d) the result
of the experiment and the closed path (in order to be more
understandable) are graphically given. Once again, we can
check that the execution of the proposed model manages to
find a path that connects all the cities at least once, but there
is also a small divergence between the experimental and the
ideal result in terms of distance.

A final example is the one given in Fig. 13. As before,
the initial cities’ position is presented in Fig. 13(a), while
the ideal path produced by Concorde software is shown
in Fig. 13(b). Then, in Fig. 13(c− d) the results of the exper-
iment and the closed path are presented. The model finds
the path that connects all the cities at least once, but there
is also a greater divergence between the experimental and the
ideal result in terms of distance, greater than before. The same
philosophy and results are presented in a more complicated,
in terms of shape, problem in Fig. 14.
Based on the provided results, we can say that the proposed

model can be applied on a travelling salesman problem if
the cities/nodes/FSs are placed in such positions that form
relative neighborhood or Gabriel graphs. However, in other
graphs that do not meet those criteria, our algorithm will

FIGURE 12. Test of the proposed model in 6 cities. (a) The initial position
of the cities. (b) The ideal path. (c) The experimental results. (d) The path
that the experiment produces.

FIGURE 13. Test of the proposed model in 12 cities. (a) The initial
position of the cities. (b) The ideal path. (c) The experimental results.
(d) The path that the experiment produces.

probably fail in most cases. Those simulations were tested
both in serial and parallel processing units. The processing
time ranges between 1− 2 seconds running on one core of
a 3rd generation Intel CPU while the FPGA needs approxi-
mately 80.5µs− 107.4µs.
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FIGURE 14. Test of the proposed model in 15 cities. (a) The initial
position of the cities. (b) The ideal path. (c) The experimental results.
(d) The path that the experiment produces.

VII. PHYSARUM LEARNS THE ALPHABET
In the previous section, it was shown that the CA agent model
of Physarum has the ability to resemble proximity graphs by
constructing agent-veins to connect a number of stimuli. The
nodes of these networks are represented by food spots and
the edges are represented by the agent-chains forming virtual
tubes. In this section, our model’s behavior is tested, in the
case that the virtual plasmodium agents are inoculated in a
lattice to interact within a data-set, forming the letters of the
English alphabet.

At the beginning, the stimuli are placed properly in a lattice
of 10, 000 cells without any walls or repellents so as to form
each letter. The number of nutrients ranges between 20 and
40 and is proportional to the complexity of each letter. At the
next step the minimum and maximum (x, y) coordinates of
the stimuli’s covered area are calculated. Then, the initial
CA agents are placed within this area randomly. The initial
probability parameter was chosen to 30% for every cell of the
lattice. It should be noted that in this case, we didn’t want to
increase the population of the agents because an overcrowded
space results in removal of the internal space and transition
from an α-shape to a solid ConcaveHull as happens for exam-
ple during the formation of letter ‘A’. A smaller amount of
agents would lead to an increasing number of discontinuities
between the nutrients.

In Fig. 15 the whole procedure is shown while forming
the letter ‘S’. In Fig. 15(a) the nutrients are placed in the
lattice in order to create the letter ‘S’. In Fig. 15(b) the CA
agents are placed inside the area that the Food spots are
forming with 30% probability. Then, the model is running

FIGURE 15. An example of forming the letter ‘S’. (a) The initial position of
the nutrients. (b) The agents are placed with 30% probability within the
area that the nutrients are forming. (c) The final outcome; the agents
form the letter ‘S’.

for 1, 500 time steps and the final result is presented
in Fig. 15(c). However, there are some small defects and
the line is not purely clear. but it is obvious that the CA
agents managed to approximate very closely the desired
outcome.

In Fig. 16 all the produced letters from ‘A’ to ‘Z’ are
presented. At first sight, it is clear that the proposed model
achieves to form all the shapes of the letters, although,
as expected, some letters are formed better than others. For
example, the letters ‘Q’, ‘O’, ‘S’, or ‘U’ are very clear.
On the other hand, letters such as ‘I’, ‘J’, ‘Y’ or ‘T’ are
also formulated but with less clear way when compared with
the others. Those letters are closer to minimum spanning
trees and could be formed more precisely if the plasmod-
ium was placed in only one FS as suggested in [56]. So,
even if the CA agent model seems to be impressionable
to the initial conditions and the characteristics of each let-
ter, it manages to approximate very closely the desirable
result.

Furthermore, the results of this model were also tested by
implementing some in vitro experiments to prove that the
real plasmodium is also capable to form proximity graphs
such as letters of the alphabet. More specifically, various
cases were tested where the plasmodium tried to recreate
letters of the alphabet and here we present, for sake of
readability and space, the cases of ‘A’ and ‘O’. Twenty oat
flakes, the nodes of the graph, were used in the experiment
to create the ‘A’ letter. Eight oat flakes were placed in each
one of the side edges, three nodes for the horizontal one and
one node is placed at the top vertex (Fig. 17(a)). A small
portion of plasmodium (c. 60mg) is placed on the top of
each oat flake. Each plasmodium starts the expansion of
its mass in every direction searching for new sources of
nutrition (Fig. 17(b)). The plasmodium spreads out pseu-
dopodia detecting relative locations of the closest sources
of nutrients. Using chemotaxis, those pseudopodia sense the
chemo-attractants released by food sources. When another
FS is reached the relevant part of the plasmodium shrinks to
a protoplasmic strand. This strand, also called a tube, con-
nects the initial and newly acquired nutrients. In our model,
the time t = 0 starts when the pseudopodia are expanded
and have reached the food sources. Each plasmodium cell is
represented by one agent in the CA model. The cells interact
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FIGURE 16. The letters from ‘A’ to ‘Z’ produced by the CA agent model.

with each other and they start creating a main protoplasmic
tube between sources of nutrients. The graph that is created
from this protoplasmic tube is the result of the experiment
that is compared with the CA model’s outcome. In Fig. 17(c)
the plasmodium starts to create the desirable tube between
sources of food forming the letter ‘A’. In Fig. 17(d) the
plasmodium has created strong tube connections between the
food sites that form the edges of letter ‘A’ and tries to reach
other food spots in Petri dish so to expand its mass in every
direction.

The same experimental process was repeated to form the
letter ‘O’ (Fig. 18. Sixteen oat flakes were placed in the petri
dish in a circle with plasmodium on top of them. The experi-
ment follows the same stages of evolution as the previous one.
Finally, the plasmodium creates strong connection via tubes
between food sources and the letter ‘O’ is formed. Both exper-
iments similar results and there is a noise in the petri dish from
other smaller tubes or centers of mass. However, these results
are very close to the model’s output which, as mentioned
before, also does not produce clear paths between nodes to
create the alphabet in every case as explained before. As a
conclusion, it can be deduced that the experiments produce
very close to the CA model results and can be used as a proof
of concept.

FIGURE 17. Approximation of letter ‘A’ by Physarum polycephalum.
(a) The experiments start when the FSs with plasmodium are placed
inside the petri dish. (b) Pseudopodia are spread using chemotaxis to
find new sources of nutrients. (c) The mass of connected plasmodia is
reshaped and shrank and it starts creating a main protoplasmic tube.
(d) The letter ‘A’ is formed by the stronger tubes. After creating strong
connections between FSs, Physarum expands almost in every site of petri
dish to find new FSs.

FIGURE 18. Approximation of letter ‘O’ by Physarum Polycephalum.
(a) The FSs with plasmodium on top of them are placed inside the petri
dish in a circle. (b) Pseudopodia search for new FSs. (c) When the
pseudopodia reach the new FSs by following the chemo-attractants, they
start forming a main protoplasmic strand. (d) The letter ‘O’ is formed.
After creating strong connections between FSs, Physarum expands again
in every site of petri dish to find new FSs.

VIII. CONCLUSIONS
The organism Physarum Polycephalum has recently attracted
a wide range of scientists and engineers, because of its ability
to find solution of spatially distributed computational prob-
lems. In the vegetative phase of its life, the plasmodium,
as is referred, the slime mould shows non-trivial patterns
of behavior when tries to create adaptive designs. This is
achieved, because the plasmodium is capable to sensing the
local concentrations of nutritional substances. Their presence
seems to change the structure of some external places in the
membrane and this causes changes to the internal substances
of the organism.

There is no central control or any specified tissue in the
organism. This feature is very convenient for the CA, a pow-
erful parallel modeling tool. From the CA definition we know
that the local rules can be considered as an alternative form

98316 VOLUME 7, 2019



N. I. Dourvas et al.: Parallel Accelerated Virtual Physarum Lab Based on Cellular Automata Agents

of the microscopic reality, which supports the whole macro-
scopic behavior. There is no need to handle the macroscopic
behavior of the system, since the local rules ensure that this
will be produced by the interaction in the microscopic world
without any central control. Furthermore, the simplicity of the
organism’s structure promotes the use of more simple models
and CA rules.

We designed and proposed a novel model based on CA
ABMs which has the ability to reproduce the biological
experiment and create solid tubes between FSs. This model
exploits the inherent parallelism of the CA and CA agents.
We defined the local rules of the CA and the initial conditions
which in this model are very important. A small change to
the initial conditions can lead to successful or less successful
experiments. This is enhanced if we consider that the model is
based on stochastic rules and initial conditions. So, in order
to test the efficacy of our model we tried to achieve repro-
ducibility in the well known maze solving problem and trav-
elling salesman problem. Furthermore, we tested the model’s
ability to form the shapes of the English alphabet’s letters and
combined its output with real organism experiments. In order
to exploit the model’s parallelismwe implemented the tests in
GPU and FPGA environment and repeated the tests multiple
times. The results showed that the model achieved to mimic
the experiments in vitro and accelerate them. As a result, a vir-
tual lab describing the behavior of Physarum Polycephalum
was created speeding up significantly the biological paradigm
and its expected functionality when applied to various
problems.
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