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ABSTRACT Wireless sensor networks (WSNs) are adopted in a variety of fields where coverage enhancing
is a critical challenge because of the requirements of service quality, cost, and energy consumption.
Coverage-enhancing approaches have currently attracted a lot of interest owing to their superior abilities
in the deployment of the WSNs, e.g., maximum coverage, minimum sensors, and minimum energy. In this
paper, a differential evolution-based regional coverage-enhancing algorithm is proposed for directional 3D
WSNs, which is able to maximizing coverage while minimize the number of sensors. First, a directional cone
perception model is designed to better display the actual sensing performance of sensor nodes. Subsequently,
the coverage region is established to describe the perceptual range of nodes. Thereafter, a three-stage
coverage-enhancing method is derived, which includes the pitch angle optimization, the deflection angle
optimization and the redundant node sleeping. These strategies are designed to maximize the perception
range of a single sensor node, maximize the coverage rate, and minimize the number of nodes, respectively.
Finally, simulation results show that our method is able to ensure better performance compared to the state-

of-the-art frameworks.

INDEX TERMS Wireless sensor networks, region coverage, directional sensor, differential evolution.

I. INTRODUCTION

With advancement of the urbanization process in the world,
wireless sensor networks (WSN5s) are widely adopted in mil-
itary [1], [2], wireless communications [3]-[5], smart trans-
portation, smart home [6] and many other fields [7], [8].
Indeed, WSNs have become an indispensable prop for various
applications [9], [10]. Generally speaking, monitoring an area
using WSNs requires a large number of sensors with low
energy, and usually it involve three critical issues, i.e., cover-
age performance, cost and energy consumption. As a result,
strategies for the optimal coverage, cost and energy in WSNs
are essential requirements.

Coverage-enhancing problem is a fundamental problem
in the WSNs. When constructing a WSNs in the region
of interest, a large number of sensors are deployed. Each
active sensor can monitor targets within its perceived area,
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so the coverage-enhancing is mainly to determine whether the
targets located at diverse places can be covered by the WSNss.
We generally refer to coverage performance as the percentage
of target areas to be covered successfully by active sensors
among entire monitoring area. Better coverage performance
often means higher service quality provided by WSNs. The
challenges are mainly related to optimizing a huge num-
ber of parameters of large-scale sensing model. However,
existing approaches are only suitable for small-scale WSNs.
A coverage-enhancing algorithm based on overlap-sense ratio
was proposed to optimize the coverage in [11]. By adjust-
ing the sensing direction of the sensors, the covered area
increased accordingly. In addition, a modified strategy was
presented to shut off the redundant sensors so that network
lifetime can be prolonged. A genetic simulated annealing-
based coverage-enhancing algorithm (GSACEA) was pro-
posed for multimedia directional sensor networks in [12].
GSACEA combined genetic algorithm and simulated
annealing algorithm, and was applied for the purpose
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of coverage-enhancing. A two-phase coverage-enhancing
algorithm was proposed in [13] to improve the coverage
performance. Firstly, differential evolution was used to com-
pute positions of sensors for improving coverage. Secondly,
optimization scheme is suggested to reduce moving distance
of mobile sensors. In [14] a coverage enhancing of 3D
underwater sensor networks based on improved fruit fly
optimization algorithm was proposed. This method realized
the global optimal coverage based on foraging behavior of
fruit flies, and it had the features of higher speed of conver-
gence, few parameters to set up and strong global searching
ability. As mentioned, most methods are designed to improve
coverage without considering more goals such as cost or
energy consumption and so on. So they are not suitable for
multi-objectives optimization viewpoint.

Lifetime-related issue is another important problem in
WSNs. The deployment of sensors in inappropriate locations
or manners, and difficulties in replacing batteries may further
aggravate lifetime-related problems. Therefore, strategies for
the optimal energy consumption are critical, especially con-
sidering that after a small number of sensors have run out
of energy, WSNs can not work properly. Challenges mainly
involve determining whether some parts of the region of
interest covered by a sensor are also covered by other sen-
sors, and determining the sequence of sensor activation or
deactivation [15]. A novel sleep scheduling approach (PCLA)
was proposed in [16]. It aimed at minimizing the number of
sensors to activate for covering a region of interest as well as
preserving the connectivity among sensors. A self-adaptive
sleep/wake-up scheduling approach was proposed in [17],
this approach enabled each sensor to decide its own mode
of operation in a distributed way based on the enhancement
learning technique.

At present, the research on regional coverage-enhancing
for the WSNs mainly includes perception model and
coverage-enhancing method [18], [19]. Most perception
models focuse on 2D situations. A sector model with main
sensing direction and perception radius was proposed in [20].
Two kinds of sensing models based triangles and polygons
pattern were suggested in [21]. Fuyou et al. designed a seven-
tuple directional wireless sensing model based on 2D grid
strategy [22]. Zhang et al. proposed a rotation direction model
with node position and perceptual radius in [23]. Yet above
2D perception model does not conform to physical environ-
ment, some studies have developed 3D models. Ma proposed
a perception model based on main direction, vertical and
horizontal perception range in [24], and Xiao decomposed the
main sensing direction into pitch angle and deviation angle
for reducing complexity in [25]. Jia put forward the concept
of spatial coverage and established a new sensing model
in [26], which combined height information of sensors. Rebai
presented a comprehensive coverage and connectivity cover-
age model in [27]. Kumar proposed square and circular node
perception model in [28]. By combining exponential decay
probabilistic sensing model and omnidirectional probabilistic
sensing model, Si proposed a hybrid probabilistic sensing
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model in [29]. Although the above model has the ability of
spatial description, its spatial coverage area has nothing to
do with the height information of the target, and its two-
dimensional projection plane has no boundary restriction,
so it cannot accurately describe the perception performance
of nodes.

Coverage-enhancing methods mainly include virtual
force [30], [31] and intelligent optimization algorithm [32].
The former converts the coverage enchancing problem into
a problem of solving the uniform distribution of the sensors
centroids. It is necessary to calculate the centroid position
of all sensors, which has high computational complexity.
The latter takes the maximization of coverage as an opti-
mization goal and solves it with an intelligent optimization
algorithm. Numerous studies have shown that intelligent opti-
mization algorithms display excellent performance [33], [34].
Latif et al. proposed a redundant coverage strategy and a cov-
erage blind modification strategy for the energy consumption
of underwater wireless sensor networks in [35]. Wu et al.
proposed an optimal routing protocol based on ant foraging
behavior in [36]. Magaia et al. used a multi-objective evolu-
tionary algorithm SPEA to simultaneously optimize network
delay and expected transmission number [37]. Sun et al.
proposed an optimal coverage method based on probability
model [38]. Jameii ef al. proposed an adaptive multi-objective
optimization framework for coverage and topology control of
heterogeneous wireless sensor networks [39]. Song et al. pro-
posed a perception probability model based on directed sen-
sors [40]. Qasim et al. proposed a deployment method based
on improved ant colony algorithm by improving standard ant
colony algorithm in [41], which improved the convergence
speed effectively. Xu et al. proposed a hybrid multi-objective
decomposition optimization algorithm in [42], which com-
bined a discrete binary particle swarm optimization strategy
to improve coverage and lifetime.

In order to handle coverage-enhancing problem as well
as taken energy consumption and cost into considera-
tion, a novel differential evolution based regional coverage-
enhancing algorithm is proposed in this paper, i. The main
contributions of this paper are listed as follows:

« we contribute a 3D cone directional perception model
with introducing the height information of target and
the perceptual radius of sensor to accurately depict node
perception performance.

« we propose a three-stage coverage-enhancing paradigm
that involves pitch angle optimization, deflection angle
optimization and redundant node sleeping. These strate-
gies are designed to maximize the sensing range of a sin-
gle sensor, maximize the coverage rate of entire WSNs,
and minimize the number of sensors respectively. As a
result, coverage and cost and energy consumption of a
WSNss get a good promotion.

o Our algorithm is different from the existing coverage-
enhancing approaches, as we focus on simultaneous
optimization of multiple objectives rather than a single
objective of the WSNs, which enables the WSNs to
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FIGURE 1. 3D cone directional sensing model.

provide higher quality of service. Furthermore, the com-
putational complexity of our algorithm is reduced.

o Numerical simulations are designed to exam the perfor-
mance of the proposed algorithm.

The reminder of this paper is organized as follows.
Section II presents 3D cone directional perception model
and its related concepts. Section III introduces differential
evolution algorithm for optimizing parameters of the WSNs.
Section IV suggests a three-stage coverage enhancing algo-
rithm to solve the regional coverage-enhancing problem.
Section V discusses the simulation setup and experimental
results. Finally Section VI reports the conclusion remarks.

Il. 3D CONE DIRECTIONAL PERCEPTION MODEL

The application effect of coverage enchancing method is
directly determined by perception model, which is the basis of
the coverage problem in the WSN. But the current perception
models mainly have the following defects, such as mismatch
with 3D physical environment and no boundary limitation
in 2D projection region. To this end, the height information
of target and the perceptual radius of sensor are introduced
in the proposed 3D cone directional sensing model, as shown
in Fig. 1.

The above model rotates with center P, perception radius
R, and angle B. Itis represented by a five-element array (P, C,
o, B, R). P’ is the projection of P on the X-Y plane. C(A,¢) is
the main perception direction of P, the angle between C and
Z axis is pitch angle A, and the angle between the projection
of C on the X-Y plane and X axis is deviation angle ¢. 2«
and 28 are horizontal sensing angle and vertical sensing angle
respectively.
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FIGURE 2. perception region of a single sensor in the X-Y projection
plane (A’ = arccos(z/R), z is the height of the sensor, R is the perceptual
radius of the sensor).

Due to the limitation of vertical sensing angle, different
pitch angle causes the following four cases of the projected
shape on the X-Y plane, as shown in Fig.2.

In order to determine whether the target point T is within
perceptual area of the sensor node P, taking Fig. 2(a) as an
example, coordinates of vertex Oy, Oz, O3, Oy are derived,
as shown in formulas (1)-(6). Further, when T falls in the
sensing area of P, two conditions should be met, as shown
in formula (7) and formula (8).

01 = (x +|P'O1|cos (@+¢), y+|P'O1]sin(a+¢))

(1

02 = (x+|P'Oz|cos (@ —@), y—|P' Oz sin(@—¢))
2)

03 = (x+|P'O3|cos (@ —¢), y—I|P' O3]sin(a—9))
3)

O4 = (x+|P'O4|cos (@+@), y—|P'O4lsin(a+¢))
“4)
|P'O1| = |P'O;| = ztan (A — B) /| cos () | )]
|P'O3] = |P'O4] = ztan (A + B) /| cos () | (6)
|P'B| < |P'T| < |P'O4] (7

—_ —> —> —>

P'T-PCJIPC|>|PT|cos(x) (8)

The above proposed model can be extended to 3D space
coverage problem by setting the height of targets. The 3D
space perception area of the sensor can be mathematically
represented as O10,0304H HyH3Hy.

In order to assess the coverage rate of the whole WSNss,
an evaluation method is designed subsequently, and specific
steps are as follows: 1) The monitored area is discretized into
square grids, and the accuracy of discretization depends on
actual needs; 2) The total number of discrete grid points in
monitored area is obtained, denoted as Q, and the number of
grid points covered by all sensors in the X-Y plane can be
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calculated, denoted as Q;. 3) The total coverage rate of the
WSNEs is Ct = Q;/Q

Ill. DIFFERENTIAL EVOLUTION ALGORITHM

Differential evolution (DE) algorithm has become one of the
most representative evolutionary algorithms because of its
simple operation, strong global ability and high robustness.
Some studies have shown that the performance of DE is
better than other evolutionary algorithms in solving complex
optimization problems. In this paper, DE is employed to
enhance coverage. The mutation, crossover and selection of
DE are respectively shown as formulas (9)-(11).

Vit+D =X (O +F x X)) —Xp30)  9)

where F is a scaling factor, X,|, X2, X,3 are diverse
vectors selected in evolution population, and rl, r2,
r3 are distinct integers chosen from the set {1,2,,N}.

Vi =[Vi1,Viz, -+, Viy] is a mutation vector.
Vii, d (j) < CR
U, = ij» ran (]) < (10)
Xij, otherwise

where CR is a parameter within interval (0, 1), which controls
the fraction of vector components inherited from the mutation
vector. U; = [Ui,l, U, -, U,-,n] is a crossover vector. U; ;
is the j-th dimension of U;, and X ; is the j-th dimension of
X;.

U+ 1),
X; (),

FU+ 1) <fXi)

otherwise

Xit+1= {
(11)

where ¢ is the number of evolutionary iterations, f(-) is the
fitness function.

IV. COVERAGE ENHANCING PROCESS

The pitch angle of sensor controls the projection shape and
area in 2D plane, while the deviation angle determines projec-
tion overlap region between different sensors, so the coverage
rate of WSNs is essentially only related to the pitch angle
and deviation angle of sensors. However, it’s too complex to
optimize them at the same time, thus pitch angle optimization
and deviation angle optimization, is designed in this paper
to improve coverage rate of the WSNs. Moreover, when the
number of randomly deployed nodes increases, there may be
considerable redundant nodes in the WSNs, which will lead to
waste of energy consumption. So a redundant node sleeping
strategy is proposed to reduce the number of working sensors
and extend the life cycle while guarantee coverage.

A. PITCH ANGLE OPTIMIZATION

The projection area of a single sensor on X-Y plane is only
related to the pitch angle, so the pitch angle can be adjusted to
maximize the coverage area. Taking Fig.2(a) as an example,
we have the coordinates of vertex O, O,, O3, and Oy.
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TABLE 1. Algorithm 1: Pitch angle optimization.

Input
Gmaa: the evolutionary iterations
N': the population size
F': the scaling factor
C'R: the crossover probability
Output
Sy : the optimal solution found by DE
1: P <Initialize population, each individual X; = A\;,¢ =1,--- | N
2:t=0
3: While t < Ginaq
4: Oy <+—Create offspring by mutation and crossover
5: P <—Form offspring population by selection
6: Output the best solution in P
7: End

Then, the projection area of the sensor node P on the X-Y
plane can be derived as follows.

$0,0,0504
= SA03P' 04 —SA0,PO,

B ‘ |P'O3||P'O4) sin 2a) | | |P'O1[|P'O2] sin 2ax)

2 2
_|tan? (A + B) sin 2a) tan? (A — B) sin 2cr)
- 2 cos? (a) B 2 cos? (o)
= tan (@) (tan2 (L + B) — tan (A — ,B)) (12)

There are parameters «, 8, A in formula (12), in which «
and B are the fixed parameter of the sensor, and only pitch
angle A needs to be optimized. Obviously, the form of S is
complex non-linear function. It is very suitable for solving
maximum value of § by DE. The process of the pitch angle
optimization based on DE is illustrated in Table 1, and the
specific steps are as follows.

step.1 Parameters initialization, including the maximum
generation (Gy,y), the size of population (N), the scaling
factor (F'), the crossover probability (CR);

step.2 Generate the initial population Py that includes N
individuals, each individual X; is produced by X; = [ +
rand() x u, i = 1,2,...,N, rand() is a random number in
[0,11,] =0,u=m/2;

step.3 Execute mutation and crossover operation, and gen-
erate the offspring population (O;);

step.4 Execute selection operation, and form the next gen-
eration population (P;41);

step.5 Judge whether the G, is satisfied? If so, output
the optimal solution; if not, go to step 3.

B. DEVIATION ANGLE OPTIMIZATION

After the pitch angle optimization, the coverage area of
each sensor is maximized, but there are many percep-
tual overlapping areas and perceptual blind areas between

93693



IEEE Access

L. Zhang et al.: Differential Evolution Based Regional Coverage-Enhancing Algorithm

TABLE 2. Algorithm 2: Deviation angle optimization.

TABLE 3. Algorithm 3: Redundant node sleeping.

Input
Gmaa: the evolutionary iterations
N': the population size
M : the number of sensors
F: the scaling factor
C R: the crossover probability
Output
Sy the optimal solution found by DE
1: P < Initialize population, each individual
Xi=(pir, + ,bij, -+, bim),i=1,--- ,Nj=1--+ M.
2:t=0
3: While t < Ginaq
4: O <Create offspring by mutation and crossover
5: P <Form offspring population by selection
6: Output the best solution in P
7: End

diverse sensors. Therefore, the deviation angle optimization
is proposed to reduce these areas and further improve the
coverage rate of the whole WSNs. The detailed depiction of
the deviation angle optimization is shown in Table 2, and the
specific steps are as follows.

step.1 Parameters initialization, including the maximum
generation (Gyqx), the size of population (N), the num-
ber of deployed sensor nodes (n), the scaling factor (F),
the crossover probability (CR);

step.2 Generate the initial population Py that includes
N individuals, the jth dimension x; of each individual
X; = (x1,x2,...,x,)is produced by X; = [; + rand() x u;,
j=12,...,ni=1,2,...,N, rand() is a random number
in [0,1],1 =0, u =2 X pi;

step.3 Execute mutation and crossover operation, and gen-
erate the offspring population (O;);

step.4 Execute selection operation, and form the next gen-
eration population (Py41);

step.S Judge whether the Gy, is satisfied? If so, output
the optimal solution; if not, go to step 3.

C. REDUNDANT NODE SLEEPING

With optimization of pitch angle and deviation angle, the cov-
erage rate of monitored area has been greatly improved. How-
ever, due to the random deployment of a substantial number
of sensors in WSNs, there will be some redundant nodes,
which are not helpful for improving coverage while result in
wasting energy. Hence, a redundant node sleeping strategy
is proposed to dormancy the sensors that have no effect on
coverage enhancement, so as to maximize the coverage rate
of WSNs with the smallest number of sensors.To determine
whether a sensor is dormant, it is necessary to judge whether
this sensor is redundant. For this purpose, two important
definitions are defined.

93694

Input
All deployed sensors
Output
All working sensor nodes
1: Calculate SDP, CCP of all deployed sensors

2: According to SDP, ensure redundant sensors, and sort the CCPs of
the redundant sensors in ascending order.

3: Select redundant sensor with the smallest CCP to sleep

4: Update the WSNSs, until the coverage descend

5: Output the working sensors

Definition 1 (Sleep Decision Parameter (SDP)): Assume
that the number of discrete grid points in the region covered
by sensor P is N,. If P is closed, and the total number
of discrete grid points covered by other sensors is N;. Let
SDP = N,/N;, when SDP is less than § (§ is a preset
parameter), sensor P enters the sleeping state, then SDP is
called the sleep decision parameter.

Definition 2 (Coverage Contribution Rate (CCR)): Sup-
pose that sleep decision parameter of node P is SDP. Let
CCR = 1 — SDP, then CCR is known as as the coverage
contribution rate.

In case all redundant nodes are dormant simultaneously,
it will inevitably affect the coverage of the WSNs. To this
end, the CCR of all redundant nodes are sorted, the node with
the smallest CCR will be dormant until coverage of WSNs
decreases to an unacceptable level. The process of redundant
node sleeping is as follows, and is shown in Table 3.

step.1 Calculate the SDP and CCR of all sensors in the
WSNs;

step.2 Identify the redundant nodes according to SDP, and
sort the CCPs of the redundant nodes in ascending order;

step.3 Select the redundant node with the smallest CCP to
sleep;

step.4 Update the working sensor nodes in the WSNs, and
repeat step 3 until coverage rate of the WSNs drops.

V. SIMULATION SETUP AND EXPERIMENTAL RESULTS

A. EXPERIMENTAL SETTINGS

All the experimental settings in the proposed algorithm are
listed as the following. 1) The monitoring area is set at
200m*200 m, the pitch angle is [0, /2], the deflection angle
is [0,27], the horizontal perception angle and the vertical per-
ception angle are respectively 2r/3 and /3, the perception
radius R is 30m, and the sensor height z is 6 m. 2) Number
of runs: Each algorithm is run 30 times independently for all
nodes. 3) Termination criterion: The termination condition of
an algorithm is specified in the form of the maximum number
of generations (G,qy). We use the same G, for 200 in all
nodes. 4) Population size: The setting of population size N
is 100 in all problems. 5) Parameters for evolution process:
F = 05, CR = 0.9. In order to verify the effectiveness
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TABLE 4. Contrast experiments before and after the pitch angle
optimization.

number of before after improvement
nodes optimization optimization rate

20 21.8% 34.1% 12.3%

50 41.2% 59.7% 18.5%

80 54.3% 76.5% 22.2%
35 —_— 7
301 b
251 b
20l —— |

20(before optimization) 20(after optimization)
60 - b
501 J
a0l —3 1

50(before optimization) 50(after optimization)
80+

s
70+ ]
60 b
==

80(before optimization) 80(after optimization)

FIGURE 3. Contrast between before and after pitch angle optimization
with 20, 50, 80 nodes.

of our method, the comparative experiments are carried out:
1) the effects before and after pitch angle optimization and
deflection angle optimization; 2) the effects before and after
redundant node sleeping; 3) comparing with other excel-
lent methods. All experiments were carried out on a com-
puter. The PC Configuration is system: Windows XP_SP3;
RAM: 2G; CPU: G620; CPU 2.60 GHz; Computer Language:
MATLAB 2010.

B. CONTRAST BEFORE AND AFTER PITCH ANGLE
OPTIMIZATION

In order to verify the effect of the pitch angle optimization,
the comparison experiments were performed, and the results
are shown in Table 4 and Fig. 3-9.

It can be seen from Table 4 and Fig. 3, after the pitch
angle is optimized, coverage rate of the WSNs is evidently
improved, which verifies the effectiveness of the pitch angle
optimization. Since the perceptual region of a single sensor
is affected by its pitch angle, setting diverse pitch angles will
lead to different perception areas of the sensor. So adjusting
the pitch angle to the best state can maximize the perception
area of the sensor.

As can be seen from Fig. 4-Fig. 9, before the pitch angle
is optimized, the pitch angle of each sensor is different, and
its projection shape and area in 2D plane are also different.
After optimizing the pitch angle, the coverage of each sensor
achieves optimal. As a result, the coverage of the entire
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FIGURE 4. Before pitch angle optimization(20 nodes).
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FIGURE 5. After pitch angle optimization(20 nodes).
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FIGURE 6. Before pitch angle optimization(50 nodes).

WSNs increases. However, there are still a large number of
perceptual overlap areas and perceptual blind areas between
distinct sensors. Meanwhile, there is still much room for
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0 20 40

FIGURE 7. After pitch angle optimization(50 nodes).

200 gy

TABLE 5. Contrast experiments before and after the deflection angle

optimization.

FIGURE 8. Before pitch angle optimization(80 nodes).

FIGURE 9. After pitch angle optimization(80 nodes).

improvement in coverage. Thus, it is necessary to further
optimize the deflection angle for reducing the perceptual
overlap area between different sensors and the perceptual
blind areas uncovered by the sensors.

93696

number of before after improvement
nodes optimization optimization rate

20 34.1% 45.3% 11.2%

50 59.7% 81.8% 22.1%

80 76.5% 95.3% 18.8%
50F — -
ss) E— |
40 -
350 e -

20(before optimization) 20(after optimization)
sol- — |
70~ B
60 e J

50(before optimization) 50(after optimization)
95 ‘;'4‘; 4
90 - 1
851 1
80~ —_— 1
75k —— ]

80(before optimization) 80(after optimization)

FIGURE 10. Contrast between before and after deflection angle
optimization with 20, 50, 80 nodes.
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FIGURE 11. Before deflection angle optimization(20 nodes).

C. CONTRAST BEFORE AND AFTER DEFLECTION ANGLE
OPTIMIZATION

In order to verify the effect of the deflection angle opti-
mization, the comparison experiments were carried out. The
results are shown in Table 5 and Fig. 10-17.

From Table 5 and Fig. 10, it can be seen that the coverage
has been greatly improved after deflection angle optimiza-
tion, which further demonstrates the effectiveness of pro-
posed method.

As can be seen from Fig. 11 and Fig. 12, there is a
certain overlapping area when 20 sensors are deployed.
After the adjustment of the deflection angle, the overlapping
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FIGURE 12. After deflection angle optimization(20 nodes).
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FIGURE 13. Before deflection angle optimization(50 nodes).
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FIGURE 14. After deflection angle optimization(50 nodes).

area almost disappeared, and the coverage is subsequently
improved by 11.2%. It can be seen from Fig. 13 and Fig. 14,
when 50 sensors are deployed, there are many overlap-
ping areas in monitoring region before the optimization of
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0 20 40 60 80 100 120 140 160 180 200

FIGURE 16. After deflection angle optimization(80 nodes).

deflection angle. After the deviation angle of sensors is
adjusted to optimum, the overlap phenomenon is better
improved, and the coverage increases by 22.1%. As can be
seen from Fig. 15 and Fig. 16, when 80 nodes are deployed,
the sensors have covered most of the monitoring areas,
but there are still some uncovered areas. After the deflec-
tion angle optimization, uncovered areas are significantly
reduced, and the coverage improves by 18.8%. Simultane-
ously we can find that as the number of deployed sensors
raises, the monitoring area is basically well covered, but the
overlapping areas also increase. Therefore, the number of
working sensors can be reduced by the proposed redundant
node sleeping.

D. CONTRAST BEFORE AND AFTER REDUNDANT
NODE SLEEPING
In order to verify the effect of the redundant node sleeping,
the comparison experiments were performed, and the results
are shown in Fig. 17-20.

It can be seen from Fig. 17 and Fig. 18, when the redundant
sensors are dormant, the coverage decreases slightly by 2.6%,
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FIGURE 19. before redundant node sleeping(80 nodes).

but the number of sensors reduces from 50 to 43. As can
be seen from Fig. 19 and Fig. 20, after the redundant node
sleeping, the coverage of the WSNs decreases by 2.5%, while
the number of sensors reduces dramatically from 80 to 61.

93698

0 20 40 60 80 100 120 140 160 180 200

FIGURE 20. After redundant node sleeping(80 nodes).

TABLE 6. Comparison of coverage effects of different methods.

initial nodes | initial coverage methods optimal coverage | final nodes
article [23] 41.5% 20
PSO 42.9% 20
20 22.3%
TLBO 43.2% 20
our method 45.3% 20
article [23] 77.4% 50
PSO 78.2% 50
50 42.4%
TLBO 76.9% 50
our method 79.2% 43
article [23] 90.7% 80
PSO 91.1% 80
80 57.8%
TLBO 91.8% 80
our method 92.9% 61

Thus, the redundant node sleeping can decrease a substan-
tial number of working sensors and effectively improve the
energy consumption and the cost of the WSNs. At the same
time, it can guarantee high coverage.

E. CONTRAST OF DIFFERENT METHODS

In order to verify the advancement of the proposed method,
comparative experiments with article [23], TLBO and PSO
are carried out. The results are shown in Table 6.

From Table 6, it can be seen that with the increase of the
number of sensors, the final coverage obtained by our method
is on the rise and it has certain advantages compared with the
other methods. In the meantime, we can see that the proposed
method in this paper eventually achieves the fewer deployed
sensors while ensure the better coverage of the WSNs.

VI. CONCLUSION

In this paper, we stressed the problem of directional 3D
WSNss. First of all, a 3D cone directional perception model
is first established. Then, a three-stage coverage-enhancing
method is proposed, which includes the pitch angle opti-
mization, the deflection angle optimization and the redundant
node sleeping. These strategies are respectively designed to
maximize the sensing range of a single node, maximize the
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coverage rate of entire WSNs, and minimize the number of
nodes. Moreover, our method is different from the existing
research, as we focus on simultaneous optimization of mul-
tiple objectives rather than a single objective of the WSNs
and reduction of computational complexity, which enables
the WSNs to provide higher quality of service. The numerical
simulation results show that the proposed algorithm can gain
the better coverage rate as well as the fewer sensor nodes.
Our future work will focus on spatial coverage issues and the
connectivity of network nodes.

REFERENCES

[1]

[2]

[3]

[4]
[5]

[6]

[71

[8]

[91

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

F. Wen, Z. Zhang, and X. Zhang, “CRBs for direction-of-departure and
direction-of-arrival estimation in collocated MIMO radar in the presence
of unknown spatially coloured noise,” IET Radar, Sonar Navigat., vol. 13,
no. 4, pp. 530-537, Apr. 2019.

F. Wen, “Computationally efficient DOA estimation algorithm for MIMO
radar with imperfect waveforms,” IEEE Commun. Lett., vol. 23, no. 6,
pp. 1037-1040, Jun. 2019.

H. Huang, Y. Song, J. Yang, G. Gui, and F. Adachi, “Deep-learning-based
millimeter-wave massive MIMO for hybrid precoding,” IEEE Trans. Veh.
Technol., vol. 68, no. 3, pp. 3027-3032, Mar. 2019.

G. Gui, H. Sari, H. Sari, and E. Biglieri, “A new definition of fairness for
non-orthogonal multiple access,” IEEE Commun. Lett., to be published.
Y. Wang, M. Liu, J. Yang, and G. Gui, “Data-driven deep learning for
automatic modulation recognition in cognitive radios,” IEEE Trans. Veh.
Technol., vol. 68, no. 4, pp. 4074-4077, Apr. 2019.

X. Sun, G. Gui, Y. Li, R. P. Liu, and Y. An, “ResInNet: A novel deep neural
network with feature reuse for Internet of Things,” IEEE Internet Things
J., vol. 6, no. 1, pp. 679-691, Feb. 2019.

F.Zhu, Z.Li, S. Chen, and G. Xiong, “Parallel transportation management
and control system and its applications in building smart cities,” IEEE
Trans. Intell. Transp. Syst., vol. 17, no. 6, pp. 1576-1585, Jun. 2016.

H. Menouar, I. Guvenc, K. Akkaya, A. S. Uluagac, A. Kadri, and A. Tuncer,
“UAV-enabled intelligent transportation systems for the smart city: Appli-
cations and challenges,” IEEE Commun. Mag., vol. 55, no. 3, pp. 22-28,
Mar. 2017.

A. Alanazi and K. Elleithy, “‘An optimized hidden node detection paradigm
for improving the coverage and network efficiency in wireless multimedia
sensor networks,” Sensors, vol. 16, no. 9, p. 1438, 2016.

D. Jia, H. Zhu, S. Zou, and P. Hu, “Dynamic cluster head selection
method for wireless sensor network,” IEEE Sensors J., vol. 16, no. 8,
pp. 2746-2754, Apr. 2015.

J. Chen, L. Zhang, and Y. Kuo, “Coverage-enhancing algorithm based
on overlap-sense ratio in wireless multimedia sensor networks,” IEEE
Sensors J., vol. 13, no. 6, pp. 2077-2083, Jun. 2013.

K. Zhang, C. Duan, and H. Jia, “Genetic simulated annealing-based
coverage-enhancing algorithm for multimedia directional sensor net-
works,” Int. J. Commun. Syst., vol. 28, no. 9, pp. 1598-1609, 2015.

Q. Zhang and M. P. Fok, “A two-phase coverage-enhancing algorithm for
hybrid wireless sensor networks,” Sensors, vol. 17, no. 1, p. 117, 2017.
Y. Zhang, M. Wang, J. Liang, H. Zhang, W. Chen, and S. Jiang, “Coverage
enhancing of 3D underwater sensor networks based on improved fruit fly
optimization algorithm,” Soft Comput., vol. 21, no. 20, pp. 6019-6029,
2017.

P. K. Sahoo, H. K. Thakkar, and I.-S. Hwang, “‘Pre-scheduled and self
organized sleep-scheduling algorithms for efficient K-coverage in wireless
sensor networks,” Sensors, vol. 17, no. 12, p. 2945, 2017.

H. Mostafaei, A. Montieri, V. Persico, and A. Pescapé, ““A sleep scheduling
approach based on learning automata for WSN partialcoverage,” J. Netw.
Comput. Appl., vol. 80, pp. 67-78, Feb. 2017.

D. Ye and M. Zhang, “A self-adaptive sleep/wake-up scheduling approach
for wireless sensor networks,” IEEE Trans. Cybern., vol. 48, no. 3,
pp. 979-992, Mar. 2018.

A. Sangwan and R. P. Singh, “Survey on coverage problems in
wireless sensor networks,” Wireless Pers. Commun., vol. 80, no. 4,
pp. 1475-1500, 2015.

B. Wang, “Coverage problems in sensor networks: A survey,” ACM Com-
put. Surv., vol. 43, no. 4, p. 32, Oct. 2011.

VOLUME 7, 2019

(20]

[21]

(22]

(23]

(24]

[25]

[26]

(27]

(28]

(29]

(30]

(31]

(32]

(33]

(34]

(35]

(36]

(371

(38]

(39]

[40]

(41]

[42]

H. Ma and Y. Liu, “Correlation based video processing in video sensor
networks,” in Proc. Int. Conf. Wireless Netw., Commun. Mobile Comput.,
vol. 2, Jun. 2005, pp. 987-992.

J. Adriaens, S. Megerian, and M. Potkonjak, “Optimal worst-case cov-
erage of directional field-of-view sensor networks,” in Proc. 3rd Annu.
IEEE Commun. Soc. Sensor Ad Hoc Commun. Netw., vol. 1, Sep. 2006,
pp. 336-345.

F. Fuyou, Y. Guowu, and L. E. Qian-Kai, “Optimized coverage algorithm
of wireless video sensor network based on quantum genetic algorithm,”
J. Commun., vol. 36, no. 6, pp. 94-104, 2015.

K. Zhang, H. Jia, and H. Lv, “Coverage-enhancing approach in multimedia
directional sensor networks for smart transportation,” Multimedia Tools
Appl., vol. 75, no. 24, pp. 17593-17615, 2016.

H. Ma, X. Zhang, and A. Ming, “A coverage-enhancing method for
3D directional sensor networks,” in Proc. IEEE INFOCOM, Apr. 2009,
pp. 2791-2795.

F. Xiao, R.-C. Wang, L.-J. Sun, and J.-Y. Weng, “Coverage-enhancing
algorithm for wireless multi-media sensor networks based on three-
dimensional perception,” Dianzi Xuebao(Acta Electronica Sinica), vol. 40,
no. 1, pp. 167-172, 2012.

Z.-X. Jia, C.-D. Wu, Y.-Z. Zhang, and Q.-J. Wang, “3D sensing model
based optimal space-coverage research for WMSNS,” J. Northeastern
Univ. (Natural Sci.), vol. 36, no. 12, p. 1, 2015.

M. Rebai, M. Le Berre, H. Snoussi, F. Hnaien, and L. Khoukhi, “Sensor
deployment optimization methods to achieve both coverage and connectiv-
ity in wireless sensor networks,” Comput. Oper. Res., vol. 59, pp. 11-21,
Jul. 2015.

V. Kumar, S. B. Dhok, R. Tripathi, and S. Tiwari, “Cluster size optimisa-
tion with Tunable Elfes sensing model for single and multi-hop wireless
sensor networks,” Int. J. Electron., vol. 104, no. 2, pp. 312-327, 2017.

P. Si, C. Wu, Y. Zhang, H. Chu, and H. Teng, “‘Probabilistic coverage in
directional sensor networks,” Wireless Netw., vol. 25, no. 1, pp. 355-365,
Jan. 2019.

Z. Jing and Z. Jian-Chao, “A virtual centripetal force-based coverage-
enhancing algorithm for wireless multimedia sensor networks,” IEEE
Sensors J., vol. 10, no. 8, pp. 1328-1334, Aug. 2010.

J. Huang, L. Sun, R. Wang, and H. Huang, “Improved virtual potential
field algorithm based on probability model in three-dimensional direc-
tional sensor networks,” Int. J. Distrib. Sensor Netw., vol. 8, no. 5, 2012,
Art. no. 942080.

X. Wang, S. Wang, and J. Ma, “Dynamic deployment optimization in
wireless sensor networks,” in Intelligent Control and Automation. Berlin,
Germany: Springer, 2006, pp. 182-187.

Z. L. Lin and Y. J. Feng, “Research on the strategy of wireless sensor
networks coverage by the particle optimization evolutionary,” Chin. J.
Sens. Actuators, vol. 22, no. 6, pp. 874-876, 2009.

J. Wen, J. Jiang, and W.-H. Dou, “Equitable direction optimizing and node
scheduling for coverage in directional sensor networks,” J. Softw., vol. 20,
no. 3, pp. 644-659, 2009.

K. Latif, N. Javaid, A. Ahmad, Z. A. Khan, N. Alrajeh, and M. I. Khan,
“On energy hole and coverage hole avoidance in underwater wireless sen-
sor networks,” IEEE Sensors J., vol. 16, no. 11, pp. 4431-4442, Jun. 2016.
S. Wu, J. Niu, W. Chou, and M. Guizani, “Delay-aware energy optimiza-
tion for flooding in duty-cycled wireless sensor networks,” IEEE Trans.
Wireless Commun., vol. 15, no. 12, pp. 8449-8462, Dec. 2016.

N. Magaia, N. Horta, R. Neves, P. R. Pereira, and M. Correia, “A multi-
objective routing algorithm for wireless multimedia sensor networks,”
Appl. Soft Comput., vol. 30, no. 5, pp. 104-112, May 2015.

Z.Y. Sun, W. G. Wu, and H. Z. Wang, “Optimized coverage algorithm in
probability model,” J. Softw., vol. 5, no. 5, pp. 1285-1300, 2016.

S. M. Jameii, K. Faez, and M. Dehghan, “AMOF: Adaptive multi-objective
optimization framework for coverage and topology control in hetero-
geneous wireless sensor networks,” Telecommun. Syst., vol. 61, no. 3,
pp. 515-530, 2016.

X. L. Song, Y. Z. Gong, D. H. Jin, Q. Y. Li, R. J. Zheng, and M. C. Zhang,
“Nodes deployment based on directed perception model of wireless sensor
networks,” J. Beijing Univ. Posts Telecommun., vol. 40, no. 6, pp. 39-42,
2017.

T. Qasim, M. Zia, Q.-A. Minhas, N. Bhatti, K. Saleem, T. Qasim, and
H. Mahmood, “An ant colony optimization based approach for minimum
cost coverage on 3-D grid in wireless sensor networks,” IEEE Commun.
Lett., vol. 22, no. 6, pp. 1140-1143, Jun. 2018.

Y. Xu, O. Ding, R. Qu, and K. Li, “Hybrid multi-objective evolutionary
algorithms based on decomposition for wireless sensor network coverage
optimization,” Appl. Soft Comput., vol. 68, pp. 268-282, Jul. 2018.

93699



IEEE Access

L. Zhang et al.: Differential Evolution Based Regional Coverage-Enhancing Algorithm

LElI ZHANG was born in Hubei, China, in 1987.
He received the B.S. degree in information and
computing science from the China University of
Geosciences, Wuhan, China, 2010, the master’s
degree from the College of Information and Com-
munication Engineering, Harbin Engineering Uni-
versity (HEU), China, in 2012, and the Ph.D.
degree from HEU, in 2016. He is currently a Lec-
turer with the Electronic and Information School,
Yangtze University, China. His research interests

include intelligent information processing and image processing.

TING-TING LIU was born in Hubei, China,
in 1990. She received the B.S. degree in marketing
from Gannan Normal University, Ganzhou, China,
2012, and the M.S. degree in business management
from the Nanjing University of Finance and Eco-
nomics, China, in 2016. Since 2017, she has been
with the School of Physical, Yangtze University,
China, where she is currently an Associate Profes-
sor. Her research interests include gray systems,
sensor array, and optimization.

FANG-QING WEN was born in Hubei, China,
in 1988. He received the B.S. degree in electronic
engineering from the Hubei University of Automo-
tive Technology, Shiyan, China, 2011, the master’s
degree from the College of Electronics and Infor-
mation Engineering, Nanjing University of Aero-
nautics and Astronautics (NUAA), China, in 2013,
and the Ph.D. degree from NUAA, in 2016. From
2015 to 2016, he was a Visiting Scholar with the
University of Delaware, USA. Since 2016, he has

been with the Electronic and Information School, Yangtze University, China,
where he is currently an Assistant Professor. His research interests include
MIMO radar, array signal processing, and compressive sensing. He is a
member of the Chinese Institute of Electronics (CIE). He is an Associate
Editor of the journal Electronics Letters.

93700

LIN HU was born in Hubei, China, in 1987.
She received the B.S. degree in communication
engineering from the Wuhan University of Tech-
nology, in 2009, and the Ph.D. degree from the
Huazhong University of Science and Technology,
China, in 2017. Since 2018, she has been with the
Electronic and Information School, Yangtze Uni-
versity, China, where she is currently a Lecturer.
Her current research interest includes the theory
and applications of the SFDR (spurs-free dynamic

range) enhancement of wide-band receiver front-end.

CHUANG HEI was born in Henan, China, in 1986.
He received the B.S. degree in information and
computational mathematics and the Ph.D. degree
from the China University of Petroleum (UPC),
Qingdao, China, 2010 and 2016, respectively.
Since 2016, he has been with the Electronic and
Information School, Yangtze University, China,
where he is currently a Lecturer. His research inter-
ests include signal processing, structural health
monitoring (SHM), and nondestructive testing

(NDT). He is a member of the Acoustical Society of China.

KE WANG was born in Hubei, China, in 1988.
He received the B.S. degree in automation engi-
neering from the Hubei University of Technology,
Wuhan, China, in 2010, the master’s degree from
the College of Electronic Information and Control
Engineering, Beijing University of Technology,
China, in 2016, and the Ph.D. degree from the
Beijing University of Technology, in 2016. Since
2016, he has been with the Electronic and Infor-
mation School, Yangtze University, China, where

he is currently a Lecturer. His research interests include mobile robot and
computer vision.

VOLUME 7, 2019



	INTRODUCTION
	3D CONE DIRECTIONAL PERCEPTION MODEL
	DIFFERENTIAL EVOLUTION ALGORITHM
	COVERAGE ENHANCING PROCESS
	PITCH ANGLE OPTIMIZATION
	DEVIATION ANGLE OPTIMIZATION
	REDUNDANT NODE SLEEPING

	SIMULATION SETUP AND EXPERIMENTAL RESULTS
	EXPERIMENTAL SETTINGS
	CONTRAST BEFORE AND AFTER PITCH ANGLE OPTIMIZATION
	CONTRAST BEFORE AND AFTER DEFLECTION ANGLE OPTIMIZATION
	CONTRAST BEFORE AND AFTER REDUNDANT NODE SLEEPING
	CONTRAST OF DIFFERENT METHODS

	CONCLUSION
	REFERENCES
	Biographies
	LEI ZHANG
	TING-TING LIU
	FANG-QING WEN
	LIN HU
	CHUANG HEI
	KE WANG


