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ABSTRACT General anesthesia is a critical procedure in clinical surgery. To offer a closed control of
depth of hypnosis, we establish a closed-loop anesthetic delivery system for propofol anesthesia. The system
consists of three components: 1) three-compartment pharmacokinetic model; 2) a pharmacodynamics model
obtained by identifying the relationship of effect—site concentration and Renyi permutation entropy via
particle swarm optimization; and 3) ant colony optimization proportion integration differentiation controller.
The performance of Renyi permutation entropy and bispectral index in tracking the effect—site concentration
is evaluated by the prediction probability. The assessments of the performance of the controller are using:
1) the rising time, percent overshoot, and settling time and 2) median performance error, median absolute
performance error, wobble, divergence, and integral absolute error. The results show that the prediction
probability of Renyi permutation entropy (0.7940.13 and mean=+tstandard deviation) is higher than the
bispectral index (0.7440.15). The ant colony optimization proportion integration differentiation controller
is quick to respond to sudden changes and maintains the stabilty at the desired depth of hypnosis (rise time
and overshoot are 4.53=£1.96 min and 3.48+1.49 (%), respectively). In conclusion, the proposed closed-loop
anesthetic delivery system has potential value for accurate anesthetic administration.

INDEX TERMS General anesthesia, closed-loop anesthetic delivery system, Renyi permutation entropy, ant

colony optimization proportional integral derivative, particle swarm optimization.

I. INTRODUCTION

Establishing a reliable closed-loop anesthetic delivery
(CLAD) system is an important issue for anesthetists, engi-
neers, and drug researchers. Currently, drug dose control
during surgery depends on anesthetists’ experience and the
clinical interpretation of patients’ physiological information.
Surgeries heavily relying on the anesthetists’ experience
would put patients under the risk of anesthetic overdose or
under-dose [1]-[3]. As surgeries usually last for hours, manu-
ally maintaining a minute-to-minute close control is difficult.
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Therefore, we sought to design a stable CLAD system to
maintain anesthesia in real time.

A. GENERAL ANESTHESIA

General anesthesia (GA) is a drug-induced loss and recovery
of consciousness for executing surgical procedures. Anesthe-
sia includes three components: hypnosis (loss of memory),
analgesia (pain relief), and muscle relaxation. The seda-
tive anesthetics commonly used in clinic include: 1) inhala-
tion anesthetic agent, such as sevofluorane, isofluorane and
devofluorane; 2) intravenous anesthetic agent, such as propo-
fol. Among them, metabolic processes in the body of inhala-
tion anesthetic agents are more complicated than those of
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propofol [1]. As an intravenous infusion anesthetic drug,
propofol has the merits of: 1) rapidly absorbed and metab-
olized characteristics, 2) not easy to accumulate in the

NOMENCLATURE

TABLE 1. List of abbreviations.

Abl?rev Meaning Abl?rewa Meaning
1ation tion
ACO- ant colony optimization
ACO ant colony optimization PID Proportional Integral
Derivative
BIS bispectral index COR correlation coefficient

CLAD closed-loop anesthetic delivery DoH depth of hypnosis

desired Renyi permutation

DRPE EEG electroencephalogram
entropy
ERPE estimated Renyi permutation ESC effect-site concentration
entropy
GA general anesthesia IAE integral absolute error
. Proportional Integral
PD pharmacodynamic PID Derivative
P, prediction probability PK pharmacokinetic
PKPD pharmacokinetic- PSO particle swarm optimization
pharmacodynamic
RPE Renyi permutation entropy TCI target controlled infusion

body, 3) less harmful to the kidneys. Most importantly, the
metabolism, mechanism, and effects of anesthesia have been
well studied and proven to be stable in different popula-
tion (age, race, etc.) [4]. Until now, propofol has become
an important sedative that is widely used for induction and
maintenance in GA. In clinical practices, the administration
of anesthesia for inhalation anesthetic agent is more complex
than intravenous infusion. A closed-loop inhalation anesthe-
sia system needs to adjust the concentration of the inhalation
anesthetic agent as well as the respiratory rate, which is con-
trolled by the anesthesia machine. However, the CLAD sys-
tem only needs to adjust the speed of the injection pump based
on the depth of hypnosis (DoH). The effect of propofol on
the central nervous system can be measured by the processed
electroencephalogram (EEG) recorded from the frontal brain
area. To achieve safe anesthesia, propofol is usually combined
with opioids, such as remifentanil, and neuromuscular block-
ing agents for anesthesia maintenance. Various studies sug-
gested that the intraoperative pain and neuromuscular block
cannot be measured by EEG [5]. As proved in [5], hemody-
namic measurements can be used in administering opioids
during surgery, and the level of neuromuscular blocking can
be measured by electromyography. Due to the vast quantities
of drugs and their varying effect mechanisms, only propofol
is considered in this study.

B. THE DOH ASSESSMENT

The DoH index derived from EEG is generally used as the
feedback signal in the CLAD system. Many indexes have
been proposed as control signals: median frequency [6], spec-
tral entropy [7], bispectral index (BIS) [1], and wavelet-based
index [8]. Among these indexes, BIS is the most commonly
used for DoH evaluation, and it has been proved to exhibit
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good performance in both propofol and isoflurane closed-
loop controls [9]. As the most widely used depth of anesthesia
monitor in the world, BIS can well reflect the state of EEG
activity and the changes of awareness and consciousness in
patients during operation. It is the de facto gold standard in
DoH monitor in clinical practice. Nevertheless, the biggest
drawback of BIS is that it is a non-disclosure algorithm,
which hinders its clinical application. As an observer in
CLAD system, this opaque approach may make the con-
trol system unpredictable. Also, Bibian et al. assessed the
suitability of using DoH monitors for in closed-loop anes-
thesia or sedation delivery and demonstrated that the BIS-
A2000 and M-entropy algorithm could not obtain an unique
linear time-invariant model to capture the dynamic behavioral
change in cortical activity [10]. Jin-Oh et al. proposed that the
wavelet-based index had a better performance in closed-loop
control applications in contrast to BIS [8]. All these studies
showed that a reliable DoH index is important in the CLAD
system and that the commercially acquired DoH measures do
not supply a robust observation for the CLAD.

EEG signals are comprised of macro-scale voltage fluctu-
ations that are a result of ionic currents within millions of
neurons in the brain [11]. Numerous studies have proposed
that EEG is a non-stationary signal that exhibits chaotic
behaviors [12], [13]. Meanwhile, the anesthetic induced hyp-
nosis has a complex effect on the brain, so various nonlinear
methods, such as fractal analysis [14], Hurst exponent [15],
detrended fluctuation analysis [16], Lyapunov exponent [17],
and entropy [18], were utilized for DoH evaluation of the
brain.

In all these nonlinear measures, entropy received much
attention in recent years [19], [20]. In our previous study,
we compared various entropy measures in DoH monitor-
ing [20]. The measures of spectral entropy, wavelet entropy,
sample entropy, approximate entropy, Hilbert-huang spectral
entropy, fuzzy entropy, Shannon permutation entropy, Renyi
permutation entropy (RPE) were analyzed in sevoflurane and
isoflurane [20]. The results showed that RPE exhibited better
performance in tracking the effects of anesthetics on EEG.
These findings lead us to determine whether employing the
RPE measure as the observation in the CLAD system is
possible [20].

So, in this study, we use the RPE as the observation and
compared the performance of RPE with the BIS index, which
is widely used in DoH monitoring, for propofol anesthesia.
The prediction probability (Py) is employed as an indicator
for performance assessment in tracking the effect-site con-
centration (ESC) of propofol [21].

C. THE VIRTUAL PATIENT MODEL

To accomplish the closed-loop anesthesia control sim-
ulation, a virtual patient model library was established
and used to analyze the closed-loop anesthetic control.
The pharmacokinetic—pharmacodynamic (PKPD) model is a
mathematical tool for predicting the effect and efficacy of
drug dosing over time. There are some commonly used PKPD
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models, such as Marsh’s model [22], Schnider’s model [23],
and Schuttler’s model [24]. However, no model has been
regarded as gold standard model for the target controlled
infusion (TCI) system yet. Until now, Schnider’s and Marsh’s
models have been widely applied in the TCI system [4].
Compared with Marsh’s model, Schnider’s model, which
considers more of the patients’ personal information, is rel-
atively more appropriate for personalized TCI. Besides, the
experimental study showed that Schnider’s model needs less
propofol when it is applied in TCI [25]. Therefore, the three-
compartment PKPD model proposed by Schnider was chosen
to establish the virtual patient model in our study.

The pharmacodynamics (PD) model describes the rela-
tionship between drug concentration and the effects on cen-
tral nervous system. This relationship is nonlinear and the
corresponding parameters in PD model are unknown. Thus,
we need to select the appropriate identification algorithm to
identify the parameters of PD model. The particle swarm
optimization (PSO) algorithm can be regarded as a kind of
intelligent search algorithm. It is an evolutionary computation
method, which has been successfully applied in optimiza-
tion problems in science and engineering involving nonlinear
functions [26]. In this study, we identified the relationship
between ESC and RPE with PSO algorithms for comparison.

D. THE CHOICE OF CONTROL ALGORITHM

In the aspect of control methods used in the CLAD, several
researchers developed modern control approaches to anesthe-
sia control simulation [27]. The results yielded better track-
ing performance than manual control, but these approaches
still did not achieve good performance in response time
and were unable to guarantee stability. Proportional Inte-
gral Derivative (PID) controller is a widely used industrial
control method with the advantages of a simple principle,
in the meantime, only few parameters are tuned when PID
controller is used. Besides, its behavior is well understood
and intuitive. Some existing studies have shown that PID
controller can be used for the study of anesthesia closed-loop
control [1], [2]. Also, as proved in [28], a robust PID was
introduced to control the propofol anesthesia for children.
Different PID parameters were set based on age and body
weight. Ant colony optimization (ACO) is an efficient par-
allel search algorithm. Moreover, it is adaptive and easy to
combine with other algorithms. To automatically optimize the
parameters of PID controller, we sought to use ACO to opti-
mize the parameters of PID controller. In the meantime, previ-
ous studies showed that the PID controller optimized by ACO
has excellent performance in direct current motor control [29]
and automatic voltage regulation [30]. Especially, in [31],
the ant colony optimization Proportional Integral Derivative
(ACO-PID) was proposed for controlling of artificial hearts.
It indicated that the ACO-PID has satisfactory performances
and has good robustness. Therefore, in this study, the ACO-
PID controller was employed to perform the CLAD system,
in which the ACO is used to change the proportional, integral,
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and derivative parameters of the PID controller control
algorithm.

In this study, we established a closed-loop anesthesia con-
trol system for personalized propofol anesthesia. RPE was
first proposed to be as a DoH index for the CLAD system’s
estimator. Using ACO-PID controller, the simulation showed
that the control system had the characteristics of minor error,
small fluctuation and high stability. The information of the
virtual patient model were obtained from the actual patient’s
clinical administration. At the same time, the actual drug
delivery rate in clinical practice was used for simulation.
These settings make the simulation process closer to the
actual clinical practice. Therefore, the proposed closed-loop
anesthesia control system has a potential application value in
clinic.

However, it is unrealistic and risky to do clinical tests when
the method and control system have not been evaluated with
simulation and off-line analysis. Thus, the purpose of this
study is to evaluate the method and performance of system
with off-line simulation before further clinical testing and
guidance.

This paper is organized as follows: In Section 2, observa-
tion and definition of the RPE, PKPD model, controllability
and observability of system, the methods used in identifica-
tion part, the controller module, and statistical analysis are
presented. In Section 3, the evaluation of RPE performance,
identification of PD model and CLAD system simulation are
presented. In Section 4, we discuss the present work results
and give directions in future research. Lastly, the conclusion
is given in Section 5.

Il. THEORY

The CLAD system includes the control signal (), the PKPD
model (@ and ®), the identification module (@), and the
controller (®). The block diagram of the CLAD system is
exhibited in Fig. 1.

[ oeere !

‘____‘b@

FIGURE 1. Block diagram of the CLAD system.

The procedures of the control system can be described
as follows: Firstly, we calculated the RPE value, which was
obtained by analyzing the actual clinical EEG data collected
from the clinic during propofol anesthesia. Next is the PKPD
model, which includes two models, the pharmacokinetic (PK)
model (@ ) and the PD model (®). The input of the PK
model was the clinical drug injection rate (mg/kg/h), which
was used to calculate the corresponding central compartment
drug concentration. The input of PD model was the central
compartment drug concentration, and then, the ESC was
calculated. Then, the identification module (®) used PSO
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for parameter identification, the real RPE values and relevant
ESC values were used as the inputs of PSO and then com-
bined with PD model, the estimated RPE is obtained. In order
to distinguish the RPE obtained by EEG recordings from the
output of the PD model, the estimated RPE by the PD model
is defined as ERPE. The reference input is the desired RPE,
which is defined as DRPE. Finally, the ACO-PID controller
(®) calculated the infusion rate of the anesthetic, the input of
which was the error between the ERPE value obtained by PD
model and the DRPE value.

A. OBSERVATION AND DEFINITION OF THE RPE

The RPE is a complexity measure for a time series based on
the nonlinear ordinal analysis and Renyi entropy [20]. Renyi
entropy is a generalized entropy that can provide additional
information about specific events compared with the Shannon
entropy. The details of the RPE measure are described as
follows:

Given a time series x(¢), (1 <t < N), which represents the
EEG signals collected from forehead in this study. The time
series x(¢) was mapped into a m dimensional space, with t as
the time delay, which can be expressed by vectors X; and be
defined as follows:

Xy =[x@®),xt+1),....,x(0t +(m—1)1)] (1)

where X; is an m equally-spaced samples vector from x(z).
For any given number ¢, rearrange X; in an increasing order,
which is defined as follows:

@+ —Dr=x@t+G2—Dr7- - =x(+(@m—D1)]
2

For m different numbers, there will be m! possible permu-
tations [32]. Thus, every vector X; in the m dimensional space
can be mapped by one of the m! possible permutations. Each
permutation is treated as a symbol, so this reconstruction
sequence can be seen as a sequence of symbol. The probabil-
ity of j; permutation mode occurring is defined as P;, which
can be calculated as follows:

j

pj= 3

m!

don
=1

where j represents permutation mode, and #; is the number of
vectors in each permutation mode. Then RPE can be defined
as follows:

log Y7, p¢
(1 — a) x In(m!)

where a is the selector of probability, which can tune the
sensitivity of RPE in measuring the randomness of EEG
signal. According to the references [19], [26], we choose
m=6,7 =1 and a = 2 for the RPE calculation. To achieve
a consistent index range with the ERPE derived from the
PKPD, the index range of the RPE, which ranges from O to 1,
is expanded to [0 100].

RPE = “4)
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B. PKPD MODEL

The PKPD model is important for describing the drug
metabolism and predicting the effect and efficacy of drug
dosing over time. It consists of two parts: PK and PD models.
The PK model describes the concentration of drugs in tissues
over time, and the PD model describes the drug effects on
the body by linking the plasma concentration to an efficacy
metric. The Schnider propofol model has been verified to
be suitable to the TCI system [4], in this study, we built the
virtual patient models based on the Schnider propofol model.
The block diagram of PKPD model is shown in Fig. 2.

pharmacokinetics Injection rate u(f)
r Kio

2 Vi - > v
Fast compartment Central compartment

muscle kn Intravascular flow Fat
(&) = > C <

V.

I
I
pharmacodynamics :
I
I

FIGURE 2. Three-compartment PKPD model block diagram.

The PK model is modeled by a third-order differential
equation, which is established based on mass balance theory
and described as follows, and the details of the parameters are
presented in [1], [4].

Vs
490 = —(kyo + k12 + k13)C1 (1) + kay vlcz(t)

+k V3C(t)+1 )
— —u
31V 3 Vl

(5)
dCZ(t) = klzhcl(l) — kleZ(t)
dcslt(t) “;2
(;t :k13V—;C1(I)_k3lC3(t)

In these equations, Cp represents the drug concentration
in the central compartment [g/ml], while C; and C3 rep-
resent the drug concentration in the fast compartments and
in the slow equilibrating peripheral compartments, respec-
tively. The central compartment refers to intravascular blood.
The fast compartment is defined as the tissues of the rapid
distribution, such as muscle. And the slow compartment is
defined as the tissues of the slow distribution, such as fat. The
u(t) is the input of PK model and whose unit is [mg/kg/h].
The parameter ki is the eliminating rate of anesthetic. The
parameter k;;(i,j = 1,2,3,i # j) denotes the drug transfer
coefficient from the iy, to j;; compartment, and they depend
on the patients’ weight, height, age, gender and so on [1], [2].

k10=ﬁ, k12=@, k13=%, ka1 =@, k31 _ (6)
Vi Vi Vi Va V3
where Cj1,C;p and Cj3 represent the clearance rates of
the relevant compartments. Where Vi, V, and V3 rep-
resent the volume of central compartments, the volume
of fast compartments, the volume of slow compartments,
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respectively.

Vi =427, V,=18.9-0.391 x (age—53), V=238  (7)
Ci1 = 1.8940.0456 x (weight —77)—0.0681 x (Ibm—59)

4+ 0.0264 x (height — 177) ®)
Cpp = 1.29 — 0.024 x (age — 53) C)
C;3 = 0.836 (10)
. weight?
1.07 - weight — 148 - ———, female
_ height?
Ibm = So's (11
. weight
1.1 - weight — 128 - — ,  male
height?

where [bm is lean body mass.

Based on the formulas (6) - (11) and actual patients’ phys-
iological information, we can get each range of the drug
transfer coefficient k;; and showed in Table 2.

TABLE 2. Drug transfer coefficient between different compartments.

Coeffici
ent klO k12 k21 le k31 keo
Ranee 0.337 - 0.848 - 0.097 - 0.285 - 0.008 - 0.025 -
s 0.476 1.872 0.456 0.567 0.070 5.000

The PD model consists of a first-order differential equation
and a nonlinear Hill equation, which is designated to combine
the drug concentration with DoH index. The PD model is as
follows:

dCefr(1)
dr

ERPE(t) = Epax — (Emax — Emin) -

= keo(C1(1) — Cgr (1)) (12)

Ceﬁ‘(t)y

——— (13)
ECY + Ceg ()Y

where C, and C; represent the drug concentration in the
effect-site compartment and in the central compartment,
respectively. The parameter k¢ is the transfer ratio between
the effect-site compartment and the central compartment. Cy
can be calculated by equations (5) to (12), which is a vector
as the input of equation (13).

For equation (13), Enmax and Enj, represent the maximum
and minimum ERPE, respectively, ECsg is the drug concen-
tration at which the ERPE is at half maximum, and y is
the slope of the Hill equation curve. The four parameters
Emax> Emin, ECso, and y are the parameters of individual
patient to be determined and they might change during the
process of anesthesia triggered by surgical stimulation or drug
interaction.

The incorporation of the three-compartment PK model and
the identified PD model constructs the virtual patients for
simulation.

1) PERFORMANCE OF THE SYSTEM
By transforming equation (5) into the state equation,
PK model can be represented by equation (14).

dC(t)
a5 = A-C@t)+B-ul)
Cok =D-C@®) (14)
where Cpy is the output of PK model.
%) V3
—(k k k13) —ka1 —k
( 10-‘1-/ 12 +k13) y, ket ke
A= L1y —ka O (15)
\‘;2
1
—k 0 -k
Vs 13 31
Bz[%oq (16)
D=[100] (17)

As we know, the relationship between state space expres-
sion and transfer function is as follows:

W(s) = D(sI — A)~'B (18)

According to the above relationship, we can convert the
equations of (15) - (17) into equation (19), as shown at the
bottom of this page.

So the characteristic expression is shown in equation (20).

5° 4 (ko + ki + ki3 + ka1 + k31)s? + (kioka1 + kioks1
+ki2k31 + kizko1 + ka1k31)s + kiok21ks1 =0 (20)

Because all coefficients of the characteristic equation are
positive, and

(k10 + k12 + k13 + ko1 + k31)(kioka1 + kioka1 + ki2k31
+ ki3ko1 + ka1k31) > kioka1k3i 2n

According to Routh criterion, the model is stable. Also,
according to equation (19), as long as the k1> and ki3 are
not zero (actually they are not), there is no zero-pole can-
cellation between the denominator and the molecule in the
transfer function. Therefore, the system is controllable and
observable.

C. STATE MODEL IDENTIFICATION

The PD model parameters were identified by using the PSO
based on propofol anesthesia EEG data set.

1) THE SPECIFIC IDENTIFICATION PROCESS OF PSO

PSO is a stochastic optimization technique inspired by
bird flocking or fish schooling. Compared with other evo-
lutionary computation algorithms, such as genetic algo-
rithms [33]-[36], the PSO has no evolution operators [37].
Detailed description of PSO can be found in the Appendix B.

(s + ko1)(s + k31)

1
W(s) =
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Finally, the parameters of PSO were set with the follow-

ing parameters: group size N = 80, maximum velocity
of particles Vinax = 1, and maximum position of particles
Ymax = 100.

2) THE EVALUATION OF IDENTIFICATION RESULTS
In order to assess the identification results, the fitness is used,
which is defined as follows:

||r—f’

lr =7l

fitness = <1 — ) - 100% (22)
where r is the RPE index value calculated from the EEG
recordings, 7 is the ERPE index obtained by the identification
method, and 7 is the average value of r. A high fitness
value means that the model and the actual value have small
difference with each other.

D. THE EEG RECORDING AND PREPROCESSING
To identify the model parameters of PD to achieve an accurate
ERPE estimation in the control system, we examined two
EEG data sets from twelve subjects. The first data set had
eight human volunteers introduced in a previous study [38],
who were only injected with propofol during the procedure.
The second EEG data set included 8 patients undergoing out-
patient elective colonoscopy procedure in the Anesthesia and
Operation Center, Chinese PLA general hospital. Detailed
information on the data set can be found in the Appendix C.
Several procedures were adapted to reduce artifacts before
DoH index extraction. First, the raw EEG amplitude values
larger than 200 wV which were considered as noise was
removed. Second, a classical adaptive noise canceling was
employed to reduce the 50 Hz power line interference. The
least-mean-square adaptive algorithm was utilized to adjust
the filter. Third, a zero-phase digital filter (filtfilt.m, butter-
worth order = 3) was used to obtain the EEG recording in the
frequency band of 0.1 - 45 Hz. Finally, the EEG recording
was resampled to 100 Hz for RPE calculation. The EEG
recordings which had a noisy data length of more than 20%
were not considered for analysis. Finally, 12 subjects were
enrolled for PD model parameters identification.

E. CONTROLLER DESIGN
In this study, we use the ACO-PID control method as the
CLAD system controller. The PID controller algorithm is
widely used in industrial control systems for its simple struc-
ture. It calculates the error between the desired and the mea-
sured value. It is mainly made up of three separate parameters,
namely, proportional K, integral K;, and derivative K;. The
differential equation of this control algorithm is expressed as
follows:
L
d(t) = Kpe(t) + l / e(t)dt + Td@ (23)
Ti Jo dt

where K, is proportional coefficient, T; is the integral con-
stant, and Ty is the differential constant, respectively, e(?) is
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the error between the actual ERPE and the DRPE, and d(¢) is
the output of the controller.

Traditional PID controller parameters’ adjustment method
cannot guarantee the most optimum results. Therefore,
the optimization algorithm ACO is developed for auto-tune
PID controller to improve the control performance. The pro-
cess of ACO tuning PID controller parameters is depicted
in Fig. S1. The specific optimization process of ACO can be
seen in the Appendix D.

To select a suitable iteration, we test the number from
40 to 400 with an interval of 20. The results showed that
the 40 - 60 iterations can find a similar optimal solution for
identification as simulated in 400 iterations. The computation
cost will greatly increase if the number of iterations is set too
large. To achieve a reliable and relatively fast identification,
we chose 60 as the iteration number.

F. STATISTICAL ANALYSIS
In this study, to compare the performance of BIS and RPE in
tracking the ESC of propofol, we calculated Py [21]. The Py
was defined as:
_ P c + P tx/ 2
“T Pt Pat Py

where P, is the random probability of two data points,Ps,
is the independent probability of two data points, and P, is
an alternative consistent or inconsistent probability. Py = 1
of the RPE or BIS meant that the indices could correctly
predict the ESC of propofol. A Py value of 0.5 indicated
that indicators (RPE or BIS) were no better than chance in
predicting the ESC of propofol. Considering the decrease of
RPE and BIS with the increase of propofol concentration,
the Py value was replaced by 1 — Py in this study. Detailed
information on Py can be found in the Appendix E.

In order to compare the correlation between BIS and RPE,
we calculated the correlation coefficient (COR).

The correlation coefficient is a measure of the degree of
linear correlation between two variables x(¢) and y(z). Its
formula is as follows:

(24)

cov(x(2),y(1))
Vvar(x(t))var(y(1))
where, cov(x(?),y(¢)) is the covariance of x(z) and y(¢). The
var(x(¢)) and var(y(z)) are the variance of x(¢#) and y(z),
respectively. The correlation coefficient describes the degree
of correlation between x(¢) and y(#). The range of values
for COR(?) is [-1, 1]. If COR(#) > O, there is a positive
correlation between x(¢) and y(¢). Whereas, there is a negative
correlation between x(7) and y(t) when COR(#) < 0. In this
study, we used the absolute value of COR, i.e., |COR(?)|,
to measure the correlation degree of two index. The | COR(?)|
value greater than 0.8 is high correlation, between 0.5 and
0.8 is medium correlated, between 0.3 and 0.5 is low corre-
lated, and less than 0.3 indicates no correlation [39].

The performance of target tracking in the control system is
explained by rise time, overshoot, and settling time. Rise time
is defined as the time from the start of the change point to the

COR(t) = (25)

VOLUME 7, 2019



Z. Liang et al.: Ant Colony Optimization PID Control of Hypnosis With Propofol

IEEE Access

point at which the ERPE first reaches the target, and settling
time is defined as the time span of the controller needed from
onset to the time point of the controller stabilizing within 5%
of the target. Overshoot is the percent difference between
the steady value and the target measure. These metrics are
calculated for the target ERPE tracking in three phases: I.
Induction stage (0 min < t < 10 min), II. deep anesthesia
stage (10 min < t < 30 min), and III. shallow anesthesia stage
(30 min < t < 50 min).

Furthermore, some statistical metrics, which are widely
used in closed-loop anesthesia system [40], including median
performance error (MDPE), median absolute performance
error (MDAPE), wobble, and divergence, are calculated based
on error for CLAD performance evaluation. The details
(26)—(30), as shown at the bottom of this page.

The meanings of these metrics are described as follows:
1) The symbol of error in equation (26) is defined as the
error between the ERPE obtained by system and the DRPE.
2) MDPE is a measure of bias, whose meaning is the median
error. It is a signed value and can reflect the overdose or
under-dose of anesthetics. When MDPE is positive, it indi-
cates that the anesthetic drug is under-dose, otherwise, the
anesthetic drug is overdose. 3) MDAPE can reflect the inac-
curacy of the control system. 4) Wobble can measure the vari-
ability of the performance error. 5) Divergence is often used
to assess the expected systematic time-related changes of per-
formance. If divergence is a positive value, it means the out-
put of system diverges from the DRPE, otherwise, it means
that the output of system converges to the DRPE [40].

In addition, the performance of rejecting disturbance is
evaluated by integral absolute error (IAE), which is defined
as follows:

t
IAE = / le(t)dt| (31)
0

where e(t) is the errors between the DRPE and ERPE.
A smaller of the IAE value means the better anti-jamming
performance of the system.

IIl. RESULTS

A. THE EVALUATION OF RPE PERFORMANCE

Fig. 3. shows a patient’s EEG recording during propofol
anesthesia, corresponding ESC estimated by PKPD model,
BIS value collected from BIS monitor and RPE calculated

E
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FIGURE 3. EEG recording and corresponding indicators. (A) EEG signal of
a patient. (B) ESC calculated by PKPD model. (C) RPE calculated by EEG
signal and BIS collected by BIS monitor.
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FIGURE 4. The Pj of RPE and BIS for 12 patients.

from EEG. It can be seen that the BIS and PRE have similar
trend during propofol anesthesia.

In order to evaluate the performance of RPE in tracking
the ESC of propofol, we compared the Py value of both RPE
and BIS. The Py values of 12 patients’ RPE and BIS indices
are represented in Fig. 4. Both the BIS and RPE have high Py
values. The statistics showed that RPE has a higher predictive
performance (0.7940.13, mean =+ standard deviation (mean
=4 SD)) than BIS (0.7440.15).

In addition, we calculated the correlation coeffi-
cient (COR) between RPE and BIS. The statistics of the COR

ERPE — DRPE
error = W (26)
MDPE = median (error) 27
MDAPE = median(abs(error)) (28)
Wobble = median {|error — median (error)|} (29)
SV error| x 1 — (XN errorii]) x (XN 1)/Ni
divergence; = 60 x — ! | U| J i=1 | U| =1 (30)
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TABLE 3. The COR of RPE and BIS for all patients.

Patient COR Patient COR Patient COR

1 0.87 5 0.95 9 0.62
2 0.88 6 0.69 10 0.61
3 0.92 7 0.76 11 0.65
4 0.62 8 0.77 12 0.75

are shown in Table 3. It can be seen that the all the COR
values are higher than 0.6, which demonstrates that RPE and
BIS have a high and medium correlation and index range
during anesthesia. So, similar to the BIS, we set the index
range of RPE with moderate anesthesia as 40 - 60 for CLAD
simulation.

B. IDENTIFICATION OF THE PD MODEL

By taking the propofol infusion velocity and drug stop time,
which are described in [38], as the inputs of the PKPD model,
we obtain the ESC of each patient. Fig. 5. illustrates the rela-
tionship between the ESC and the RPE obtained by analyzing
the recorded EEG of twelve patients. All sections feature
a clockwise hysteresis loop, which reflects the lag between
two variables. Fig. 5. also verifies that no strict one-to-one
relationship exists between two variables. Compared with the
ESC increasing phase, the same concentration corresponds to
a small RPE in the decreasing phase.
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! } w80
) m wm m
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60 60 60
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ESC . ESC ESC
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FIGURE 5. Plots of RPE obtained by EEG versus effect-site concentration
(ng/ml)).

In this study, we used PSO to identify the PD model param-
eters. After 20 simulation trials, the best results by using PSO
are chosen and shown in Fig. 6. The fitness statistics results
of PSO are shown in Table 4.

The identification results with the degree of fitness more
than 50% are considered for virtual patients’ construction.
In our experiments, we found that when the fitness value is
less than 50%, the identified PD model was inconsistent with
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FIGURE 6. Plots of RPE obtained by EEG data (blue line) and identified
ERPE (red line) by PSO algorithm. (1-12) represent the patient number.

TABLE 4. The fitness of the PSO for 12 patients (1 to 12) (%).

Patient  fitness Patient fitness Patient fitness
1 73.9 5 78.6 9 57.6
2 45.1 6 62.8 10 84.3
3 30.4 7 56.7 11 86.6
4 68.9 8 43.9 12 85.7

the actual situation of the patient. Under these conditions,
the model does not represent the actual patient situation very
well. In order to achieve a balanced sample of virtual patients
with real subjects enrolled, the PD parameters of patients 2, 3,
and 8, whose fitness values are less than 50% (see in Table 4),
were reconstructed based on the average of those patients
with the fitness more than 50% [41]. The 2, 3, and 8 patient’s
PD model parameters are obtained by taking the average of
the parameters of 4 and 5, 4 and 6, 5 and 6, respectively. The
identification parameters of 12 virtual patients obtained by
PSO are showed in the Table 5.

C. THE CLAD SYSTEM SIMULATION

Before the simulation, we need to design DRPE curves.
Traditional classification for anesthesia is Guedel’s classifi-
cation. Guedel’s classification for anesthesia is mainly aimed
at a sole inhalational anesthetic agent, whose classification
depend upon the muscular movements [42]. Guedel divides
anesthesia into four phases: analgesia, excitement, surgi-
cal anesthesia, respiratory paralysis [43]. However, for the
closed-loop control of anesthesia, most of the researchers
divided the anesthesia procedure into three phases: induction,
maintenance and emergence [8], [44]. Furthermore, the pro-
cess of closed-loop control anesthesia does not need to con-
sider the recovery phase for the drug had ceased in this phase.
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TABLE 5. Biometric values of the 12 patients obtained by identification
of PSO.

Patient  Age Weight[kg] Height[cm] gender  Eui Enin Y ECs
1 39 98 191 M 882 219 244 770
2 26 78 179 M 847 105 3.55 10.5
3 30 120 198 M 832 257 357 9.64
4 26 81 178 F 79.8 21.1 5.50 791
5 37 78 177 M 89.4  0.00 1.60 13.1
6 27 95 183 M 86.5 30.3 1.63 114
7 42 68 165 F 90.1 0.00 1.05 946
8 36 89 176 M 88.0 15.1 1.61 12.2
9 41 66 169 F 91.5 572 1.70 4.14
10 40 65 165 F 93.1 27.7 2.87 20.9
11 43 57 165 M 91.2 55.4 1.82 40.9
12 39 73 169 M 93.2 2.86 1.26 4.04

TABLE 6. Optimized PID parameters by ACO.

Patient K, K; K, Patient K, K; Ky

1 30 047 108 7 30 041 129
2 30 029 9.62 8 27.8 041 158
3 30 030 10.0 9 30 028 143
4 30 029 8.50 10 30 022 127
5 30 020 143 11 30 023 119
6 30 023 9.67 12 274 035 13.0

Considering the real procedures during surgery, we divided
anesthesia into three phases: induction, deep anesthesia, and
shallow anesthesia according to clinical monitoring devices
such as the BIS monitor, in which the deep anesthesia and
shallow anesthesia are included in the maintenance phase.
The ERPE set points of three phases (induction, deep anesthe-
sia and shallow anesthesia) are 70, 40, and 60, respectively.
The closed-loop control of propofol is simulated using the
ACO-PID algorithm. For the ACO control, the numbers of
population, variables, and iterations are 40, 3, and 60, respec-
tively. The PID controller parameters optimized by the ACO
are summarized in Table 6. Notably, the manipulated variable
u, that is, the propofol infusion rate, is usually limited to O -
40 mg/kg/h to ensure the patients’ safety [45].

Fig. 7. shows the results of the propofol auto control.
Fig. 7.(A) illustrates the DRPE and ERPE obtained by PD
model of twelve patients. Clearly, the ERPE obtained by
PD model can track the target curves precisely by reacting
to the desired changes rapidly and maintaining the desired
value. Fig. 7.(B) illustrates the manipulated propofol infusion
rate adjusted by the controller. Different colors represent
different patients. Among all the patients, patient 12 is the
most sensitive one, with a large ERPE decrease and a small
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FIGURE 7. (A) Closed-loop response of ERPE (solid line) and the target
curve (dotted line). (B) Propofol infusion rate of twelve patients. Different
color represents different subjects.
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FIGURE 8. Diagram of ACO tuning PID parameters. The parameters Kp, K;
and K4 are designed as nodes. Each path of ant colony contains three
nodes which come from the three parameters. Ants constantly release
pheromones when they move. When other ants choose the path, if they
find the path with pheromone, they tend to choose to move along the
path, which strengthens the pheromone concentration of the path.
However, with the passage of time, pheromones on the path will continue
to volatilize, and the attraction to ants will decrease. Compared with
longer paths, ants spend less time passing through shorter paths, and
pheromone concentration in shorter paths is often higher than that in
longer paths. Ultimately, the whole ant can find the best path. They can
be considered as probabilistic multi-agent algorithms using a probability
distribution to make the transition between each iteration [64].

amount of propofol. While, patient 6 is considered as an
insensitive patient. When these patients’ DoH indices are
the same, patient 6 needs more anesthetic drug. In order
to better illustrate the system’s robustness, we divided the
maintenance phase into four stages and set another target
curve at 50, 40, 60, and 50. Each of these stages lasted
10 minutes except the last stage which lasted for 20 min-
utes. In this condition, the target curve represents a more
complex surgical procedure, and simulation results are shown
in Fig. 9. The results show that the ERPE obtained by PD
model can track the target curves precisely by reacting to
the desired changes rapidly and consistently maintaining the
desired value. In addition, we added the artificial noises to
test the performance of rejecting disturbance, the standard
stimulus profile is shown in Fig. 10 [41]. In this profile, each
interval represents a specific stimulus disturbance during the
surgery. The simulation results are shown in the Fig. 11.
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FIGURE 9. (A) Closed-loop response of ERPE (solid line) and the target
curve (dotted line). (B) Propofol infusion rate of twelve patients. Different
color represents different subjects.

The disturbance of DoH

0 10 20 30 40 50
Time(min)

FIGURE 10. The simulated disturbance signal.
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FIGURE 11. The simulation of the 12 patients with surgery stimulation.
(A) Closed-loop response of ERPE with artificial disturbance (solid line)
and the target curve (dotted line). (B) Propofol infusion rate of twelve
patients. Different color represents different subjects.

To evaluate the control performance, we adopted two sets
of assessment indicators. The first set of evaluations assess-
ing the tracking ability of the simulations is summarized
in Table 7, whose form is mean £ SD. Compared with the
references of [44], [46], the overshoot of the three phases is
smaller, thus indicating a good stationarity of the system, and
the rise time and settling time are also smaller, which reflects
the rapid response of the system, which are also within the
tolerance.

Another performance assessment of the closed-loop anes-
thesia control system is evaluated by the indices of MDPE,
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TABLE 7. Setpoint tracking metrics of PID controller(mean=+SD).

Phase Rise .time Overshoot Settling time
(min) (%) (min)
1 2.57+0.61  0.02+0.26 1.96+0.69
2 6.62+3.92  -0.15£1.50 5.06+2.65
3 4.40+1.36  -0.29+0.60 3.43£1.12
Mean 4.53+1.96  0.15£0.79 3.48+1.49

TABLE 8. The evaluation of the PID controller performance.

Index MDPE(%)  MDAPE(%)  Wobble(%)  Divergence(%) TIAE

mean+SD  0.20+0.01 0.20+0.01 0.19+0.01 -0.35+0.06 411£66

MDAPE, wobble, and divergence. The evaluation results are
shown in Table 8. The mean of MDPE’s absolute values and
mean of MDAPE values are small, which indicate that the
system has relative precisely control performance. The mean
value of wobble of all the patients is small, which indicates
small overall oscillations in the simulation. The mean value
of divergence of 12 patients is a negative value, which reflects
that the ERPE obtained by PD model converges to the DRPE.
It also can be seen that the IAE values are less than those
in the reference of [47], which employ the similar infusion
profiles with our study. Also, the ACO-PID controller can
rapidly react to desired changes with a small overshoot. It can
also precisely maintain the desired DoH, which is essential
in clinical practice. Altogether, the metrics suggest that the
ACO-PID is simple and may be able to meet the stringent
performance requirements of anesthesiologists.

IV. DISCUSSION

In this study, we proposed a CLAD system based on the ACO-
PID controller. RPE is first used as the DoH index in CLAD
system for propofol anesthesia. The results showed that RPE
has a higher Py value than BIS in monitoring DoH. A virtual
patient library is established based on a three-compartment
PK model and PSO identification algorithm is employed for
PD model’s parameter optimization. The simulation results
showed that the ACO optimization is feasible and effective
in PID controller parameter optimization and that the anes-
thetic control manipulated by ACO-PID controller can track
the DRPE curve quickly and accurately to meet the control
requirement. The results also verified that different patients
have different sensitivities to anesthetics.

RPE is a generalized form of permutation entropy, which
is derived from symbolic dynamics and Renyi entropy. The
permutation entropy measures the complexity of order pattern
in the time series and has been widely used in physiological
signal analysis [48], [49]. The central procedure of permu-
tation entropy is the symbolic transform, which transforms
the time-series recordings into a corresponding sequence
of symbols by comparing the amplitude of the neighboring
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time-series [32]. The merits of symbolic dynamics include:
1) insensitive to the amplitude of the time series, 2) more
tolerance to noise, and 3) simple calculation [50]-[52]. The
Renyi entropy is a generalized form of Shannon entropy,
which can be adjusted by a parameter making it more sen-
sitive to the events that occur seldomly or often [53]. Many
studies have proven that the generalized entropy is prior to
the Shannon entropy in EEG analysis [54], [55]. In our study,
we further verified the effectiveness of RPE in estimating the
DoH of propofol anesthesia and supported that the RPE has
a potential in CLAD for propofol anesthesia.

To establish the virtual patient library, we utilized the PSO
for parameter identification. Compared with other identifi-
cation algorithms, the PSO algorithm is a population-based
evolutionary algorithm, which is derived from artificial life
and evolutionary computation theory. Furthermore, the PSO
is simple and easy to implement, which does not have many
parameters to adjust and does not need gradient information.
PSO is also shown to be better in dealing with nonlinear con-
tinuous optimization problems, combinatorial optimization
problems, and mixed-integer nonlinear optimization prob-
lems [56]. In this study, for the parameter identification of
PD model, it is impossible to determine the specific range
of initial parameters for identification because the parameters
of these virtual patients are different. The PSO algorithm does
not need too much prior knowledge of initialization values;
it only needs a wide search range of initial parameters to
obtain optimal identification. Therefore, we choose the PSO
algorithm to solve the problem of parameter identification of
PD model.

Because the initial parameters setting is an important issue
in PID control, ACO is employed for optimal parameters
search in our study. ACO algorithm is a population-based
heuristic bionic evolutionary algorithm, compared with other
optimization algorithms, such as genetic optimization algo-
rithm, it is simpler, more robust and easier to paral-
lelize [57], [58]. ACO algorithm is also shown to be efficiency
since it does not depend on the exact mathematical model of
the controlled object [59]. Thus, ACO algorithm can make the
processing problem more flexible. Therefore, ACO algorithm
is chosen to optimize parameters of PID controller, which can
improve the quality of the system.

Most of the CLAD systems used BIS as the controlled
variable, such as those in the studies of [2], [44]. In this
study, we proposed a new DoH index for CLAD application.
For a new DoH index, we needed to identify the related PD
model parameters in the CLAD system. In the study of [2],
and [44], the authors proposed improved PID controllers.
We also employed the optimized PID (ACO-PID) and the
results showed that ACO-PID is a comparable controller for
propofol CLAD. Besides, the simulation results in this study
can be compared with those in previous study, such as the
results obtained by only using robust PID controller in [46].
The rise time and settling time in our study are smaller than
those of [46], which indicates that the response of system is
faster. Also, the overshoot in our study is (0.15£0.79), which
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is much smaller than the studies of [46] and [8]. This means
that the ACO-PID is more stable than the controller used in
those studies. As we know, the PSO based PID control has
also been used in mobile robots, aircraft, etc. [60], [61]. It was
suggested that the PSO-PID has the advantages of good track-
ing performance. However, some other studies showed that
PSO based PID is easy to fall into local extremum and slow
convergence rate in the later stage of evolution [62], [63].
Also, from the perspective of clinical practice, whether the
controller can work online is a particularly important merit.
Therefore, further study is needed to improve CLAD and
make it more convenient for users.

The ultimate aim of designing the CLAD system is for
clinical application. However, the experiments require serious
regulatory steps, and clinic practice involves many harsh
restrictions. To make the simulation process close to real
clinical practice, the control methods and validation proce-
dures proposed in this study considered the actual rate of drug
delivery in clinical practice. Moreover, information on the
virtual patient model is obtained from clinical administration
of actual patients. These simulations and optimizations based
on virtual patients may provide useful knowledge for actual
clinical experiments.

Despite this preliminary feasibility study showing that
the ACO-PID controller and RPE controlled variable were
suitable for propofol CLAD, there are still some limitations
should be considered. First, in this study, we only simulated
the closed-loop control based on the virtual patients, further
validation is needed with practical clinical experiments. Sec-
ond, the underlying assumption of the patient’s model is that
Schnider’s model can perfectly describe the patient’s effects
individually, but this cannot actually be achieved in real-
ity [44]. In order to achieve adequate control, individual iden-
tification is essential for the patient’s model. Furthermore,
some other popular PKPD models, such as Marsh’s model,
should also be considered in the future. Third, the measure-
ment noise derived from the patient movement and surgical
stimulation may influence the DoH index. The designed con-
troller should be stable in the situation of the poor signal
quality. In this study, we have considered the noise of surgical
stimulation. The robust controller still needs to be enhanced
to tolerate measurement noise.

V. CONCLUSION

In conclusion, our findings demonstrated the possibility of
using RPE for DoH monitoring and ACO-PID for closed-loop
control in propofol anesthesia. The RPE is a promising mea-
surement for a robust nonlinear EEG analysis. The ACO-PID
has potential application value for CLAD. In the further
study, we will attempt to investigate whether the ACO-PID
has potential in closed-loop control of inhalation anesthe-
sia and combined anesthesia. We expect that PRE com-
bined with ACO-PID can be applied to the practical CLAD
and can serve as an important tool for accurate anesthetic
administration.
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APPENDIX

The appendix consists of five parts. The part A includes six
figures. The part B is the description of PSO. The part C is
the details of data set. The part D is the concrete optimization
process of ACO. The part E is the introduction to Py.

A. FIGURE PART

Fig. 8. demonstrates the parameters adjusting of PID based on
the ACO. Fig. 9. is the results of anesthesia closed-loop sim-
ulation with a DRPE of 50, 40, 60 and 50. Fig. 10. shows the
artificially generated stimulation disturbance signal. There
are eight stages and each one represents a specific event
during the surgery: 1) Stimulus A is the response to intuba-
tion; 2) Stimulus B represents a surgical incision followed
by a time period with no stimulation; 3) Block C denotes an
abrupt stimulus; 4) D represents the onset of a continuous
normal stimulation during surgery; 5) The blocks of E, F,
and G are the simulation of the surgical stimulation with
short-lasting and strong strength; 6) Stage G simulates the
scenario of the surgery during the closing period. Based on
the simulated disturbance signal, the closed-loop anesthesia
simulation of 12 patients are shown in Fig. 11.

B. DESCRIPTION OF PSO
The PSO algorithm can be summarized as follows:

Assume that the dimension of the search space is D. The
position of i particle is Y; = (yi1, yi2, - - - , Yia)- The speed of
particle i is V; = (vi1, vi2, - - - Vig). And the dynamic range
of the particles iS Ymax = (V1 maxs Y2max - - - » Yd max)>» Which
is the location of particle i. The maximum speed of each
particle i is set t0 Viax = (Vimaxs V2max, * * * Vd max)? . The
individual extreme point is expressed by p;z, and the other
global extremum is expressed by pgq. The particle’s speed
and position are updated based on the following equations:

vf.'d'H = w~vf-’d + C1 - randy - (pig —xﬁi)

+Cy - randy - (pga — xjy) (S1)

Yid | = Vi +vid (52)

where C; and C, are the acceleration coefficients, which

adjust the maximum step size of flying to the best particle

and individual best particle. vf.’d represents the speed of the dy;,

dimension of particle i in the Ay, iteration. xl.hd is the location

of the dy; dimension of particle i in the Ay, iteration. £ is

number of iterations. Where w is the inertia weight. Previous

study showed that PSO can work effectively and stably in a

noisy environment, and in many situations, the existence of

noise can also help PSO avoid falling into local optimum.

Eberhart et al proposed a dynamic inertia weight to try to

solve this problem [65]. Therefore, inertia weight w is defined
as follows:

rand(-)
2

where rand(-) is a uniformly distributed random number that

is constrained within [0, 1]. In the study of reference [66],

the initial inertia weight and acceleration coefficients were

w=05+

(83)
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set to 0.729 and 1.494, respectively [65], [67]. We added a
random disturbance on the inertia weight and acceleration
coefficients. Therefore, the initial parameters of PSO are w =
0.729 + random and C; = Cp = 1.494 + random, where
random is a random number between [0, 1].

To prevent particles from moving away from the search
space, the parameter vy needs to be set in the range of
[—Vd maxs +Vamax]- We set the parameter range of vjmax tO
[—2, +2] according to the study of [68], and the population is
randomly generated. The position of the initial search point
and its velocity were randomly generated within the allow-
able range. Parameters rand; and rand, were set as different
random numbers between 0 and 1.

C. DETAILS OF DATA SET

To identify the model parameters of PD to achieve an accurate
ERPE estimation in the control system, we examined two
EEG data sets from twelve subjects. The first data set has
eight human volunteers introduced in a previous study [38],
who were only injected with propofol during the procedure.
The propofol intravenous infusion of 150 ml/h (1500 mg/h)
was administered to an antecubital vein through a syringe
driver pump. All the subjects underwent the process from
losing consciousness to recovering it. The raw EEG sig-
nals were recorded with the Aspect A-1000 EEG moni-
tor with a sampling frequency of 128 Hz. The silver-silver
chloride scalp electrodes were placed near the position
of Fpl-F7.

The second EEG data set include eight patients undergo-
ing outpatient elective colonoscopy procedure in the Anes-
thesia and operation central, Chinese PLA general hospital.
The drug administration is similar to the first data set, only
the propofol was used for sedation. All patients were ASA
class I or II. The protocol and informed consent statements
were approved by the Institutional Review Board at Chinese
PLA general hospital. The raw EEG signals were recorded
with BIS VISTA monitoring system with a sampling fre-
quency of 128 Hz. The electrodes of second data set placed
at the position near Fpz-F7 leads of 10-20 standard EEG
montage.

D. SPECIFIC OPTIMIZATION PROCESS OF ACO

The specific optimization process of ACO is as follows: The
integral absolute error Q is usually used as an evaluation of
performance indicators in the project.

szmﬂwmn (S4)
0

Assuming that the total number of ants is m, for each
ant i, the objective function value should be defined as
follows:

AQij=0Qi—0Qj. Vi,j (85)
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The transition probability of ant i at time ¢ is defined as
follows:

[Tij]a[AQij(t)]ﬁ Jj € allowed
Piy=1 > [tar®I[AQ:]F’ s6)
/ reallowed
0, other

where « is information heuristic factor, and B is expected
heuristic factor, respectively.z;;(¢) is the pheromone intensity
between place i and place j at the current ¢ time. AQj;(?) is the
attractiveness of the path, describing the expected strength of
preferential selection of the path.

When the ants went through a path, the pheromone inten-
sity of the path was updated according to the following
formula:

m
Tt + k) = pry) + ) Aty (S7)
=1
where p is the pheromone evaporation coefficient.
The Arlé- in equation (S7) denotes the residual pheromone
and is defined as follows:

g, if ant / passed the path ijduring this cycle

0, otherwise
where F is the pheromone intensity, and Q; is the path length
of ant [ between i and j.

Ants will update according to pheromone update rules
given by equation (S7) and (S8). Repeating the above process,
the ant population finally found the optimal solution of the
PID controller parameters.

E. INTRODUCTION TO Py,
In this study, to compare the performance of BIS and RPE
in tracking the ESC of propofol, we calculated the prediction
probability Py [21]. Firstly, took the ESC and RPE( or BIS)
value as S(k) and I(k), k = 1,2, ..., N(N is the number of
the indices during the time course), we chose two data points
S(@) and SG)(S@) # S@), i # j) randomly. Secondly, the
monotony of S(7) and S(j) with the monotony of /(i) and /()
was compared. When the monotony of /(i) and /(j) was same
as the monotony of S(i) and S(j), we regarded the /(i) and
1(j) as a concordance. And the /(i) and /(j) were x-only tie
when (i) equaled to /(j). Otherwise, the relationship of /(i)
and /(j) was considered as a discordance. Thirdly, the above
procedures were repeated for 5N times (N is the number of
the time points the indices measured during a time course).
The Pj was defined as:
_ P c + P tx/ 2

T PP+ Py
where P, P4, and P, were the respective proportions that
1(i) and I(j) were a concordance, discordance, or an x-only
tie. Pr = 1 of the RPE or BIS meant that the indices could
correctly predict the ESC of propofol. A Py value of 0.5 indi-
cated that indicators (RPE or BIS) were no better than chance
in predicting the ESC of propofol. Considering the decrease

(89)
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of RPE and BIS with the increase of propofol concentration,
the P value was replaced by 1 — Py in this study.
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