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ABSTRACT Citation count is a widely-used indicator for calculating the academic impact of scientific
papers, but it is limited because it assumes all citations are of similar value and weights each equally.
By examining the influence changes in papers’ citation distribution and the cited papers’ unequal contri-
butions to the citing ones, this study aims to distinguish citations and, on this basis, evaluate the academic
impact of the papers. Three indices of time-weighted citation count, citation width and citation depth are
proposed to distinguish citations and perform the evaluation task. The experimental results show that papers
exhibit different influence intensity characteristics in different periods of citation life. Those papers got
larger citations in recent years are more influential and more active to gain new citations. The papers show
the different scope of influence in their citing environment, although they were originally published in the
same journal and the same year. In addition, the different frequency of mentions and the different subject
similarities with the citing works suggest that the papers have different importance and usefulness for
subsequent research. These results suggest that these three indices do help to distinguish citations and reveal
the different intensity and contribution of influences in citations. Finally, the three indices are integrated
into the overall evaluation of the academic impact of the paper, and the weight of each index is calculated
by the entropy weight method. Quite different overall impacts in the paper are shown due to their different
performances in the three indices, even though they have the same total number of citations.

INDEX TERMS Academic impact, time window, knowledge flow, mentioned frequency, entropy weight
method.

I. INTRODUCTION
The academic research and policy agenda increasingly seeks
to measure and use ‘‘impact’’ as a means of determining the
value of different items of published research [1], [2]. Within
academia, it is generally accepted that the number of times
a paper is cited offers the most useful and easily measured
guide to its impact [1]–[4]. The underlying assumption is that
the cited work has influenced the citing work in some way.
Furthermore, there are many citation-based metrics, such as
the h-index family of indicators [5]–[14], the R-index [15],
the ha-index [16], the IQP-index [17], the Eigenfactors
scores [18]–[20], and many more, the w-index [21] and the
q2-index [22].

The associate editor coordinating the review of this manuscript and
approving it for publication was Eunil Park.

Inspired by the success of Google’s ranking system for web
pages, the popular algorithm PageRank as well as some of
its variants have been used to show the prestige in citation
networks of journals [23], [24], scientists [25]–[27], and pub-
lications [28]–[42]. The local and global structure of citation
graph [27], [35], [37], [41], [42], the heterogeneity of the
citation networks [32], the ‘‘virtual node’’ which considers
the citations not included in the current systems [33], and the
age of the publications [28], [31], [35] are taken into account
in these researches.

However, in many of the above citation-based metrics, all
the citations are treated equally; and they simply count the
number of citations. However, using citation count alone to
measure the impact of a paper is a limited approach. The
citations in a paper are not equally important and some
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citations are more important than the others. Indeed, the idea
that some citations are more important than others began to
be explored long ago[43], which was later famously adapted
by the Google search engine [44]. Nowadays, there are real
life implementations of such indicators that do not only con-
sider citation counts, but also the source of the citations. For
instance, the SJR indicator [45], [46] and the Eigenfactor
Metrics [18]–[20] have been implemented by Clarivate Ana-
lytics in its Journal Citation Reports. The search engine
Semantic Scholar also makes a distinction for citing papers
that have been strongly influenced by certain cited papers.
Although considerations are given to weight citations in the
network-based metrics, measuring the structure of citation
networks is particularly complex because there is first the
need to establish a citation network in order to establish
its structural properties. And, the science is a cumulative
effort where every contribution is published at a certain time,
the resulting citation network is a dynamic and open-ended
process. More specifically, citations happen at a given time,
when a certain citation intensity exists among papers, which
could be different at another point in time. Yet the most
established evaluating systems for papers are static methods
that disregard the dynamic nature of the citation process [47].
Furthermore, many studies [48]–[50] stated that the academic
impact of a paper is the extent to which it is useful to other
researchers. So, when the citation occurs and how it has influ-
enced the following research are relevant factors to consider
when exploring its potential impact.

The aim of this study was to evaluate papers’ academic
impact by distinguishing the citations: to test the feasibility
of creating a ‘‘citation profile’’ for a single paper by explor-
ing and quantifying its academic impact based on when the
paper is cited and how the paper was being used, rather than
simply whether it was cited. First, as scientific knowledge
and contributions are dynamic and quickly changing, it is
important to acknowledge nuanced factors of an article’s
influence, including its changing impact over time. An anal-
ysis of the temporal evolution of citations can discriminate
between similarly rated papers that in fact have quite dif-
ferent citation histories. In other words, understanding how
a paper’s citation intensity evolves could help differentiate
the impact of papers even when they have roughly the same
number of citations [51]. Second, the number of citations
cannot show how a paper influences the citing work. From
the perspective of knowledge flow, the citation behavior of
the paper can reflect the diffusion properties of its academic
influence in its citing environment.When one citation activity
occurs, the knowledge is diffused from the cited paper to
the citing one. An earlier work by the authors found that
the wider citation distribution of a paper in various journals,
subjects, countries, and institutions had a greater influence
on the paper’s citation impact [52], [53]. Such a citation
distribution of one paper in its citing environment reflects the
scope of the knowledge diffusion of this paper, indicating the
range of its contribution on the scientific environment in some
extent. Finally, the extent to which a paper is useful to another

scientific work is also an indicator of the influences of the
cited work on the citing ones. The number of citations cannot
tell us how a piece of research was used in practice, only
that it is known and cited. The frequency an article is cited
within a publication has been used to demonstrate its useful-
ness [2], [51], [54]. This consideration on the frequency of
citation therefore offers an easily measurable, potentially use-
ful metric for gauging the importance of the cited work to the
citing ones. Recently, an unsupervised framework, Doc2vec,
that learns continuous distributed vector representations for
pieces of texts has achieved great success in various areas due
to its strong ability of feature learning and modeling [55].
The great power for Doc2vec in capturing the semantics of
phrases and sentences makes it possible and easy to detect the
information on how a reference is useful to the citing work in
the semantic level. By realizing the distributed representation
of the cited and the citing works using Doc2vec framework,
this paper calculated the subject similarities between the cited
and the citing works to detect the usefulness of the cited
papers.

Based on the above discussion, this paper proposed three
indices of: 1) the time-weighted citation count, 2) the cita-
tion width, and 3) the citation depth, to distinguish the
unequal intensities and contributions in citations. In order to
make a universal evaluation on the papers’ academic impact,
the entropy weight method was introduced to determine
weights for each index; then a holistic quantified impact
was calculated by integrating these indices to realize the
evaluation task on papers’ academic impact.

The remainder of this paper is organized as follows.
Section II discusses the related work. Section III describes
the detailed process for measuring a paper’s academic impact
using the three indices. Section IV shows the data used in
the experiments. Section V presents the experimental results.
Section VI gives the overall discussion of the present work.

II. RELATED WORK
Evaluation on the academic impact of papers has been studied
for a long time and became a popular and significant research
direction [56], [57]. Generally, there are two major kinds of
methods for examining the academic impact of scholars or
publications, i.e., citation-based methods and network-based
methods.

A. CITATION-BASED METHODS
The citation count is the most widely used indicator to
gauge the influence of scholars and articles in citation-based
method. Based on citation counts, a series of metrics were
put forward to measure the impact of scientific entities [27].
Initially, the journal impact factor is proposed for evaluating
the quality of journal [58]. Continually, the h-index [5] is
proposed to measure scholar’s impact by considering the
productivity and the quality of their research work.Moreover,
the AIF was proposed to depict the dynamics of scholars’
impact by considering the ever-increasing characteristic of
h-index [59]. However, there exist critical shortcomings of
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using citation counts to evaluate the impact of scientific
entities.

The first problem is that citation counts aggregate with
time. Articles published for a long period have the advantage
of occupying more time for citations than newly published
articles. Similarly, using the same time interval to evaluate
the academic impact is unfair for young researchers com-
paring to senior researchers. Considering the above facts,
researchers proposed several methods to alleviate the effects
of publishing time. Several age-based citation growth models
were proposed along with measures such as ‘‘preferential
attachment’’, ‘‘fitness’’, ‘‘quality’’ and ‘‘perceived novelty’’
[60]–[63]. The effect of citations, time information, and the
combination of PageRank and HITS algorithmwere explored
to quantify the scientific impact of scholars [61]. Based on
information distribution, a scheme was designed to calculate
the citation weight of each journal and conference in different
years and used theweighting cited credits of every journal and
conference to classify publications [64]. An earlier work by
the authors found that the citations obtained in the recent two
years are best to forecast articles’ future referential ability by
detecting the time characteristics in the articles’ citation dis-
tributions [65]. These works show that the citations obtained
in different time periods have diverse influences, which can’t
be treated equally. In the present work, the evolving properties
of citations were investigated and, on this basis, the intensity
characteristics of influence in different time periods were
quantified and weighted to be the first impact index when
examining papers’ universal academic impact.

In fact, treating all citations equal and assigning the same
values to all the citations is the second problem existing in
most of citation-based indicators. Researchers realized the
unequal value of different citations and performed various
works to helpmeasure and distinguish citations [66]. The idea
that some citations are more important than others began to
be explored long ago[43], [67]. Researchers addressed the
issue of treating all citations equally by analyzing citation
contribution based on its location within the introduction,
methodology, discussion, or conclusion sections of a citing
article. They concluded that the contribution of a citation
should be based on both its frequency and its location within
the citing article [43], [67]. Then the citation relevance was
similarly categorized based on how citations were mentioned
in the citing article [68], and frequency was used to calcu-
late a citation’s contribution to the citing article [69]. Some
researchers explored the citations sourced from prestigious
affiliations and measured the academic impact of the articles
based on these prestigious citations [70]. The polarity of
citations, i.e. positive and negative citations, were taken into
account when evaluating the impact of scientific outputs [71].
The ways of self-citation, including direct, co-author, col-
laborative and coercive induced self-citation, were discussed
to distinguish the citation [72]. Practices in identifying in
anomalous citations were also considered in evaluating the
academic impact of paper [61]. Researchers also proposed
that a citation’s value should be addressed by interpreting

each one based on its context at both the syntactic (e.g., where
the reference has been mentioned in a citing article) and
semantic levels (e.g., why the reference has been cited in
a citing article) [66]. Subsequently, the significance of cita-
tions was determined based on their appearing sections [73].
Researchers stated that the number of citations that a pub-
lication is cited in the other publications can represent the
formal quality of the publication [54]. They examined about
how many times each reference was really mentioned within
the citing publications to evaluate the impact of references.
In addition to distinguishing citations based on location and
mention frequencies, the machine learning or natural lan-
guage processing method were also used to calculate the
semantic similarities between the cited and the citing works.
The ‘‘Jaccardized Czekanowski index’’ was proposed tomea-
sure the similarity between the cited and citing journal list
for a given journal [74]. The InText citation-based and vector
space-based measures was used to calculate the similarity of
research papers [75]. An ontology-driven knowledge black
summarization approach was proposed to compute docu-
ments similarities [76]. A PBC (Passage-based Bibliographic
Coupling) technique was designed to estimate inter-article
similarity with information collected from context passages
around important out-link citations in each article [77]. The
performance of various methodologies of co-word analysis,
Subject-Action-Object (SAO) structures, bibliographic cou-
pling, co-citation analysis, and self-citation links were com-
pared in describing semantic similarities [78]. Researchers
found that the content-based methodologies such as co-word
analysis could be better in extracting semantic information
than those citation-based methodologies. But they also stated
that the semantic analyses encounter substantial difficulties
in comparing the content of documents because a simple
co-word analysis is only able to recognize a superficial level
of similarity since it is limited to the exact type of words used.
Recently, an unsupervised framework of Doc2vec was pro-
posed to easily realize the distributed expressions of words,
sentences, paragraphs and even entire texts [55], and is widely
used in various semantic analysis applications such as senti-
ment analysis [79], syntactic parsing [80], text summariza-
tion [81] and many other tasks [82]. In the present work,
both the mention frequencies of one paper within its citing
publications, and also the subject similarities between the
paper and its citing publications were investigated to describe
the impact of this paper to the following research. And this
investigation would constitute the third index, citation depth,
when we made a universal evaluation on papers’ academic
impact. And, the unsupervised framework of Doc2vec was
introduced in this paper to realize the vectorization of the
documents to facilitate the calculation of subject similarity.

Furthermore, in the authors’ previous work on extracting
typical features for predicting articles’ future citation impact,
we found that the features describing the scope of the cita-
tions diffused in its citing environment, especially the four
dimension features of {countries, subjects, journals, institu-
tions}, are the vital predictive indicators [52], [53]. In fact,
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the citation diffusion properties indicate the size of the scope
of cited article’s influence in the citing environment. This
influence reveals the width of the impact of the article, which
in turn provides valuable visibility for the article, laying an
important foundation for its higher academic impact in future.
Therefore, we believe that the size of the scope of cited
article’s influences could also be one of important aspects to
distinguish articles’ citations, which constitutes the second
index, citation width, when we examined the universal aca-
demic impact of papers.

B. NETWORK-BASED METHODS
Apart from the citation-based methods, researchers also uti-
lize the academic networks to measure the scientific impact.
The PageRank [44] and HITS algorithms [40] are the most
commonly used ones to rank the importance of schol-
arly entities in academic networks. The PageRank algo-
rithm was intended to rank webpages by importance using
the link structure of the web, and this recursive technique
quickly gained popularity and found numerous other appli-
cations. The citation networks of research papers were par-
ticularly well suited for the usage of methods based on
PageRank because they could be easily modelled as directed
graphs [28], [30], [83], [84]. And the two most eminent
academic databases have taken PageRank-based metrices
to assess journal’s impact [81]. They are: Web of Science
as Eigenfactor Score [18]–[20] and Scopus as SJR indica-
tor [45], [46]. Considering the distinct importance of different
entities and relationships in academic networks, researchers
have proposed a number of weighting schemes, together with
the variants of PageRank or HITS algorithm, to evaluate the
scientific impact of articles [42], [85]–[88], journals [24], and
scientists [89]–[91]. In addition, researchers also combine the
citation and network-based evaluation metrics to measure the
impact of scholars. A revised application of PageRank was
presented via the differentiation of citation types to facilitate
a multidimensional evaluation of 39 selected management
journals [92]. A weighted PageRank algorithm was proposed
by considering citation and co-authorship network topology
to measure the author’s impact [93].

In the present work, we mainly perform to evaluate the
academic impact of papers by distinguishing citations. The
evolving intensity characteristics of influence, the diverse
citation diffusion properties and the different usefulness of
cited papers were detected and integrated to evaluate papers’
universal academic impact. The network-based analysis was
not involved in the present work.

III. METHODOLOGY
A. THREE INDICES FOR IMPACT ASSESSMENT
1) THE TIME-WEIGHTED CITATION COUNT
The number of citations a paper gets is a cumulative effort
where every contribution is achieved at a certain time, and the
resulting citation impact is a dynamic and open-ended index.
Papers would have different intensities of their influence at

different times, and, as a result, when the citations occurred
would be important to distinguish citations and to evaluate
papers. We examined the correlation between a paper’s past
citations and its future citations, with the aim of investigating
the evolving influence intensities in different time periods.

Taking a year as the unit, two series of time windows were
generated from the reference year to the papers’ publication
year to perform this task. Because the citations for all papers
were counted up to December 31, 2016, the year 2016 is
regarded as the reference year in this paper.

a) Independent time windows: A time parameter t is used
to represent the different time window: t = 0 denotes the
reference year 2016, t = 1 denotes 2015, and so on. The rest
are calculated in the same manner.

b) Continuously increasing time windows: Time parameter
T is used to represent the size of the continuously increasing
time window. T = 1 denotes 2015; the previous year, T = 2
denotes the most recent two years: years {2015, 2014}. The
rest are calculated in the same manner.

Using these formulas, we collected the citations obtained
in each time window. In order to establish how a paper’s
past citations influence on the acquisition of new citations,
its citation distribution data was divided into two periods.
1) The time from each paper’s publication year to 2015, and
the citation data collected in this period was used to model the
paper’s dynamic past citations. 2) The 2016 citation data for
these papers. This data set was used to determine the paper’s
future citation performance, which is the capacity for it to
be cited again in the near future. The Pearson’s correlation
coefficient was used to calculate the dependence of papers’
future citation possibilities on their past citations.

Different correlation coefficient would be got in different
time windows. And a higher correlation in one time window
means that a higher contribution of papers’ citations obtained
in this time period on their future citation activities. As a
result, the citations obtained in this time window would be
more active and have larger influence intensity. The assess-
ment of the overall impact of one paper needs to take account
of these different intensities. From this perspective, the cor-
relation coefficient calculated in different independent win-
dows were used to weight the citations obtained in the same
time period. By accumulating the weighted past citations,
we get the time-weighted citation count, which can better
reveal the influence evolution characteristics in the citation
distribution compared with the total citation counts.

2) THE CITATION WIDTH
The citation relations among papers relates to the knowl-
edge flow among them. When one citation activity occurs,
the knowledge would be propagated from the cited arti-
cle to the citing one. By considering the journals publish-
ing the articles, the language and the document type of
the articles, the subject category of the articles and the
affiliation attributes of the authors, every citation activity
would then be treated as a single knowledge diffusion pro-
cess from one space (subject, country, institution, journal,
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language, document type, etc.) in the cited environment to the
other space (subject, country, institution, journal, language,
document type, etc.) in the citing environment. For the cited
papers, the citation diffusion distribution in this feature space
could indicate the size of the scope of their influences in the
citing environment. And as a result, a larger size of the scope
of one paper’s influence should be one indicator representing
a wider diffusion character of its impact. In the authors’
previous work, we detected the articles’ knowledge diffusion
properties and concluded that the wider citation distribution
in the four dimensions of {subjects, journals, countries, and
institutions} had greater influences on increasing an article’s
citation impact [52], [53]. Here, we constructed the same
feature space of F = {Subject, Journal, Country, Institution}
to describe the influence diffusion characteristics of papers.

In order to make a quantified examination of the citation
width of each paper basing on feature space F , the theory of
mutual information was introduced to generate weights for
each dimension in F by calculating the dependency of the
paper’s total citation count on each of the feature dimensions.
Mutual information is a statistical measure of interactions
between variables and can access linearly and nonlinearly
their dependency [94], [95]. The mutual information between
X and Y is defined by the following equation:

I (X;Y ) =
∑
Y∈R

∑
X∈S

p(X ,Y ) log2 p(X ,Y )/p(X )p(Y ) (1)

where X is the citations from one dimension in feature
space F ; Y is the total citations of this paper. In order to
facilitate the calculation process, the papers were divided into
three categories, highly-cited, medium-cited and low-cited,
according to their total citations. Detailed information on this
division process is shown in Section IV. Therefore, Y actually
represents the three categories of papers. p(X ) and p(Y ) are
probability density functions, and p(X , Y ) represents the joint
probability. The mutual information can determine the reduc-
tion of uncertainty of the values of Y onceX is known.Mutual
information is a nonnegative concept, with 0 ≤ I (X;Y ) ≤ 1,
the value I = 1 means the highest dependency, and a value
close to zero denotes no inter-correlation.

The dependency provides important information for under-
standing the contributions of articles’ citation diffusions to
their total citations, which is the weight for each feature
dimension. Then the citations from each feature dimension
were weighted and accumulated to evaluate papers’ influence
width.

3) THE CITATION DEPTH
The citation depth gives one evaluation on how the paper
is useful for the subsequent research. As discussed in the
citation-based methods in Section II, counting the mention
frequencies and calculating the subject similarities could both
benefit to measure the contribution of one paper to the citing
works. This paper investigated the mention frequencies, that
is, how many times the paper was cited within each citing
publication to examine the contribution in the syntactic level.

And a Doc2vec derived subject similarities between cited and
citing works were calculated to evaluate the contribution of
the cited work in the semantic level.

A scientific paper usually cites tens or hundreds of ref-
erence articles. It is time-consuming to count the citation
frequencies from all of the citing publications for one paper,
so we focused on the high-quality citing publications. Based
on the ‘‘Create Citation Report’’ tool on the webpage for
citing articles, it is easy to find the h-index of citing articles
as a whole. For one paper, all the citing articles that were
cited at least the same number of times as the h-index were
collected, which were labeled as HQCPs (the abbreviation
for high-quality citing publications). These collected citing
articles were regarded as higher quality, and were used to
gather the mention frequencies and to calculate the subject
similarities with the cited paper.

For the task of calculating subject similarity, we pro-
posed to use the Doc2vec method, which builds a dis-
tributed vector representation at the document level using
an unsupervised approach [94]. Suppose that there are N
papers in the corpus comprising all the cited papers and
all the HQCPs citing to them, and we want to learn the
distributed document vector such that each paper ismapped to
a fixed dimension. There are twomodels of DistributedMem-
ory Model of Paragraph Vectors (PV-DM) and Distributed
Bag of Words version of Paragraph Vector (PV-DBOW) in
Doc2vec method [94]. In our experiment, each document
vector is a combination of these two vectors: one learned
by the paragraph vector with PV-DM and one learned by
the PV-DBOW, which is the same with that in [96]. And
the learned document vector representations have 50 dimen-
sions both in PV-DM and in PV-DBOW, which means
that each paper is mapped to a distribution vector with
100 dimensions.

Suppose pi and qj denote the document vector representa-
tions of the ith paper and the jth article in the HQCPs of pi.
We calculated the subject similarity SSij between pi and qj
with a cosine similarity:

SSij = (pi · qj)/(||pi||||qj||) (2)

Then, both the mention frequencies and the subject sim-
ilarities were incorporated to obtain a unitary evaluation on
citation depth for one paper. And the value of citation depth
for paper pi is the accumulation of the total usefulness of pi
in its HQCPs:

CDi =
∑n

j=1
(MFij ∗ SSij) (3)

where n is the number of the HQCPs for paper pi;
MFij denotes the mention frequencies for pi within qj; and
SSij is the subject similarity between pi and qj. Obviously,
a higher mention frequency and a larger subject similarity can
both benefit to generate a larger contribution or usefulness,
which would characterize a higher supporting extent of one
paper for the follow-up research.
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B. EVALUATING PAPERS’ ACADEMIC IMPACT WITH
THE ENTROPY WEIGHT METHOD
After quantifying the three indices, each paper was trans-
formed into a vector with three dimensions, with each dimen-
sion representing one of the three indices. Figure 1 shows
a sketch of the paper’s vector matrix, where pi denotes the
ith paper (i = 1, 2, . . . n); dj denotes the jth index (j =
1, 2, 3); xij denotes the value of paper pi on index dj. Then,
the entropy weight method was introduced to aggregate the
three indices to make a holistic evaluation of the paper’s
academic impact. The entropy weight method determines
weights through quantifying the disorder extent of a particular
system [97], [98]. Because the weighting factors are purely
dependent on the value of indices rather than human subjec-
tive assessment, this was recognized as an objective method
for weight calculation.

FIGURE 1. The paper’s vector matrix.

Themain steps for evaluation of a paper’s academic impact
with the entropy weight method are as follows:
Step 1: Normalization of the matrix. In order to ensure the

uniformity of indices’ units or value range, the normalization
of all indices is performed as:

yij =
xij −minj(xij)

maxj(xij)−minj(xij)
(maxnew −minnew)+minnew

(4)

where [minnew,maxnew] is the new value range for all the
indices, which is set as [minnew,maxnew] = [0.001, 0.998].
After this step, the normalized vector matrix Y = (yij)n×3 is
obtained.
Step 2:Calculation of weighting coefficients. The informa-

tion entropy of each index is calculated by:

Ej = −(ln n)−1
∑n

i=1
pij ln pij (5)

where Ejis the information entropy of each index, pij can be
calculated by pij = yij

/∑n
i=1 yij

.
Entropy is a measure of the uncertainty of the system.

A larger entropy means that the system is in the status with
largest uncertainty. For example, if all papers have the same
value in one indicator, the information entropy calculated

by this indicator is the largest. In this status, the indicator
is the most uncertain and can’t provide any information for
distinguishing papers. Vice versa, if the information entropy
of one indicator is smaller, it means that there’s smaller
uncertainty so that this indicator could provide more useful
information on differentiate these papers. Then, the index
that can create a larger inconsistency degree among papers,
in other words, which has a larger capacity to discriminate
papers, would have a larger weighting coefficient. The idea
of entropy-based weighting method has been widely used in
the assessment task in various fields [99], [100].

Based on the value of information entropy Ej, the weight-
ing factor of each index is calculated by:

wj =
1− Ej∑3

j=1 (1− Ej)
=

1− Ej

3−
∑3

j=1 Ej
(6)

where
∑3

j=1 wj = 1 and 0 ≤ wj ≤ 1.
1 − Ej indicates the inconsistency degree of each paper

under the jth index from the theory of information entropy.
In this way, the index with a smaller entropy, in other words,
with a larger capacity to differentiate papers, would have a
larger weighting coefficient.
Step 3: Calculation of the comprehensive evaluation value

on a paper’s academic impact:

Vi =
∑3

j=1
wjxij (7)

Following the steps discussed above, a holistic assessment
of a paper’s academic impact can be achieved.

IV. DATA
Papers published in year 2003 in Journal of Applied Physics
(JAP) on the web version of the Science Citation Index (SCI)
were used as the data source for our experiments. We col-
lected papers with the same number of total citations to make
a clear comparison of their different academic impacts. The
approach of selecting articles with the same number of total
citation counts has been used in Yu et al.’s work [101]. In their
work, four articles with the similar published time and the
same total citations were analyzed to make difference in
the features describing the citations. In order to verify the
universality of our method, papers were chosen from different
categories of highly-cited, medium-cited and low-cited, and
their citation data were gathered from the paper’s publication
year till to 2016.

The method for dividing different categories of articles is
similar to that applied in a study of highly cited papers by
Norwegian authors [102]. That is:

a) Highly-cited papers (HCPs): a paper was considered
highly cited if the number of citations it received was at least
seven times the mean citation rate among all papers published
in Journal of Applied Physics in 2003.
b) Medium-cited papers (MCPs): a paper was considered

medium-cited if the number of citations received was in the
range of 1-7 times the mean citation rate among all papers.

VOLUME 7, 2019 96203



M. Wang et al.: Quantifying a Paper’s Academic Impact

TABLE 1. The original information about the four HCPs.

TABLE 2. The original information about the eight MCPs.

c) Low-cited papers (LCPs): this included the rest of pub-
lications, in other words, those where the number of citations
received was less than the mean citation rate.

It should be mentioned that the choice of multiple 7 has
nothing to do with the subject of the journal, mainly to
ensure that an appropriate number of articles are selected
as highly-cited papers. According to this standard, only
41 papers published in 2003 in JAP were selected as
highly-cited papers, accounting for 1% of the total number
of papers published in that year, which is consistent with the
criteria inWeb of Science to select highly-cited papers. InWeb
of Science, papers received enough citations to place it in the
top 1% in the same subject area and in the same publication
year are classified as highly-cited papers.

Four HCPs, eight MCPs, and twenty-eight LCPs were
finally selected as the experimental samples for impact eval-
uation. Tables 1 , 2, and 3 show the original information
about these papers, as well as the h-index of citing articles
for each paper. It is important to note that it was difficult to
find a considerable number of HCPs with the same number
of citations. Thus, Table 1 shows four HCPs with the similar
citation counts.

V. EXPERIMENTAL RESULTS
A. EXPERIMENTAL RESULTS FOR THE
TIME-WEIGHTED CITATION COUNT
Figure 2 shows the dependency of papers’ future citation
performance on their past citations obtained in different

time windows. The subgraphs in Figure 2(a) and (b) show
the sketch for dividing the independent and increasing time
windows, respectively. The correlation in the independent
time windows is continually decreasing, exponentially, from
the nearest time window (t = 1) to the furthest one (t = 13)
as shown in Figure 2(a). The past citations, obtained in dif-
ferent time periods, do generate different influences on the
papers’ future citation abilities. Obviously, recent citations
have made larger contributions for paper to gain new cita-
tions. Figure 2(b) gives the results for determining the special
time period in which the citations can be the most predictive
on papers’ future citation activity. The correlation reaches
the peak when T = 2 and then decreases continuously in
an exponential way. It shows that the citations obtained in
the last two years contribute the most for predicting papers’
future citations. The perfect linear dependence of papers’
citations in 2016 on citations obtained in the last two years
{2015, 2014} in Figure 2(c) provides the direct proof for this
strong correlation. All of these results provide an evidence
that one paper will have different influence intensities in
different time periods. The total citations of the paper is only
the accumulation of citation behaviors from each of the time
periods. Only by decomposing it and exploring the vitality
characteristics of the paper in various time periods, can we
reveal the change of the influence of the paper in its citation
life.

In the present work, all the past citations were consid-
ered when evaluating the total influence intensity of papers.
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TABLE 3. The original information about the twenty-eight LCPs.

The citations obtained in different independent time windows
were weighted by the correlation coefficient calculated in the
corresponding timewindows. And the weighted past citations
were accumulated to be as the time-weighted citation count
index for the universal impact evaluation.

B. EXPERIMENTAL RESULTS FOR THE CITATION WIDTH
In order to give a clearly discussion on the performance
of different papers on the citation diffusion characteristics,
we detected the evolving of the numbers of citing subjects,
citing journals, citing countries, and citing institutions in
different time intervals. Figure 3 shows the results of this
discussion. The time interval was divided by taking each
biennial period from papers’ publication year till to 2016.
Obviously, papers show diverse scope of their influences in

different diffusion dimensions and in different time intervals.
Although they were published in the same journal and in the
same year, some papers still achieved more citations from
different subjects, journals, countries and institutions from
their publication year till to the reference year 2016. The
advantages of citation diffusion in different dimensions help
these articles get more total citations and eventually grow into
HCPs. The reason is that the diffusion characters of papers’
influence may have brought valuable visibilities for these
papers, which is ultimately directly or indirectly converted
into the citations to them.

Figure 4 shows the distribution of mutual information in
different citation diffusion dimensions. The time interval is
divided in the same manner as in Figure 3. The value of
the mutual information gives the dependence between the
frequency of citations papers obtained in one time period
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FIGURE 2. Correlation between papers’ future citation counts and their past citations. (a) the
correlation in the independent time windows. (b) the correlation in the continuous increasing time
windows. (c) the dependence of the citation in 2016 (representing the future citation possibilities) on
the citations obtained in the last two years.

FIGURE 3. The distribution of the number of citing subjects (a), citing journals (b), citing countries (c), and citing
institutions (d), in different time intervals.

and its citation diffusion dimensions in the same time period.
Obviously, there is a strong dependency in almost all of the
time intervals. The values of mutual information continually

rise from the publication year, and reach a small peak in
the third time intervals (5-6 years after publication). In the
subsequent time intervals, the value of mutual information
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calculated in the four dimensions almost all exceeded 0.7.
In some time intervals, the value of mutual information even
exceeds 0.9. The results are largely consistent with the con-
clusion in the authors’ previous work [52], [53]. We found
that the citation diffusion performances on the four dimen-
sion features of {countries, subjects, journals, institutions}
in the first five years are the kernel predictive indicators
on papers’ future citation impact. The results indicate that
the citation diffusion characteristics, reflecting the range of
the influence of one paper in its citation environment, has
played great role in attracting citations for the paper. From the
perspective of knowledge flow, the diverse range of influence
characteristics of one paper indicates the degree of diffusion
of the knowledge contained in the paper within different
academic entities. This degree of diffusion provides a way
to measure the usefulness or contribution of the paper. Thus,
in the present work, the scope of papers’ influence in their
citing environment was taken as the citation width index in
evaluating papers’ academic impact.

For the papers with the same or similar total citations
shown in Tables 1 , 2, and 3, we calculated the mutual infor-
mation to describe the dependence of the papers’ total citation
counts on each diffusion dimensions. Then, the values of
mutual information were normalized and assigned as weights
to each dimension. The value of paper’s citation width was
quantified by accumulating the weighted citations from each
dimension in feature space F.

Tables 4, 5, and 6 show the citation data in each dimension
of feature space F , as well as the final quantified citation
width for each paper. The different characteristics of citation
diffusion in different dimensions have resulted in the diverse
values of citation width of papers, showing the distinctive
width characteristics of their total influence in the scientific
environment. Obviously, HCPs achieved citations from the
most countries, institutions, subjects, and journals compared
with MCPs and LCPs. And papers with the same or similar
total citations also exhibit diverse exhibition in the width
characters of influence. A larger value on citation width for
one paper indicates a wider influence of this paper on aca-
demic entities through the occurrence of citation activities,
reflecting the larger contribution of this paper to the academic
community in some extent.

C. EXPERIMENTAL RESULTS FOR THE CITATION DEPTH
Figure 5 shows the distribution of mentioned frequency of
papers within their HQCPs. There is a significant power
law distribution relationship between the mentioned frequen-
cies and the number of citing papers for HCPs (a), MCPs
(b) and LCPs (c). The result is consistent with that of [54].
Most of the cited papers were mentioned less than three
times. But there are still a few papers be mentioned more
times in the citing works. The largest mentioned frequency
for HCPs, MCPs, and LCPs is eighteen, twelve, and seven,
respectively. Some of the MCPs and LCPs, have gained
more mentioned frequencies in several citing works than
HCPs. It shows that there is a great difference between the

number of mentioned frequencies and the number of total
citations. Usually, the mentioned frequency of one paper in
its citing works is better than its total citations to examine
the usefulness of it, because the total citations is a simple
accumulation of the number of citing works, regardless of
how many times the cited paper were mentioned in the citing
works.Morementioned frequencies is actually a represent for
the higher contribution of one paper on the citing work. And
these conclusions or phenomena could never be got from only
counting the number of total citations.

When examining the citation depth for one paper, both
the mentioned frequency of one cited paper within each of
its HQCPs, and also the subject similarity of this paper with
each of its HQCPs were counted and calculated, and finally
integrated by using (3) to quantify the citation depth of this
paper. The experimental results for the final citation depth
for the HCPs, MCPs and LCPs can be found in the column
‘‘Citation depth’’ in Tables 7 , 8, and 9.

Obviously, papers have shown diverse depth properties
even though they have the same or similar number of cita-
tions. In Table 7, HCP-4 shows the best depth property
among all the four HCPs. HCP-4 has the largest number of
HQCPs, the moderate subject similarities with its HQCPs,
and also the largest mention frequency of eighteen times
among all the HCPs. All these advantages help HCP-4
achieve the largest citation depth. For the similar reasons,
MCP-7 and LCP-20 in Tables 8 and 9 show the largest citation
depth among eight MCPs and twenty-eight LCPs. In the
HQCPs of MCP-7, two citing articles mentioned MCP-7 for
eight times and the other two citing articlesmentionedMCP-7
for five times. MCP-7 also has moderate subject similarities
with its HQCPs. LCP-20 gets the first rank in LCPs is also
because its outstanding performance in mention frequencies.
It is mentioned for five times in one citing publication and
four times in the other three citing works.

D. EXPERIMENTAL RESULTS FOR EVALUATING PAPERS’
ACADEMIC IMPACT WITH THE ENTROPY
WEIGHT METHOD
Tables 7, 8, and 9 show the experimental results for the
final integral academic impact for the three categories of
papers. The entropy weight method was used to inte-
grate the three indices to make a holistic evaluation on
a paper’s academic impact. The weights endowed to each
dimension by the entropy weight method are also shown
in Tables 7, 8, and 9. A larger weight means that the cor-
responding dimension has a larger capacity for differen-
tiating papers. The dimension of citation depth is more
useful to distinguish between the four HCPs; the three
dimensions play a comparative role in differentiating MCPs;
and the citation depth is more helpful to distinguish the
LCPs. With these different ‘‘time-weighted citation count’’,
‘‘citation width’’, and ‘‘citation depth’’, papers have shown
entirely diverse integrated academic impacts. Among the four
HCPs in Table 7 , HCP-4 achieves the greatest academic
impact, with its excellent performance in citation width and
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FIGURE 4. The distribution of mutual information in different citation diffusion dimensions.

TABLE 4. The citation width properties for the HCPs.

FIGURE 5. The distribution of mentioned frequencies within the HQCPs.

citation depth. Among the eight MCPs in Table 8, MCP-7
gets the greatest academic impact, with its considerable
exhibition in citation width and citation depth. Among the

twenty-eight LCPs in Table 9, LCP-20 has the greatest aca-
demic impact, with its perfect representation in all the three
indices.
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TABLE 5. The citation width properties for the MCPs.

TABLE 6. The citation width properties for the LCPs.

TABLE 7. The academic impact for the HCPs.

Thus, all the papers in our experiments have shown diverse
exhibition in the three influence indices, as well as the final
universal academic impact, even if they have the same or

a similar number of total citations. It shows that the total
number of citations could not be a good indicator when refer-
ring to the papers’ academic impact. Revealing the changing
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TABLE 8. The academic impact for the MCPs.

TABLE 9. The academic impact for the LCPs.

characteristics of the influence, detecting the spreading prop-
erty of the influence and investigating the contribution of one
paper to the follow-up research, can benefit to express the
academic impact of the paper more effectively than the total
number of citations.

In order to clarify that the proposed method can still be
used to measure the academic impact of papers published in
different times, with different number of citations and from
other disciplines, we further analyzed papers published in
the field of Information Science & Library Science. Tak-
ing journal Scientometrics as an example, four highly-cited

articles, twenty medium-cited articles and forty low-cited
articles were selected from the articles published in 2003
and 2004 respectively. The academic impact of these papers
was measured by the method proposed in this paper. The
experimental results show that the method proposed in our
work can measure the academic impact of the papers with
different publishing ages and different number of citations,
and the experimental conclusions are similar to those in the
field of Physics. These papers exhibit different citation inten-
sity characteristics in different citation years, and the recent
citation behavior has relatively higher intensity. These papers
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have different characteristics of citation width, showing the
different range of their influence in the scientific environ-
ment. A few papers have been mentioned many times in their
citing documents, but most of them have been mentioned
less, showing an obvious power law distribution between the
mentioned frequencies and the number of citing documents.
After integrating the three dimensions into the overall aca-
demic impact, it shows that the performance of these papers
in academic impact is different. Some of the papers with the
similar number of citations have shown great differences in
academic impact. Some of the papers with lower citation
counts even have higher academic impact than those with
higher citation counts. However, due to the length of the
paper, these experimental data and the related experimental
results are all put in the Supplementary Materials.

VI. CONCLUSIONS
In this paper, we mainly perform to distinguish citations.
Three indices of time-weighted citation counts, citation
width, and citation depth were established to investigate the
evolving characteristics of influences and the diverse contri-
butions of citations, with the aim of revealing the different
impact of papers even they have the same or similar total cita-
tions. Some interesting phenomena and useful results have
been discovered in this paper.

Firstly, the influence intensities of papers are constantly
decreasing from near to far, indicating that the citations
obtained in different time periods have the unequal impor-
tance. And the citations obtained recently, especially those
obtained in the last two years, have the largest vitality and
can best predict the future citation activities of papers. In the
present work, all the past citations were considered and
weighted by the value of correlations calculated in different
independent time windows to make a universal evaluation on
papers’ influence intensity. Recently obtained citations are
given greater weights, and the older ones have less weights.
In this way, we distinguish and characterize the contribu-
tion of different citations in measuring the overall impact of
papers. Detecting the influence intensity of papers in different
time windows could help to solve the time biased dilemma
of evaluating academic entities in reality. For example, it’s
usually hard to compare papers if they published in the same
journal but in different years. As it needs time to accumulate
citations, the papers published much longer tend to gain more
citations. The conclusion achieved in this paper provides a
solution to differentiate the papers by comparing theweighted
total citations to verify which paper would have higher total
vitality or influence. Comparing the vitality byweighting past
citations could also benefit to eliminate the dilemma of how
to evaluate scientists with different research ages.

Secondly, papers show diverse scope of their influences
in the scientific environment. These influences have made
considerable contributions for paper to accumulate citations
proved by the high mutual information between papers’
total citations and their citation diffusion properties in dif-
ferent dimensions. In the previous work, the authors have

established a machine learning framework and found that the
citation distribution in the early years in the feature space
of F = {subjects, journals, countries, and institutions} is
good indicator for predicting papers’ future citation impact
[52], [53]. The present work further verified the important
dependence of papers’ citations on this feature space by using
the statistics method. From the perspective of knowledge
flow, every citation activity is accompanied with a spread of
knowledge from the cited paper to the citing ones. There-
fore, the citation diffusion characteristics actually reflect the
scope of the knowledge diffusion. A larger influence range
represents a larger scope of knowledge diffusion. In this way,
the citation diffusion of papers provides an important index
to evaluate papers’ contributions in the width level.

Thirdly, papers are mentioned with different times in dif-
ferent citing works, showing the different usefulness of them
within the citing publications. Although MCPs and LCPs
have smaller total citation counts than HCPs, there are still
some MCPs and LCPs get more mentions in the citing works
than HCPs, showing the great difference between papers’
total citation counts and their mention frequencies. The total
citation is only the accumulation number of citing publi-
cations, regardless of how many times one cited paper is
mentioned in the citingworks. Themention frequencies could
be better to investigate the contribution of one paper to the
follow-up research. A paper with more mention frequencies
should be more valuable for the citing work than the ones
less mentioned. However, the mention frequencies mainly
address the usefulness of citations from the syntactic level,
but not refer to any semantic. This paper further calculated
the subject similarity between cited and citing work to distin-
guish the contribution of citations from the semantic level.
An unsupervised framework, Doc2Vec, was introduced to
vectorize the unstructured documents in order to facilitate the
similarity calculation. Finally, both the mention frequencies
and the subject similarities were integrated to describe the
depth index in evaluating papers’ academic impact.

In conclusion, calculating academic impact using these
three indices has provided a novel way to evaluate the value of
publications. Previously, a publication’s accumulated influ-
ence was calculated using a citation-count-based assessment
strategy. Here, we contribute to the impact evaluation by
considering various citation patterns to detect the different
citation intensities and the different contributions of cited
papers to the citing works. This consideration should not
only be helpful for evaluating publications, but also be useful
for decision-makers to evaluate the academic performance of
different researchers, or different institutions. It is undeniable
that the three impact indices and the method of calculat-
ing weights can be adjusted depending on the application.
Decision-makers can select or focus on different aspects of
the influence to meet the needs of actual decision-making
tasks, and formulate a reasonable weight system in line with
the actual situation, so as to complete the evaluation task from
a more realistic point of view rather than just looking at the
number of citations. And the method proposed in this paper is
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not only applicable to themeasurement of academic impact of
journal papers, but also to the evaluation of academic impact
of other types of academic achievements, such as conference
papers, academic monographs, etc. For conference papers
and academic monographs, the total number of citations is
also accumulated by citations distributed in different years,
and there are also differences in citation intensity in each
citation year. In addition, the conference papers and aca-
demic monographs will also show different influence width
and depth on the follow-up research through the occurrence
of citation behavior. By examining the performance in the
above three citation dimensions, we can also reveal a more
comprehensive academic impact for conference papers and
academic monographs. However, there may be differences
in academic resource databases that provide article indexing,
which will lead to differences in data acquisition processes.
The data in this paper are all fromWeb of Science provided by
Clarivate Analytics, which provides tools such as ‘‘Analysis
Results’’ and ‘‘Create Citation Report’’ to help complete the
collection of all experimental data. For the conference papers
and academic monographs, it may be difficult to collect the
data used in the three citation dimensions, but as long as
the technical limitations of data collection are overcome,
the academic impact of them can be measured.

Furthermore, the work of this paper can only be used as
the beginning of the scientific evaluation of academic value
of academic achievements, and there are still many work to
be improved to apply to a wider range of impact evaluation
issues. For example, the proposed method can only measure
and distinguish the academic impact of articles published
in the same subject area. For academic papers in different
fields, it is difficult to make a comparative analysis of the
academic impact of them because of the differences in their
domain characteristics. At this time, it is necessary to find an
appropriate technology to measure the differences of domain
features and to normalize the domain features according to
these differences, so as to analyze the academic impact of
articles from different fields. This kind of exploration is
very important for completing the evaluation of the influence
of cross-domain articles and for realizing the evaluation of
academic entities based on it. These explorations will be part
of our future work.
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