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ABSTRACT WDM-PON-based mobile edge computing (MEC)-enabled fiber wireless access networks
(MFWAN) have been identified as a promising technology for next-generation broadband access. Low-
latency oriented network planning of the WDM-PON-based MFWAN would be required for low-latency
access to newly emerging latency-sensitive applications in the fifth-generation (5G) era. However, this would
require a low-latency oriented network design in the network planning phase and has thus become a crucial
challenge. In this paper, we investigate low-latency oriented network planning of the WDM-PON-based
MFWAN under physical and management constraints. To this end, we develop a mathematical model
to minimize total transmission latency for all latency-sensitive services. Our model is composed of the
propagation latency on the paths and the processing latency on the network equipment and is subject
to constraints of maximal transmission distance, maximal PON power budget, bandwidth requests, and
the fronthaul latency limit under some functional split options. Given the model’s complexity, we also
propose a heuristic algorithm called latency-minimized integrated multi-associated positioning and routing
algorithm (LMI-MAPRA). The simulation results show that the proposed algorithm outperforms the
benchmark algorithm with more total transmission latency reductions in both sparse and dense networks.
We also analyze the impact of key parameters on comparisons of different approaches in terms of low-latency
optimal performances.

INDEX TERMS Technology planning, latency-sensitive application, network planning, WDM-PON,
MEC-enabled access networks, FiWi networks.

I. INTRODUCTION
Future fifth generation (5G) networks will inspire differ-
ent types of new applications, new network architectures,
and new spectrum usages. Three typical application sce-
narios in 5G, e.g., eMBB (Enhanced Mobile Broadband),
uRLLC (Ultra Reliable & Low Latency Communication)
and mMTC (Massive Machine Type Communication), gen-
erate diverse network requirements such as low-latency, mas-
sive connectivity, high reliability and explosive growth of
mobile bandwidth traffic [1]–[3] as shown in Fig. 1. With the
emergence of 5G ultra-reliable and latency-sensitive applica-
tions, low latency is becoming one of critical requirements
in 5G communications. Some of 5G latency-sensitive appli-
cations, e.g., self-driving cars, industrial interconnection and

The associate editor coordinating the review of this manuscript and
approving it for publication was Cristina Rottondi.

automation, require the end-to-end transmission latency be
less than 5-10ms [4]–[7]. Therefore, it is necessary to con-
sider the low-latency optimal design in the network planning
phase.

Since data centers (DC) in the 4G era were commonly
located far away from the end-subscribers [8], it was dif-
ficult to provide the availability and reachability of cloud
services to achieve end-to-end low-latency communications.
To mitigate such latency issue, a MEC concept is proposed
to provide the reachable cloud computing capabilities (e.g.,
computing, storage, and caching) at the edge of access net-
works near subscribers [9], [10]. According to the network
architecture evolution from 3GPP technical reports, the orig-
inal two-level RAN composed of Base Band Unit (BBU)
and Remote Radio Unit (RRU) in 4G is disaggregated into
three level RAN composed of Central Unit (CU), Distributed
Unit (DU), and Active Antenna Unit (AAU) in 5G [11]–[13].

VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ 183383

https://orcid.org/0000-0001-9448-9449
https://orcid.org/0000-0002-6618-272X
https://orcid.org/0000-0003-1377-7938


X. Wang et al.: Low-Latency Oriented Network Planning

FIGURE 1. New requirements for 5G.

FIGURE 2. Illustration of the mobile bearer network architectures from
4G to 5G.

However, MEC-enabled three-level RAN could better sup-
port 5G low-latency communications than the original two-
level RAN structures. Figure 2 illustrates the evolutions of
the mobile bearer network architectures from 4G to 5G,
taking into account all possible situations of the candidate
locations of the MEC servers. In this study, we assume that
the candidate locations of the MEC servers are only at the
integration site of the CUDU co-located with the OLTs.
On one side, from the perspective of the operators’ concern of
the real deployment cost, when the candidate locations of the
MEC servers are at the AAU site, although the time delay
is lowest, the deployment cost is high and the coverage is
limited. On the other side, from the perspective of the low-
latency communication requirement of the latency-sensitive
services, CU and DU are considered to be at the same station
so as to decrease the number of hops to achieve low-latency
communications [14].

Recently, network convergence of ‘‘optical plus radio’’ has
led to the development of future transport networks [15].
MEC-enabled Fiber-Wireless Access Network (MFWAN) [1]
has emerged from combining advantages of high band-
width and low latency of optical access technologies with
characteristics of massive capacity, high flexibility and adapt-
ability of future wireless networks [16], [17]. Since differ-
ent broadband access network technologies can be flexibly
selected in 5G transport networks,MFWAN is instrumental in
realizing future 5G low-latency communications. However,
the connection of CPRI signals in 5G transport networks with

FIGURE 3. Illustration of the WDM-PON based MFWAN.

direct fiber or optical transport network (OTN) is too expen-
sive [18], [19]. Passive optical networks (PON) are identified
as a suitable technology to accelerate 5G network planning
with flexible and cost-efficient access, and manageable net-
working control [20], [21]. In this paper, wavelength divi-
sion multiplexing-PON (WDM-PON) is used as the bearer
technology in the MFWAN. Figure 3 shows an illustration
of WDM-PON based MFWAN, with MEC servers integrated
at the edge of networks (which can be regarded as the access
point of the edge of metropolitan network or RAN). Although
the network architecture of WDM-PON based MFWAN pro-
vides many benefits, network planning of such a network
architecture faces a critical challenge: how to establish an
optimal topology for theWDM-PONbasedMFWANwith the
goal of minimizing total transmission latency for all latency-
sensitive applications.

To the best of our knowledge, most existing research
on cost-effective network planning has been carried out for
wired [22]–[24] or wireless networks [7], [11], [25], [26] with
the goal of minimizing total deployment costs. In [22]–[24],
cost-effective network planning models and algorithms were
proposed for PON based smart grid networks and green field
optical networks. Network planning of fronthaul [25], [26],
backhaul and small-cell networks [7]–[11] over wireless net-
works suffers from more complexities than that of wire net-
works. To benefit from high bandwidth and ubiquitous access
of optical and wireless technologies, hybrid fiber-wireless
(FiWi) networks have been identified as a promising network
architecture [32]–[34].

Most efforts to date have focused on minimizing total
deployment cost (taking into account bandwidth require-
ments, delay budgets, complexity of radio remote head, max-
imum number of users per OLT and per wavelength, etc.).
Some research [25], [29] has proposed network frame-
work or mathematical models to optimize the infrastruc-
ture deployment costs. By considering all the factors just
mentioned, a joint optimization framework was proposed
to optimally deploy the entire 5G transport and wireless
networks [25]. An optimization framework based on integer
linear programming (ILP)was presented to plan cost-efficient
PON deployments for small cell backhauling [29]. Other
research [27], [28] tackled the problem with heuristic algo-
rithms. A cost-effective backhaul was demonstrated to further

183384 VOLUME 7, 2019



X. Wang et al.: Low-Latency Oriented Network Planning

decrease the deployment cost in the sparse network scenar-
ios [27]. In addition, a K-means clustering-based planning
algorithm for the TWDM-PON based fiber backhaul network
was proposed to minimize the dense deployment cost of
5G small cells [28]. For network planning of hybrid FiWi net-
works, an optimal network planning strategy was proposed,
and optimal placement of virtualized BBU processing and
multiple ONUs were also proposed [32]–[34]. In addition,
a flexible and bandwidth-variable optical paths allocation
between BBUs and RRUswere demonstrated in [35] by using
SDN. The idea of the dynamic association between RRU and
BBU enabled by a converged optical and wireless network
is proposed in [36]. However, these approaches were carried
out without stringent low-latency requirements, and cannot
be applied to the MEC enabled hybrid FiWi access network.
Considering the disadvantages of existing works, we discuss
the network planning for WDM-PON based MEC-enabled
Fiber Wireless Access Networks.

Our contributions and the differences from the previous
works [7]–[36] of network planning over wireless or fiber-
based networks are summarized as follows:

1) Our work is the first to investigate low-latency ori-
ented network planning over MEC-enabled FiWi Access
Networks while considering a) physical requirements of
the latency limit in optical fronthaul networks under func-
tional split options, maximal transmission distance and max-
imal power budget, and b) management consideration, and
bandwidth requirements. Note that the fiber propagation
latency is the main bottleneck of total transmission latency,
which accounts for 70% of the end-to-end latency [37].
Hence, we will focus on how to minimize total transmission
latency including the propagation latency along the paths
and the processing latency on network equipments over the
WDM-PON based MEC-enabled Fiber Wireless Access
Networks for all latency-sensitive services at our best
efforts.

2) This work pays more attention on the low-latency ori-
ented network planning of both MEC-enabled centralized
radio access networks and its optical fronthaul networks
simultaneously during the network planning phase, while
the previous works [7]–[36] mainly focused on the network
planning of themobile networks or its transport networks sep-
arately taking into no account of low-latency minimization.

To simplify the low-latency oriented network planning
problem, we neglect the queuing latency at the ONU
and other uncritical latency. In addition, a heuristic algo-
rithm ‘‘LMI-MAPRA’’ is proposed to efficiently solve the
mathematical model. The paper is organized as follows.
In Section II, low-latency oriented network planning prob-
lem for WDM-PON based MFWAN is discussed, and a
mathematical model is developed to formulate the problem.
To solve the mathematical model efficiently, we propose
a heuristic algorithm in Section III. Next, we conduct the
simulation and analyze the results to evaluate the low-latency
optimal performance of different approaches in Section IV.
Lastly, Section V concludes the paper.

FIGURE 4. (a) The distributions of components and (b) the optimal
connection topology of the exemplary representation
of WDM-PON based MFWAN.

II. PROBLEM FORMULATION
A. LATENCY-MINIMIZED WDM-PON BASED
MFWAN PLANNING
Figure 4 shows an exemplary representation of the
WDM-PON based MFWAN. Note that we will consider can-
didate locations ofMEC servers on the CU/DU sides between
the metro area network and the access network. Given the sets
of candidate positions of MEC servers, the CUDU co-located
with OLT (CUDU-OLT), AWGs, and all positions of AAU
co-located with ONU (AAU-ONU) as shown in Fig. 4 (a), our
low-latency oriented WDM-PON based MFWAN planning
problem is to find out the optimal configuration. Note that
we assume that one ONU connects one AAU, which are
co-located in the same station, meanwhile all ONUs are
included in the PON system in this study. Some physical
constraints, management considerations, and latency limits
in the optical fronthaul network under some functional split
options are also considered in the optimization process. In this
paper, ‘‘the optimal configuration’’ indicates the connection
plan with the minimal overall transmission latency from the
AAUs to the MEC servers in order to guarantee the quality
of services (QoS) in terms of low-latency for all the latency-
sensitive services. The optimal planning processes include
two main procedures, 1) identifying the optimal locations
for candidate components of WDM PON-based MFWAN,
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such as optimal locations of the AWGs, the CUDU-OLTs
and the MEC servers; 2) identifying the optimal fiber routes
that use the available fiber infrastructures among all identified
components in the MFWAN. An exemplary representation of
‘‘the optimal configuration’’ in WDM-PON based MFWAN
is illustrated in Fig. 4 (b). In the optimal planning topol-
ogy, only one signal transmission path is available for each
AAU-ONU from the AAU-ONU to one MEC server. All of
the AAU-ONUs should be included in the optimal planning
topology. However, other candidate components, e.g. AWGs,
CUDU-OLTs and MEC servers, are not necessarily to be all
connected to the optimal planning topology. Meanwhile, one
AAU-ONU should be connected to one AWG, then through
one CUDU-OLT to reach one MEC server.

The one-way transmission latency in MFWAN consists
of the execution latency of the MEC server, the processing
latency of CUDU-OLT, and the propagation latency on the
fiber paths along one signal transmission path from one
AAU-ONU to one MEC server, which can be written as

T = Tmec + TCUDU−OLT + Tfiber (1)

The execution latency for mobile device user i at the
MEC server can be given as [34],

Tmec = tci,exe = di/f ci (2)

where di defines total number of CPU cycles to accomplish
the computation task required by the i-th mobile device user,
and f ci indicates the computation capability (CPU cycles per
second) of the MEC server. To concentrate on low-latency
oriented network planning over the MFWAN for all latency-
sensitive services, f ci is considered as a constant for the com-
putation task of each mobile device user. The time overhead
for the MEC server to send the computation outcome back to
the mobile device user or each AAU is neglected, since it is
much smaller than the execution latency of computation input
data. In addition, we assume that one AAU can only serve one
type of latency sensitive services.

To concentrate on low-latency oriented network planning,
the processing latency TCUDU−OLT at the CUDU-OLT for
each AAU [39] is considered constant. The propagation
latency, Tfiber is considered to be linear with the transmis-
sion distance. The propagation latency of the fiber li,j per
kilometer is η.

Tfiber = li,j · η (3)

Since the propagation latency and the processing latency
are the main bottleneck of the total transmission latency [37],
the queuing latency and other uncritical latency are neglected.
In this study, the propagation latency on fiber cables along the
paths and the processing latency of the MEC server and the
CUDU-OLT are considered in the transmission latency.

In addition, low-latency oriented network planning over
the MFWAN should consider some constraints, such as:

1) physical requirement of low-latency oriented network
planning

• latency limit in the optical fronthaul network under some
split options, which we set to 100 µs.

• maximum end-to-end transmission distance.
• maximum power budget from the AAU-ONU to the
CUDU-OLT, which includes the launch power of the
transmitter, receiver sensitivity, the loss power of the
splitter insertion, the power attenuation on the fiber
link, etc.
2) management consideration

• constraint of the maximal number of wavelength λ

per AWG.
• each AAU-ONU should be connected to one AWG.
• one available signal transmission path is provided from
the MEC server through one CUDU-OLT and one AWG
to each AAU-ONU.

• constraint of the MEC server number that are turned on.
• bandwidth requirement of all latency-sensitive services
at the AAU-ONUs under some split options.

B. MATHEMATICAL MODEL
In this section, we propose a mathematical model for the low-
latency oriented network planning problems for the latency-
sensitive services over the WDM-PON based MFWAN.
We first define the notation of network parameters and
variables, thenwe describe the objective function and the con-
straints of the mathematical formulation for the low-latency
oriented network planning problem.

1) NETWORK PARAMETERS
Several network parameters need to be defined:

• Mmec: The set of potential positions of MEC servers,
where Nmec is the total number ofMmec, and the element
of Mmec is indicated as m.

• CCUDU : The set of potential positions of the integration
site of the CUDU and the OLT, where NCUDU is the
total number of CCUDU , and the element of CCUDU is
indicated as c.

• SAWG: The set of the potential positions of AWGs, where
NAWG is the total number of SAWG, and each element of
SAWG is indicated as s.

• AONU : The set of all the positions of the ONUs, where
NONU is the total number of AONU , and the element of
AONU is indicated as a.

• W: The distance matric of the physical topology for
the WDM-PON based MFWAN, which is indicated
as W = {wij.

• l totalij : The total distance between the ith node and the
jth node in the W.

• Ptotalij : The total power budget from the ith CUDU-OLT
node to the jth AAU-ONU node in W, including the
launch power of the OLT, the loss power of the AWG
insertion, the ONU sensitivity and the fiber loss power
per kilometer.

• PB: The power budget of the PON, which is set
to 21dBm.
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• Pl: The launch power of the OLT-PON, which is set
to +3dBm.

• Pos: The receiving sensitivity of the ONU optical port,
which is set to −20dBm.

• AF : The fiber loss power per kilometer with 1310nm
wavelength fiber cable under normal conditions, which
is set to 0.35dBm/km.

• AS: The loss power of the AWG insertion, which is set
to 10dBm.

• 1s: The maximum wavelength number of the AWG
output ports.

• ST : The set of the AWG types, where St ∈ {1:4, 1:8,
1:16, 1:32}.

• Tmec: The processing latency of one MEC server.
• TCUDU : The processing latency of one CUDU-OLT.
• η: The fiber propagation latency per kilometers, which
is set to 5µs/km.

• TFON : The maximum transmission latency in the optical
fronthaul network, which is set to 100µs.

• B: The carrier bandwidth of one AAU, which is set to
100MHz.

• La: The proportion of occupied traffic load of the a-th
AAU, where La ∈ [0.1, 1].

• A: The number of antennas for one AAU, which we set
to 4.

• BMECup: The maximum bandwidth capacity for
upstream from the CUDU-OLT to the MEC server,
which we set to 100 Gb/s.

• BMECdown: The maximum bandwidth capacity for
downstream from the MEC server to the CUDU-OLT,
which we set to 100 Gb/s.

• BU1a: The transport bandwidth for upstream of the ath

AAU using the split option 7, where BU1a = 2.432 · B ·
A · La/1000.

• BD1a: The transport bandwidth for downstream of the
ath AAU using the split option 7, where BDa = 7.493 ·
B · A · La/1000.

• Lmax : The maximum end-to-end transmission distance
from one AAU to one MEC server.

2) VARIABLES
The binary and integer decision variables in the optimization
model are indicated as follows.

• σ am,c is a binary variable, which represents the con-
nection status between the mth MEC server and
the cth CUDU-OLT for each ath AAU-ONU, where
m ∈Mmec, c ∈ CCUDU , andA ∈ AONU . If σ am,c = 1,
the mth MEC server is connected to cth CUDU-OLT for
each ath AAU-ONU; otherwise, σ am,c = 0.

• σ ac,s is a binary variable, which represents the connection
status between the cth CUDU-OLT and sth AWG for
each ath AAU-ONU, where c ∈ CCUDU , s ∈SAWG, and
A ∈ AONU . If σ ac,s = 1, the cth CUDU-OLT is con-
nected to sth AWG for each ath AAU-ONU; otherwise,
σ ac,s = 0.

• σs,a is a binary variable, which represents the connection
status between the sth AWG and ath AAU-ONU, where
s ∈SAWG, andA ∈ AONU . If σs,a = 1, the sth AWG is
connected to the ath AAU-ONU; otherwise, σs,a = 0.

• λm is a binary variable, which represents the utilization
status of the mth MEC server, where m ∈Mmec. If λm =
1, the mth MEC server is used; otherwise, λm = 0.

The total transmission latency contains several parts:
the processing latencies of the MEC servers and the
CUDU-OLTs, and the propagation latency of the fiber links
along the paths. The objective function shown in Eq. (4) is
subject to some constraints, shown in Eqs. (5)-(14). The first
three items in Eq. (4) indicate the propagation latency on the
fiber links of the optimal connection among theMEC servers,
CUDU-OLTs, AWGs and AAU-ONUs. The last two items
indicate the processing latency of the identified MEC servers
and CUDU-OLTs.

• Objective:

Minimize∑
s∈SAWG
a∈AONU

σs,a · ws,a · η +
∑

c∈CCUDU
s∈SAWG
a∈AONU

σ ac,s · wc,s · η

+

∑
m∈Mmec
c∈CCUDU
a∈AONU

σ am,c · wm,c · η+
∑

m∈Mmec
c∈CCUDU
a∈AONU

σ am,c·Tmec

+

∑
m∈Mmec
c∈CCUDU
a∈AONU

σ am,c·TCUDU−OLT (4)

• Under constraints∑
c∈CCUDU

σ ac,s = σs,a, ∀a ∈ AONU , ∀s ∈ SAWG (5)

∑
m∈Mmec

σ am,c =
∑

s∈SAWG

σ ac,s, ∀c ∈ CCUDU , ∀a ∈ AONU

(6)∑
s∈SAWG

σs,a = 1, ∀a ∈ AONU (7)

Equations (5)-(7) guarantee that only one signal trans-
mission path is available from each AAU-ONU to one
MEC server for one AAU. Equation (5) ensures that each
AAU should connect to one CUDU-OLT through one AWG.
Equation (6) ensures that each AAU can require the edge
computing from one MEC server. Equation (7) guarantees
that one AAU can only connect one AWG output port.

1/
∑

a∈AONU

σs,a ≥ 1s,∀s ∈SAWG (8)

The constraint of the AWG split ratio is formulated as
Eq. (8), which indicates that the maximal number of the
AAU-ONUs connected to one AWG should be less than the
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maximum number of the AWG output ports.

λm≤
∑

c∈CCUDU
a∈AONU

σ am,c ≤ λm · NCUDU , ∀m ∈ MMEC (9)

Equation (9) guarantees at least one MEC server is in use,
and the maximum number of MEC servers that are turned on
should be less than the total number of the MEC servers.∑
s∈SAWG

σs,a · ws,a · η +
∑

s∈SAWG

σ ac,s · wc,s · η ≤ TFON ,

∀a ∈ AONU ,∀c ∈ CCUDU (10)

The latency constraint in the optical fronthaul network
under split options is formulated as Eq. (10).∑
c∈CUDU
a∈AONU

BU1a · σ am,c ≤ BMECup, ∀m ∈ Mmec (11)

∑
c∈CUDU
a∈AONU

BD1a · σ am,c≤BMECdown, ∀m ∈ Mmec (12)

The constraint of the bandwidth capacity is formulated as
Eqs. (11)-(12). Equation (11) guarantees the constraint of the
transport bandwidth for upstream from the CUDU-OLT to
the MEC server for the a-th AAU using the split option 7.
Equation (12) guarantees the constraint of the transport
bandwidth for downstream from the MEC server to the
CUDU-OLT for the a-th AAU using the split option 7.

l totalij =

∑
c∈CCUDU

σ am,c · wm,c +
∑

c∈CCUDU
s∈SAWG

σ ac,s · wc,s

+

∑
s∈SAWG

σs,a · ws,a ≤ Lmax,

∀m ∈ Mmec,∀a ∈ AONU (13)

Ptotalij =

∑
s∈SAWG

σs,a · ws,a·AF +
∑
st∈ST

st · AS

+

∑
s∈SAWG

σ ac,s · wc,s·AF ≥ PONU + PL − PB,

∀a ∈ AONU ,∀c ∈ CCUDU (14)

The physical constraints of the respective maximal trans-
mission distance and maximal power budget are guaranteed
in Eqs. (13) and (14).

III. PROPOSED HEURISTIC ALGORITHMS
Although the mathematical model solved by the CPLEX
solver can provide the optimal solution for the low-latency
oriented network planning problems under certain conditions,
it increases time complexity and memory resources for large-
scale mixed integer linear programming problems [25], [27].
Moreover, network planning for a large-scale network cannot
be solved by the mathematical model efficiently. To solve this
problem, a heuristic algorithm, called ‘‘Latency-Minimized
Integrated Multi-associated Positioning and Routing algo-
rithm’’ (LMI-MAPRA), is proposed. In addition, a bench-
mark algorithm is also introduced. The detailed processes of

the proposed LMI-MAPRA and the benchmark algorithm are
discussed as follows.

A. PROPOSED ALGORITHM
Table 1 illustrates the pseudo-code of the proposed algorithm
LMI-MAPRA, and the detailed procedures are as follows.

Step 1: Given the sets of the candidate positions of the
MEC servers, Mmec = {m, the candidate positions of the
CUDU-OLTs, CCUDU ={c}, and the candidate positions of
the AWGs, SAWG = {s; all of the AAU-ONUs, AONU = {a;

Step 2: Initialize the optimal connection topology of
MFWAN, ; and total transmission latency of all latency-
sensitive services, T ;
Step 3: Classify and mark all different types of nodes

in W (V ,E);
Step 4: To establish the optimal configuration connection

topology of the MFWAN, we first configure the optimal
connection between a ∈ AONU and s ∈ SAWG, under the con-
straints of the AWG split ratio in Eq. (8);

Step 5: According to the connection principle between
a ∈ AONU and s ∈ SAWG, to connect all AAU-ONUs to the
candidate AWGs, while satisfying the constraint of Eq. (7)
that one AAU can only connect one AWG output port;

Step 6: Initialize the path storage setP and the transmission
latency storage set T ;
Step 7: Apply the ‘‘Warshall-Floyd’’ algorithm [42] to

establish the optimal configuration connection between a ∈
AONU and s ∈ SAWG;

Step 8: Obtain the path ← Pa,s withminimal transmission
latency of T for the node pair (a→ s); the connected AWG
set of WS is also obtained;

Step 9: According to the connection principle of Eq. (5),
to connect all AWGs in WS to all candidate CUDU-OLTs
in CCUDU ;

Step 10: Apply the ‘‘Warshall-Floyd’’ algorithm [42]
to establish the optimal configuration connection between
s∈W S and c ∈ CCUDU ;

Step 11: Obtain the path ← Ps,c with the minimal trans-
mission latency of T for the node pair (s→c); the connected
CUDU-OLT set ofWCUDU is also obtained;

Step 12: Repeat from step 4 to step 11 until the fronthaul
latency constraint of Eq. (10) and the maximal power budget
of Eq. (14) are satisfied;

Step 13: According to the connection principle of Eq. (5),
if the constraint of the number of MEC servers that are turned
on, formulated as Eq. (9), is satisfied;

Step 14: To configure the optimal connection between
all connected CUDU-OLTs in WCUDU and all candidate
MEC servers inMmec;
Step 15: Initialize the path storage set P and the transmis-

sion latency storage set T ;
Step 16: Apply the ‘‘Warshall-Floyd’’ algorithm [42] to

establish the optimal configuration connection between c ∈
WCUDU and m ∈ Mmec, while satisfying the constraints of
Eq. (11) and Eq. (12) that the transport bandwidth capacity
for the respective upstream and downstream between the
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TABLE 1. The pseudo-code of proposed algorithm LMI-MAPRA.

MEC servers and the CUDU-OLTs for the a-th AAU using
the split option 7;

Step 17: Obtain the path ← Pc,m with the minimal trans-
mission latency of T for the node pair (c→m);

Step 18: Repeat from step 12 to step 17 until the maximal
distance constraint of Eq. (13) is satisfied;

Step 19: Calculating total transmission latency of all ser-
vices, saved as T ;

Step 20: Return the optimal configuration connection
topology of and the total transmission latency of T ;

TABLE 2. The pseudo-code of benchmark algorithm.

B. BENCHMARK ALGORITHM
In order to evaluate the performance of the proposed
algorithm, the constrained enumeration approach is cho-
sen as the benchmark algorithm [22]. To compare different
approaches in the same situation, the enumeration approach,
which is called as ‘‘Partial Sampling Enumeration Approach
(PSEA),’’ considers the same constrains as the proposed algo-
rithm. Table 2 illustrates the pseudo-code of benchmark algo-
rithmPSEA.K numbers of end-to-end paths are selected from
all paths among the MEC servers, CUDU-OLTs, AWGs, and
AAU- ONUs. Then, under the constraints of Eqs. (5)-(14),
the optimal configuration connection topology with minimal
transmission latency for all services is obtained, as shown
from line 3 to line 12.

C. TIME COMPLEXITY ANALYSIS
Based on the detailed procedures of different approaches
above, the time complexity of different algorithms is analyzed
as follows. The overall time complexity of the proposed
algorithm is O(n2), and the overall time complexity of the
benchmark algorithm is O(n3).

IV. SIMULATION RESULTS AND ANALYSIS
To evaluate the latency-minimized performance of the
proposed approaches, we simulate and compare different
approaches with the CPLEX linear programming solver and
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the MATLAB [25]. We consider two tested networks of both
sparse and dense network scenarios, where candidate network
components of the MFWAN are randomly distributed in the
network range of 20 × 20km2. In addition, we consider a
WDM-PON that supports up to 100 Gb/s bandwidth capacity
for the respective upstream and downstream between the
CUDU-OLTs and the MEC servers in the simulation. The
maximal bandwidth of a single wavelength of WDM-PON
is set to 10 Gb/s.

For computation tasks of mobile devices, the application
in [40] is considered, where the data size for a computation
task is set to 100 KB and the total number of CPU cycles di
is set to 2 Megacycles. The computational capability for a
mobile device user i is indicated as f ci = 10 GHz [41].
To focus on the low-latency oriented network planning prob-
lem, TMEC and TCUDU−OLT are considered constant and set
to 40µs. For the management parameters, the maximal end-
to-end transmission distance is set to 20km, and the propaga-
tion latency η per kilometer of the fiber cable is held constant
at 5µs/km. The PON power budget is set to 21dBm, and the
respective launch power of OLT and the ONU sensitivity are
set to +3dBm and −20dBm. In the simulation, the split ratio
of the AWG is offset to 1:16, and its power loss is 10dBm.
The fiber loss power per kilometer is set to −0.35dBm/km.
The carrier bandwidth of the base station is set to 100 MHz
with 16QAM for upstream, and the number of antennas is set
to 4.

A. COMPARISON OF DIFFERENT APPROACHES
1) COMPARISON WITH INCREASE OF DIFFERENT
PARAMETERS
To compare the performance of different approaches, we sim-
ulated this on both sparse and dense networks as different
parameters increase, such as the AAU number and traffic
load of AAUs. Note that we assume one AAU connects to
one ONU, and each ONU is allocated with one single wave-
length. The network components are randomly distributed in
the sparse and dense networks of 20 × 20 km2. In the sparse
network, there are two MEC servers, four CUDU-OLTs
and four AWGs, and the AAU number increases from 4 to
20 with an interval of 2. In the dense networks, there are
12 MEC servers, 24 CUDU-OLTs and 24 AWGs, and the
AAU number increases from 26 to 42 with an interval of 2.
We assume that one AAU can only serve one type of
latency-sensitive services. As the AAU number increases, the
comparison results of approaches for both sparse and dense
networks are shown in Fig. 5 (a) and Fig. 5 (b). As the number
of AAUs increases in both network scenarios, we observe
that the proposed algorithm outperforms the benchmark algo-
rithm with less transmission latency in providing all services.
Specifically, results calculated by the proposed algorithm
‘‘LMI-MAPRA’’ are close to the optimal solution of the
mathematical model in the sparse network scenario. The
proposed algorithm outperforms the benchmark algorithm
significantly in terms of low-latency optimal performance in
dense networks as shown in Fig. 5 (b).

FIGURE 5. Comparison of approaches on latency-minimized performance
as the AAU number increases in (a) sparse network scenario and
(b) dense network scenario.

FIGURE 6. Comparison of approaches on the latency-minimized
performance as the traffic load of AAU increases in both sparse
and dense network scenarios.

As the peak traffic load of AAU-ONUs increases, the com-
parison of approaches on latency-minimized performances
are also conducted for both sparse and dense networks as
shown in Fig. 6. The peak traffic load α(0.1 ≤ α ≤ 1)
means the maximum value of the traffic loads in a certain

interval of [0.1,α]. The simulation results show that as the
peak traffic load increases from 0.75 to 1 with an interval
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FIGURE 7. Impact of the MEC number on approach comparisons of
latency-minimized performance in (a) sparse network scenario
and (b) dense network scenario.

of 0.05, the proposed algorithm shows better performances on
total transmission latency reductions for all services as com-
pared with the benchmark algorithm in both sparse and dense
networks. We also observe that LMI-MAPRA outperforms
the benchmark algorithm obviously in terms of total latency
reductions in the dense network. This is reasonable because
the proposed algorithm LMI-MAPRA searches the optimal
configuration connection among all candidate components at
best efforts efficiently rather than selects the solution in the
local range with the benchmark algorithm. Therefore, it is
reasonable that LMI-MAPRA consumes less transmission
latencies and is close to the results of themathematical model.

As the respective AAU number and the peak traffic load
increases, the proposed algorithm outperforms the bench-
mark algorithm in terms of low-latency optimizing perfor-
mances. Such performance advantages are especially more
significant in dense network scenarios.

2) IMPACT OF THE MEC NUMBER
We also evaluate the impact of the MEC number on compar-
isons of different approaches in the tested sparse and dense
network scenarios as shown in Fig. 7 (a) and 7 (b), respec-
tively. In the sparse network, there are four CUDU-OLTs,

FIGURE 8. Impact of the CUDU-OLT number on different approach
comparisons of the latency-minimized performance in (a) sparse
network scenario and (b) dense network scenario.

four AWGs, six AAU-ONUs and the number of MEC servers
increases from 1 to 8 with an interval of 1. In the dense net-
work, there are 24 CUDU-OLTs, 24 AWGs, 40 AAU-ONUs
and the number of MEC servers increases from 10 to 17 with
an interval of 1. As the number of MEC servers increases,
the proposed algorithm outperforms the benchmark algo-
rithm consuming less total transmission latencies. Specif-
ically, the proposed algorithm outperforms the benchmark
algorithm significantly and is close to the optimal solution
calculated by the mathematical model in the dense networks.
Therefore, the MEC number shows no obvious impact on
performance comparisons of approaches in the simulation of
this study.

3) IMPACT OF THE CUDU-OLT NUMBER
We also evaluate the impact of the CUDU-OLT number
on performance comparisons of approaches in different net-
work scenarios. In the sparse network of Fig. 8 (a), there
are two MEC servers, four AWGs, six AAU-ONUs, and
the number of CUDU-OLTs increases from 2 to 9 with an
interval of 1. In the dense network of Fig. 8 (b), there are
10 MEC servers, 24 AWGs, 40 AAU-ONUs, and the CUDU-
OLT number increases from 20 to 27 with an interval of 1.
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FIGURE 9. Proportion of Breakdown of total transmission latency with
the mathematical model in (a) sparse network scenario and (b) dense
network scenario.

As the CUDU-OLT number increases, the simulation results
show that total transmission latency obtained by the pro-
posed algorithm is less than that obtained by the benchmark
algorithm. Specifically, proposed algorithm reaches near-
optimal results of the mathematical model and gives signif-
icant improvement on the latency-minimized performance,
comparedwith the benchmark algorithm in the dense network
scenarios as shown in Fig. 8 (b). Therefore, the increase of the
CUDU-OLT number shows no significant impact on the com-
parison of different approaches.

4) BREAKDOWN OF TOTAL TRANSMISSION LATENCY
We simulated the mathematical model and the proposed algo-
rithm for both sparse and dense tested networks scenarios,
aiming to evaluate which part is dominant in the total trans-
mission latency as shown in respective Fig. 9 and Fig.10.
In this study, total transmission latency includes three major
parts, i.e., the propagation latency along the fiber paths,
the execution latency of the MEC servers, and the processing
latency of the CUDU-OLTs. In the sparse networks as shown
in Fig. 9 (a) and 10 (a), there are two MEC servers, four
CUDU-OLTs, four AWGs, and the number of AAU-ONUs
increases from 4 to 24 with an interval of 4. In the dense

FIGURE 10. Proportion of Breakdown of total transmission latency with
the proposed algorithm in (a) sparse network scenario and (b) dense
network scenario.

networks as shown in Fig. 9 (b) and Fig. 10 (b), there are
12MEC servers, 24 AWGs, 24 CUDU-OLTs, and the number
of AAU-ONUs increases from 26 to 46 with an interval of 4.

From the simulation results as shown in Fig. 9, we observe
that the propagation latency occupies by respective 49.83%
and 35.33% of total transmission latency in average in the
sparse and dense networks. Thus, the propagation latency
shows a dominant part in total transmission latency obtained
by the mathematical model over most of network scenar-
ios. Moreover, from the simulation results obtained by the
proposed algorithm as shown in Fig. 10 (a), the processing
latency of the MEC servers occupies by 35.17% of total
transmission latency, and shows a dominant part in total
transmission latency with the proposed algorithm in sparse
network scenario. However, the processing latency of the
CUDU-OLTs occupies by 39% of total transmission latency,
and presents a dominant part in total transmission latency
obtained by the proposed algorithm in dense network sce-
nario as shown in Fig. 10 (b). Therefore, from the simula-
tion results, there is no typical law to present which part,
i.e., the propagation latency, the execution latency of theMEC
servers, and the processing latency of the CUDU-OLTs, plays
a dominant role in the total transmission latency.
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FIGURE 11. The application results of the proposed algorithm in sparse
network scenario, which (a) the distribution of network devices in the
MEC-enabled WDM-PON based FiWi Access Network, (b) the optimal
planning topology of the proposed algorithm.

TABLE 3. The simulation parameters set up.

TABLE 4. Results in the fixed network scenarios.

5) APPLICATIONS IN THE FIXED NETWORK SCENARIOS
We simulated approaches for two fixed network scenarios
of 18 nodes and 98 nodes, which are randomly located in an
area of 20 × 20 km2 as shown in Fig. 11 (a) and Fig. 12 (a).
The simulation parameters are listed in Table 3. Simulation
results of total transmission latencies in providing all services
with different approaches are shown in Table 4. In the respec-
tive fixed networks of 18 node and 98 node, the proposed

FIGURE 12. The application results of the proposed algorithm in dense
network scenario, which (a) the distribution of network devices in the
MEC-enabled WDM-PON based FiWi access network, (b) the optimal
planning topology of the proposed algorithm.

FIGURE 13. Proportion of breakdown of total transmission latency with
approaches in both sparse and dense network scenarios.

algorithm LMI-MAPRA reduces total transmission laten-
cies by 19.6% and 30.4% as compared with the benchmark
algorithm. In addition, the proposed algorithm differs from
the accurate solution of the mathematical model by 14.6%
and 4.2% in the respective fixed 18 and 98 node networks.
The constructed optimal configuration topologies of MEC-
enabled WDM-PON based FiWi Access Networks applied in
the fixed networks are presented in Fig. 11 (b) and Fig. 12 (b).
From simulation results as shown in Fig. 13, we observe
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that the propagation latency occupies by 40.67% of the total
transmission latency, and plays a dominant part among most
of results obtained by different approaches in both the fixed
19 and 98 node networks.

V. CONCLUSION
In this paper, we developed a mathematical model for low-
latency oriented network planning for WDM-PON based
MEC-enabled Fiber Wireless Access Networks. To solve
the mathematical model efficiently, we proposed a heuris-
tic algorithm called LMI-MAPRA. We simulated this on
different network scenarios to compare approaches on
latency-minimized performances. The simulation results
show that the proposed algorithm outperforms the benchmark
algorithm in both sparse and dense networks, especially
more significant in the dense network scenarios. In addi-
tion, the proposed algorithm LMI-MAPRA achieves near
optimal results as compared with accurate solutions of the
mathematical model in most of networks. The impacts of the
number of MEC server and the number of CUDU-OLT on
the comparison of different approaches are also evaluated.
We also discuss the breakdown of total transmission latency.
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