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ABSTRACT As the continuous development of mobile social networks, the structure of the mobile social
network increasingly becomes complex. It not only speeds up information transmission between people
but also expands the scope of information exchange, which has become an essential and important social
media in people’s social life. How to effectively identify and classify these online communities has important
practical significance for the study of social networks. Correctly detecting the community structure of mobile
social networks can not only improve the accuracy of friend recommendation, link prediction, service user
positioning, product marketing, and other aspects but also provide an important basis for the monitoring
of online public opinion. But the traditional social network cluster method based on the trust degree mainly
calculates the user trust by analyzing the interactive feedback information between users. This method cannot
effectively solve the ‘‘cold start’’ problem in the trust calculation process, that is, for the new network node,
the trust value of this node cannot be accurately measured due to the lack of interaction with other nodes.
Focusing on this problem, we propose a Gaussian pigeon-oriented graph clustering algorithm for social
networks’ cluster in this paper. A graph model is first built. Then, an efficient K-medoid algorithm is utilized
to search the user center in all groups. The Gaussian pigeon algorithm is used to search the similarity between
each user and the central user. Users that meet the similarity threshold are divided into the same user group.
Finally, the simulation results show that the proposed method has better cluster effect than other state-of-
the-art social networks’ clustering approaches.

INDEX TERMS Social network, Gaussian pigeon algorithm, graph clustering, K-medoid algorithm.

I. INTRODUCTION
In social networks, users are not only information acquir-
ers, but also information publishers and transmitters. The
emergence of this information transmission mechanism not
only greatly reduces the social cost among network users, but
enables users to establish social relations with some people
with common characteristics through online activities, which
forms a network structure similar to that of real social com-
munities in mobile social networks [1], [2].

With the popularity of various applications such as weibo,
WeChat, douban movie and netease cloud music, the social
network in different fields develops rapidly. At present, there
are a variety of social relationships in social networks, such
as friend relationship, concern relationship, having the same
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preferences, etc,. Nodes and connections of social networks
also have diverse attributes. Traditional network clustering
methods mainly consider the density of links, but not the
diversity of social networks. In addition, the presence of low-
activity users in social networks also brings adverse effects
on the clustering effect of social networks [3], [4].

In addition to the social network clustering algorithm
based on the density of links, there are also clustering
algorithms that take node diversity, strong and weak social
relations and various hidden information into consideration.
Hänninen and Kujala [5] mainly considered the similarity
of users’ interests, and calculated the similarity of users’
interests based on the Bayesian probability model. In the
current diversified social networks, interest had become a
weakly related information. Additionally, trust communi-
cation, comment information, rating information and so
on should also be considered. Zhang et al. [6] proposed
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a directed network clustering algorithm based on struc-
tural similarity. For directed interactivity of social networks,
the algorithm considered the arrival neighbor of nodes and
used directed edges to define direct structural reachable. Cai
et al. [7] adopted particle swarm optimization algorithm to
optimize the social network, took the network structure as
the objective function of particle swarm, and guided the
evolution process of particle swarm through greedy strategy.
References [8], [9] all took social network structure as the
basis of clustering, but only direct social relationship was
considered in the process of network construction.

In the current social networks, there are various correla-
tions. In addition to strong relationships, all kinds of weak
relationships should also be considered, including attention
relationships, trust communication, comments, information
[10], [11], rating information, etc,. In addition, there are
active users and low active users in social networks. Low
active users will lead to the problem of sparsity, thus affect-
ing the accuracy and coverage rate of clustering. In order
to solve the above problems, GPOGC: Gaussian Pigeon-
oriented graph clustering algorithm for social networks clus-
tering is proposed. In order to ensure the balance between
coverage rate and clustering accuracy, a two-dimensional
(2D) graph is established under the constraint of coverage
rate. In the process of constructing the graph, the direct
trust relationship, trust propagation, comment information
and other diversified information are considered. In order to
solve the sparsity problem, the prediction mechanism of low-
activity users is designed by combining Pearson similarity
and diversified social relations. In the clustering stage, Gaus-
sian Pigeon algorithm is used to search the users with the
highest similarity with the central user, so as to improve the
accuracy of clustering. This paper is organized as follows.
In section 2, we introduce the related works about social
networks. A two-dimensional graph model is constructed for
our proposed cluster method in section 3. Gaussian Pigeon
optimized algorithm and proposed social networks cluster
method are detailed illustrated in section 4 and section 5,
respectively. Experiments are conducted in section 6. A con-
clusion is given in section 7.

II. RELATED WORKS
At present, there are many methods for the division of social
network communities, which can be divided into two cat-
egories based on the relationship between users and users’
preferences. Classification method based on the relation-
ship between the users contains graph segmentation method,
the module degrees optimization algorithm, G-N algorithm,
CPM algorithm and label propagation method. The main idea
of these methods are to treat individuals as undifferentiated
network nodes in a complex network graph. According to the
topology of the graph, the social network is divided into user-
centered communities, which has the characteristics of tight
internal connections and sparse external connections.

Xia and Cao [12] presented a spectrum split method by
building a Laplace matrix. Because in the process of dividing

the network, it needed many repeatedly operations. The
method is more complicated. Liu et al. [13] put forward a new
spectrum division method. But this method would be calcu-
lated in the process of implementation standard eigenvalue of
the matrix. A higher cost was needed for larger network size.
The algorithm not only had certain limitation in the imple-
mentation process, it was also inadequate. Just considering
network topology dividing network formation, the strength of
the relationship between users were not reflected. It ignored
the similarity of node contents in the social network. Due
to the link noise in mobile social networks, if only the link
relations between nodes are considered and the similarity
between nodes are ignored, it is completely unreasonable to
divide nodes with weak link relations or no link relations
but obviously similar in content into different communities,
Therefore, in the process of mobile social network partition-
ing, not only the link relationship between nodes should be
considered, but the similarity of content is same.

Koyama et al. [14] established a new preference prediction
model by analyzing user dialogues and online interactions,
the experiment confirmed that the model could improve the
accuracy of interest mining. Zhou et al. [15] used topic
model to predict the similarity of users to publish content,
and the experiment proved that the model could more accu-
rately infer the contents of the similarity between users.
Muchnik et al. [16] set the users as the receiver and the
sender to construct receiver and sender model. The subject
probability distribution was used to divide the community,
and finally groups with the same social roles were obtained.
The above methods only consider the community character-
istics to mine users that are consistent with the community
theme characteristics. Although the user preferences within
the same community are similar, there are not necessarily
close connections between users.

III. TWO-DIMENSIONAL GRAPH MODEL
The sparsity problem of social networks can be effectively
alleviated by building two-dimensional graph under cover-
age constraints. The effect of similarity measurement highly
depends on the user’s comment information. So improving
the reliability of similarity measurement can improve the
reliability and accuracy of clustering [17].

Trust-aware social networks improve the accuracy of clus-
tering by predicting the information of low active users. The
basic idea is to assume that users are easily influenced by
users with high trust, but this mechanism can easily lead to
reduced coverage. Many researchers have found that users
are not only influenced by the direct trust users, also by the
indirect users. However, their influence decreases with the
increase of the distance between two users. This theory is also
called trust propagation.

A graph model based on trust and similarity is designed.
The process of model is shown in algorithm 1. The nodes
of the graph represent users. Edges represent double-
weighted connections between users. It is expressed as
tuple (W1,W2) = (pcc(u, v),T (u, v)), where pcc denotes
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similarity measurement and T represents trust propagation.
The inputs of the algorithm are the direct trust information,
the indirect trust information, the Pearson correlation coef-
ficient (pcc) and the maximum distance of trust propagation
(MP). The output is the graph of the social networks. The
social graph is represented by adjacency matrix. The setdiff ()
function cancels an existing new connection. It calculates
the trust propagation based on the shortest path between
users. The coefficient 1

i in line 6 indicates that the longer the
distance between two users is, the lower the trust value is.

Algorithm 1 Building Graph in Social Network Algorithm
Input pcc, trust graph,MP.
Output Wgraph.
1.Setting Nuser as the number of users.
2.Initializing the temporary user matrix tmp.
3.Initializing the user matrix mt .
4.for each i = 1 to MP do
5.tmp = tmp× T
6.Calculating the differences between trusted users mt =
mt + (1/i)setdiff (mt, tmp)
7.for each (ui, uj) do
8.if pcc(ui, uj) and MT (ui, uj) are existing.
9.Ws,Wmt = (pcc(ui, uj), θ)
else if
set h(t) = r(t)

IV. GAUSSIAN PIGEON OPTIMIZED ALGORITHM
Due to the complexity of data in the actual clustering analysis,
it is difficult to obtain the appropriate clustering results by
manual calculation. Therefore, this paper adopts Gaussian
Pigeon optimized algorithm to solve the clustering results.
Compared with the traditional Pigeon-inspired optimized
algorithm (PIO) [18,19], the Gaussian Pigeon algorithm
improves the convergence speed of the algorithm and the
clustering results due to the introduction of gaussian term.

In the nature, when a pigeon returns to its nest, it will
perceive the magnetic field through a magnetic object when
it is far away from its destination. The height of the sun is as a
compass to constantly adjust its position and speed. When it
is close to the destination, familiar locations near the pigeon
nest will be selected for navigation. Therefore, the whole PIO
algorithm is divided into two stages: 1) the geomagnetic and
sun-based map and compass stage, and 2) the landmark stage.

A. MAP AND COMPASS STAGE
Assuming the number of pigeons is N and the dimension is
D, the maximum iteration number is T1. The velocity v and
position x of the pigeon are initialized. Then rules are made
to adjust the velocity and position of pigeons. In the PIO
algorithm, the pigeon can be guided to search for the optimal
solution according to geomagnetism and the sun. The specific
rules are shown in equations (1) and (2).

Vi(T ) = Vi(T − 1)e−R×T+rand ·[Xbest−Xi(T − 1)]. (1)

Xi(T ) = Xi(T − 1)+ Vi(T ). (2)

where T represents the number of current iterations. R stands
for map and compass factor. rand is a random number
between 0 and 1. Xbest represents the global optimal position
obtained through comparison in the t − 1 iteration process.
Vi(T ) and Vi(t − 1) represent the velocity of the T (0 < T ≤
T1) iteration and the T − 1 iteration, respectively. Xi(T ) and
Xi(t−1) represent the position of the T iteration and the T−1
iteration, respectively.

B. LANDMARK STAGE
In this stage, the pigeon will select landmarks near the pigeon
nest to adjust the position, determine the maximum iteration
number T2 and fitness function F(X ) to update the pigeon
position, as shown in equation (3)-(5).

Xc(T − 1) =

∑N (T−1)
i=1 Xi(T − 1)F[Xi(T − 1)]∑N (T−1)

i=1 F[Xi(T − 1)]
. (3)

Xi(T ) = Xi(T − 1)+ r · [Xc(T − 1)− Xi(T − 1)]. (4)

N (T ) =
N (T − 1)

2
. (5)

whereN (t−1) represents the number of pigeons in T−1(0 <
T ≤ T2) iteration. Xc(T−1) denotes the center position of the
remaining pigeons; r represents a random number between
0 and 1 that satisfies uniform distribution.F(X ) represents the
fitness function, which is determined according to the specific
problem.

According to the above equations, after each iteration,
the number of pigeons is reduced by half. That is, those
pigeons away from the landmark are no longer instructive and
have to fly with other pigeons closer to the destination.

C. GAUSSIAN PIGEON OPTIMIZED ALGORITHM
PIO algorithm has a fast convergence speed, but it is still
easy to fall into the local optimal. And there is a problem
to balance the two stages. In order to improve the efficiency
of the algorithm, the gaussian term is introduced into the
landmark stage.

Landmark parameter r has good global search ability.
In most cases, when the destination has been identified, opti-
mization algorithm should have good focus search ability.
But it only satisfies uniform distribution rule, which cannot
meet this requirement. So in order to improve the global and
local search abilities, in the landmark stage, it appropriately
changes the distribution of r to find the global optimal solu-
tion. {

r = (R1 − 0.5) · m
√
n, R2 > p

r = 2(R1 − 0.5) ·
√
n, R2 ≤ p

(6)

where p is a parameter that balances uniform distribution and
gaussian distribution. R1 and R2 are two random numbers
between 0 and 1. m = Rn

n = 1− 0.5
T
T2

(7)
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whereRn is a random number satisfying the gaussian distribu-
tion between 0 and 1. T2 is the maximum number of iterations
in the landmark stage.

As can be seen from equation (6) and (7), the Gaussian
pigeon group optimizes the parameter r on the basis of the
pigeon group. m and n are constantly changing, while the
parameter p is selected according to the optimization objec-
tive.

V. GPOGC: GAUSSIAN PIGEON-ORIENTED GRAPH
CLUSTERING ALGORITHM
The coverage of social network has no correlation with the
number of groups. Therefore, the number of the first group
searched can be regarded as the number of groups in the
clustering algorithm.

K-medoids algorithm [20] is adopted to search the cen-
tral users of user groups. The objective function F of the
K-medoids algorithm is defined as:

F = min
∑
cE∈C

∑
m,n∈CE

dist(m, n). (8)

where C is the set of classes. dist(m, n) denotes the distance
between user m and n in the two-dimensional graph. Because
each edge in the graph is double-weighted, the distance
between users is calculated as:

dist2(u, v) = d2S (u, v)+ d
2
T (u, v). (9)

where u and v are two target users. dS and dT are similarity
distance and trust distance respectively, calculated by:

dS (u, v) = 1−W 2D−graph
S (u, v). (10)

dT (u, v) = 1−W 2D−graph
MT (u, v). (11)

Then we look for user groups that are highly similar to
the central user. The process mainly includes three steps:
permutation processing, weight processing and prediction
processing.

1) Initializing permutation processing. The goal of this step
is to calculate the similarity value between each user and the
target user (central user) based on the trust information and
comment information, and extract the top-n similar users.
If there is a direct trust relationship between users, such as
friend relationship, concern relationship, etc., then the trust
value is directly calculated; If there is no direct trust relation-
ship between users, then the hidden trust relationship, such as
comment information, rating information and so on, will be
extracted. If there is no direct trust relationship between user
u and target user a, we use pcc to calculate the trust value
of u and a according to the comment information or scoring
information. The nodes of the network represent users, and
the weight of edges represents the similarity between users.
The user similarity calculation based on trust is:

Wa,u =
2 · sim(a, u) · Ta,u
sim(a, u)+ Ta,u

, sim(a, u)+ Ta,u 6= 0.

Wa,u = Ta,u, sim(a, u) = 0,Ta,u 6= 0.
Wa,u = sima, u, sim(a, u) 6= 0,Ta,u = 0.

(12)

where Ta,u is the trust value between target user a and user u,
the formula is:

Ta,u =
dmax − da,u + 1

dmax
. (13)

In here, da,u represents the trust propagation distance
between a and u. dmax is the maximum trust propagation
distance, and dmax is set as the average path length in the
graph.

dmax =
ln(n)
ln(k)

. (14)

where n is the number of users in the network. k is the
average degree of the network. Suppose sim(a, u) represents
the similarity between a and u, the similarity based on pcc is
calculated as:

sim(a, u) =

∑
i∈Aa,u(ri(a)− r̄(a))(ri(u)− r̄(u))√∑

i∈Aa,u(ri(a)− r̄(a))
√∑

i∈Aa,u(ri(u)− r̄(u))
.

(15)

where ri(u) is the score value of user u for project i. r̄(u) is the
average score value of user u. Aa,u is the set of items rated by
user a and u. Eventually, the user is set as one group whose
similarity is higher than threshold value θ .

2) Weight processing for two-dimensional graph model.
We adopt gaussian PIO to process top-n users and ana-
lyze their importance. First of all, we establish the two-
dimensional graph of the user. Then, the gaussian PIO in the
graph to adjust the similarity between each user and target
user.

First, we select top-n users similar to the target user. Then,
a two-dimensional graph is established for the social network,
where nodes represent users. Edges and weights represent
the similarity between users (as formula (12)), and the range
value of weight is [0,1].

The purpose of determining the fitness function of gaussian
PIO is to judge the clustering result, because the clustering
result requires that all users in the cluster have similar scores.
Therefore, in this paper, the distance between users and the
clustering center is taken as the fitness function to evaluate
the clustering results. The selection way of clustering center
is shown in equation (16), and the fitness function is shown
in equation (17).

Sk (i) =

∑
i∈k d2(i, j)
M

. (16)

where k represents cluster number. i denotes the number of
the selected element. j represents the number of elements
except i in cluster k .M represents the number of all elements
in cluster k . Sk (i) represents the mean value of element i rel-
ative to cluster k . The one with the smallest mean is selected
as the clustering center of the cluster.

F =
1∑

d2(xi, xkc)
. (17)

Here,
∑
d2(xi, xkc) denotes the distance between user and

cluster center. xkc is the k − th cluster center. The cluster
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is better when F is bigger. Formula (17) can prevent the
algorithm from falling into local optimization. In the social
network, this function can select the set of users with similar
interests and low redundancy.

3) Prediction processing for low active users. For users
without comment information, it predicts their comments
based on the most similar user comments. The prediction
method is:

r̂u,j =

∑
v∈U wvrv,i∑
v∈U wv

. (18)

where r̂u,j is the predicted comment of target user u for project
i.U is the set of users selected by PIO. ru,j represents the true
score of v for project i. wv is the position of v. The cost of
each solution is calculated as the error between the predicted
value and the true value.

f (u) =

∑Iu
i=1 |r̂u,i − ru,i|

|Iu|
. (19)

Iu is the predicted project number.
The goal of this processing is to predict the information of

low active users based on the information of active users. This
processing is helpful to alleviate the common ‘‘cold start’’
problem and sparsity problem in social networks.

Therefore, we can summarize a final GPOGC algorithm
for social networks cluster as follows.

1) Step 1. Calculating the similarity between the target
user and other users. Selecting users with higher sim-
ilarity than θ and inputting them into gaussian PIO
algorithm.

2) Step 2. Using gaussian PIO to assign weights to users.
In each iteration of gaussian PIO, pigeons traverse in
the graph and select a set of similar users.

3) Step 3. Updating the position and speed of pigeons.
In gaussian PIO algorithm, the position of each pigeon
represents a clustering result. Pigeons will constantly
change their position and speed to seek the global
optimal solution.

4) Step 4. The pigeon’s position and speed update consist
of two stages, namely the map, compass stage and
the landmark stage. In the map and compass stage,
the fitness value of each pigeon’s experienced position,
individual optimal position and group optimal position
are compared to obtain the global optimal position
Xbest . Then update position and speed.

5) Step 5. Repeat step 4 until the number of iteration T
is greater than the maximum number of iteration t1.
Then it enters the landmarks stage. After each iteration,
the pigeons will be cut in half. Those pigeons who no
longer have the ability to distinguish the path away
from the goal of pigeons must be abandoned. When the
conditions satisfy the iteration (the maximum iteration
number is T2), it outputs the best position of pigeons,
namely the optimal solution.

VI. EXPERIMENTS AND ANALYSIS
A. PERFORMANCE ANALYSIS OF THE GAUSSIAN PIO
First, to verify the performance of the gaussian pigeon-
inspired algorithm, Rosenbrock function and Rastrigin func-
tion are selected as test functions in this paper. Rosenbrock
function belongs to an unimodal function, and the minimum
value is 0. Rastrigin function belongs to a multimodal func-
tion, and the minimum value is 0. The formulas are shown in
(20) and (21), respectively.

f1(x) =
n−1∑
i=1

[100(xi+1 − x2i )
2
+ (xi − 1)2]. (20)

f2(x) =
n∑
i=1

[x2i − 10 cos(2πxi)++10]. (21)

PIO algorithm, ABP [21] and gaussian PIO algorithm are
selected as comparison objects. The population number is set
as 10, the maximum iteration times is 150, and the dimension
is set as 100. The relationships between fitness value and
iterations of the three algorithms are shown in figure 1 and
figure 2. The optimal values are displayed in table 1 and
table 2.

As can be seen from table 1, in terms of single-peak
function, since the function has only one extreme value, it is
relatively easy to solve. The three algorithms have a big gap,

FIGURE 1. The convergence curve of Rosenbrock function.

TABLE 1. Comparison of Rosenbrock function results.

TABLE 2. Comparison of Rastrigin function results.
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FIGURE 2. The convergence curve of Rastrigin function.

GPIO algorithm has obvious advantages. In terms of bimodal
function, the optimal value of GPIO algorithm is improved
to some extent compared with the ABP. When solving the
optimal value of multi-peak function, GPIO algorithm has
great advantages. Figures1-2 also illustrate this advantage of
GPIO.

B. PERFORMANCE EVALUATION INDEX
Recommendation system is an important application scene
of social network clustering technology. The experimental
scheme is adopted to combine clustering technology with
collaborative filtering recommendation system. The effect
of social network recommendation technology is evaluated
through the effect of recommendation system. Three data sets
are used to test the clustering performance of GPOGC algo-
rithm. The experimental environment is Windows 10 with
16GB memory and Core i7. Each data set is divided into five
subsets by the half-fold cross test scheme. In each iteration,
four subsets are randomly selected as the training set and the
other one as the test set.

Three classical recommendation system performance
indexes including Mean Square Error (MAE), Root mean
square error (RMSE) and fraction of coverage (FC) are used
to evaluate the accuracy of prediction. MAE calculates the
difference between the predicted rating and the real rating.

MAE =
1
Z

∑
(u,j)

|r̂uj − ruj|. (22)

where Z , r̂uj and ruj are number of scores, the estimated num-
ber of scores, and the actual number of scores, respectively.
RMSE is also an indicator to evaluate the performance of the
recommendation system, which measures the absolute error
between the predicted score and the real score.

RMSE =

√√√√ 1
Z

∑
(u,j)

(r̂uj − ruj)2. (23)

FC evaluates the performance of the recommendation sys-
tem from another perspective, and evaluates the ability of the
recommendation system to mine long-tail commodities. The
calculation method of FC is:

FC =
ES
WS

. (24)

ES and WS are the estimated number of scores and the
whole number of scores respectively.

C. EXPERIMENTAL DATA SET
The FilmTrust, Epinions and Ciao data set are used as bench-
marks data set [22]. FilmTrust is a real data set of movie rec-
ommendation sites where users review and grade films. They
can add friends and share opinions. The score of FilmTrust
data set is real number, and the range is [0.5,4]. The Epinions
data set includes a variety of social relations including the
comment on the project, the score and the trust relationship
between users. The score is integer from [1,5]. Trust relation-
ships have two values: ‘‘1’’ (stands for trust) and ‘‘0’’ (for
distrust). The score of Ciao data set is an integer ranging from
1 to 5. Information about the three benchmark data sets is
shown in table 3.

TABLE 3. Information of the three benchmark data sets.

In order to test the effect of this proposed algorithm on the
sparsity problem and the ’cold start’ problem, the data sets
are further divided according to two conditions. The division
conditions are: 1) ’cold start’ users. Extracting user set with
score number less than five. 2) sparse project. Extracting
project with score number less than five. 3) all user sets.
Table 4 shows the relevant information of the sub-data set.

D. COMPARISON RESULTS
We make comparison on ’cold start’ data set, sparse data
set and the whole data set with other three state-of-the-art
cluster algorithms including EbD [23], MCC [24], DPC [25].
The results of MAE and RMSE of each group are analyzed.
Tables 5-7 show the experimental results of FilmTrust, Epin-
ions and Ciao data sets, respectively. GPOGC algorithm has a

TABLE 4. Information of the division sub-data sets.
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TABLE 5. Results for FilmTrust.

TABLE 6. Results for Epinions.

TABLE 7. Results for Ciao.

better accuracy rate for FilmTrust and Epinions than the other
three methods. The Ciao dataset also achieves good results,
but its recommendation accuracy for the complete dataset is
slightly lower than that for the EbD, and the recommendation
accuracy for the sparse dataset is slightly lower than that of
the MCC. In general, GPOGC has achieved good recommen-
dation effect and better mitigation effect for both ’cold start’
problem and sparsity problem.

Fraction of coverage (FC) index is an important indicator
of recommendation system and social network. FC results of
four methods are shown in figure 3. As can be seen from the
figure, the four algorithms all achieve high coverage, and the
EbD, MCC, DPC all achieve FC above 0.9. While the FC of
GPOGC is slightly higher than that of the MCC and DPC
algorithms.

E. CONVERGENCE ANALYSIS
In this subsection, we conduct convergence experiments.
As can be seen from the figures 4-6, the convergence speed

FIGURE 3. FC comparison.

FIGURE 4. Convergence of FilmTrust.

FIGURE 5. Convergence of Epinions.

FIGURE 6. Convergence of Ciao.

and accuracy of GPOGC are better than other algorithms.
The GPOGC has strong global and local search ability with
fast convergence speed. In addition, GPOGC adopts a rich
relationship between direct trust relations and indirect trust
relations to establish the weights in the graph. This mecha-
nism enables the pigeons to traverse the graph quickly and
efficiently at the beginning of iteration. Therefore, GPOGC
achieves better exploitation ability and convergence speed.

VII. CONCLUSION
In this paper, we consider the explicit and implicit relation-
ships between users in social networks. This paper proposes a
social network clustering algorithm based on graph clustering
and gaussian pigeon group algorithm. In order to ensure the
balance between coverage rate and clustering accuracy, a two-
dimensional graph is established under the constraint of cov-
erage rate. In the process of constructing the graph, the direct
trust relationship, trust propagation, comment information
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and other diversified information are considered. The pro-
posed algorithm achieves better recommendation effect. And
it can alleviate both the ’cold start’ problem and the sparsity
problem. This new algorithm utilizes the direct and indirect
trust relations to establish the weights in the graph. This
mechanism enables the pigeons to traverse the graph quickly
and efficiently at the beginning of iteration. Therefore, this
proposed algorithm achieves better excavation ability and
convergence speed. In the future, more hidden social informa-
tion and external information will be considered to enhance
the judgment basis of social network, such as user profile,
comment context and behavior track.
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