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ABSTRACT This paper presents a novel hybrid extreme learning machine (ELM) with cuckoo search
algorithm (CSA) for the classification purposes of the digitally modulated signals, such as phase shift
keying (PSK), frequency shift keying (FSK), and quadrature amplitudemodulation (QAM). Ninemodulation
schemes having different orders have been considered for this paper. First, the Gabor filter is used to extract
the key features from the received signal which are then optimized by the CSA. Finally, the ELM is used to
classify the modulation schemes using these optimized features. Our proposed CSA-ELM approach is not
only fast convergent and robust but also manifests improved percentage classification accuracy at low SNRs
and lower sample size for both AWGN and Rayleigh fading channels.

INDEX TERMS Extreme learningmachine, cuckoo search algorithm,Gabor Features, automaticmodulation
recognition.

I. INTRODUCTION
Automatic modulation classification (AMC) is a process of
automatic detection of modulation format from a received
signal with no prior information (carrier, signal power, phase
offset), also termed as blind classification. AMC is an estab-
lished research field having various military and civil appli-
cations. It has been explored vigorously by researchers to
improve the classification accuracy using different methods.
There are different AMC approaches in the literature that can
be divided into two broad categories as decision-theoretic
or likelihood-based (LB) approach and Feature-based (FB)
approach. Research work presented in this article is based on
FB approach where first the reference features are extracted
from the received signal and the decision is made using the
calculated features based on the theoretical reference values
for different modulation parameters [1].

From a practical point of view communication paradigms
such as software defined radio and cognitive radio have kept
many researchers interested in the field of AMC [2] and
researchers are proposing new techniques to increase the
overall accuracy or reduce complexity.

Gabor filter has been widely adopted in various fields
such as image and texture analysis, owing to their excellent
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feature extraction properties [3]–[5] but the classification
performance is comparatively lower. Therefore, the Gabor
filtering technique is used here to extract distinct features
which are used to classify the modulation formats. These
extracted features are then further optimized with a cuckoo
search algorithm (CSA), a new meta-heuristics computa-
tional technique motivated by parasitism behavior of some
species known cuckoo [6]. At the end for decision making
on the basis of these optimized features, extreme learning
machine (ELM) is utilized. ELM is a new learning algorithm
for the single hidden layer feed-forward neural networks.
Its learning process is very fast because it is built on empirical
risk minimization theory [7].

The main contribution of our research work is the novel
approach where instead of using Gabor features directly,
we have optimized the features using a meta-heuristic
algorithm before classification by a fast-convergent ELM
classifier. CSA optimization enhances the accuracy of the
algorithm, while ELM increases the efficiency of the clas-
sifier and it overcomes the slow training speed and over-
fitting problems. Taken together, the synergy of the proposed
hybrid ELM-CSA methodology resulted in better classifica-
tion accuracy at comparatively lower SNRs and lower sample
size, which is desirable for any communication system. The
proposed classifier is tested for both AWGN and Rayleigh
fading channels.
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This paper is organized in the following manner. A quick
review of related work is presented in section II. Sys-
tem model and the main steps of the proposed ELM-CSA
approach is detailed in section III. This section describes
the extraction of Gabor features, Optimization of these fea-
ture through CSA and Classification of modulation schemes
through ELM. Training and testing of the algorithm are also
discussed in this section. Simulation result at both Fading
and non-Fading channel, the accuracy of SCA and proba-
bility of correct classification of the proposed algorithm are
deliberated in section IV. The paper is then concluded in
section V, by presenting a comparison of ELM-CSA method
with existing state-of-the-art techniques and future work.

II. RELATED WORK
More than a few research groups have established var-
ious modulation recognition methods in the recent past.
The paper [8] proposes a method of modulation classifi-
cation algorithm by considering frequency selective chan-
nels and using single and multiple antenna systems. In this
paper, they have developed a hypothesis test to detect the
correlation-made peaks. The author proposes the direct prac-
tice of a similarity measure built on information theory over
AWGN channel for the automatic classification of digital
modulations schemes, known as the correntropy coefficient
in [9]. In [10], the author investigates the technique of
DNN by selecting the distinct statistical features over fad-
ing and non-fading channel. The method proposed in [11]
used a likelihood-based (LB) classifier for SISO system this
method is highly computational complex. The author spec-
ified an idea of non-data aided channel estimation in [12]
for blind modulation classification (MC) in multiple-input-
multiple-output (MIMO) fading channels by using maxi-
mum likelihood classifier. In [13] they have proposed a
method of MC for multiple overlapped sources. Through
blind channel estimation overlapped sources are separated
then maximum-likelihood-based multi cumulant classifica-
tion (MLMC) applied to each source. The idea presented
in [14] deliberate likelihood-based (LB) statistical tests for
AMC in cognitive radio (CR). The author also presented an
idea to identify the transmitted replica on the receiving side
by using a look-up table (LUT). Themethod proposed in [15]
translates the raw modulated signals into images that have a
grid-like topology and feed them to CNN for classification.
In [16] authors developed a technique for the examination
and classification of the low probability of intercept (LPI)
radar waveforms. These signals are classified based on the
nature of the pulse compression waveform. [17] proposes an
optimized distribution sampling test (ODST) classifier for
classification of M-QAM signals. Genetic Algorithm (GA)
is used here for optimization of distance matrices. In [18]
a method of feature-based AMC proposed for a MIMO sys-
tem. For separation of signals independent component anal-
ysis (ICA) is applied. higher-order cumulants are considered
featured and Quasi-Newton method is used for classification
purposes.

Authors in [19], not only classified digitally modu-
lated signals in terms of modulation formats and bit-rates
but also exploited SNR sensitive features for non-data-
aided (NDA) SNR estimation using asynchronous delay-tap
plots (ADTPs). The reported classification accuracy of the
proposed technique is 99.12% and mean estimation error
of 0.88dB. In an attempt to reduce the computational com-
plexity of maximum-likelihood classifier that requires prior
knowledge of SNR, a novel idea of first estimating the SNR
before classification combined with simplified minimum dis-
tance is presented in [20]. Further, a closed form algorithm
based on blind source separation is adapted to rectify the
carrier phase offset prior to classification procedure. A deep
learning approach for modulation classification in AWGN
and flat-fading channels is presented. Sparse auto-encoders
and supervised SoftMax classifier are employed to achieve
good classification accuracy at lower SNRs. For analog
modulation classification, authors in [21] have used adap-
tive wavelet entropy for extracting features and multi-layer
perceptron neural network for classification, thus achieving
98.34% classification accuracy. The author proposed AMC
framework based on dictionary learning in [22], where first
a dictionary is formed using signals withwell-knownmodula-
tion schemes and by using sparse representation on the dictio-
nary, modulation formats of unknown signals are determined
then. A genetic programming-based method of modulation
classification for overlapped sources (GPOS) is mentioned
in [23]. In [24] researches mentioned a technique by utilizing
deep convolutional neural networks to classify multicarrier
waveforms. FBMC-OQAM, UFMC, and OFDM-QAM are
the formats considered in this paper. In [25] convolutional
neural network (CNN) based system is built to recognize
the cognitive radio waveforms under high power background
noise. Modulation classification system under varying noise
conditions is proposed in [26] that ensure robustness to SNR
variations.

III. SYSTEM MODEL AND PROPOSED
CLASSIFIER STRUCTURE
The system model is presented in figure 1. The AMCmodule
consists of three stages: (i) Feature Extractor, (ii) Heuristic
Optimizer and (iii) ELM Classifier.

A random signal x(n) is generated on the transmission
side; after modulation, it is passed through some pre-defined
channel (AWGN/ Rayleigh) with some pre-specified SNR
value. The signal sensed on the receiving side represented as:

r(n) = x(n)+ g(n) (1)

where r(n) is the received signal, g (n) is additive white
Gaussian noise having zero mean and variance σ 2

g , and x(n)
is given by:

x (n) = αei(w0nT+θn)
∑j=∞

j=−∞
x (l) ρ(nT + jτ + εT ) (2)

where x (l) is the input sequence, α is signal amplitude, w0 is
angular frequency offset constant, ρ(..) is channel effect, τ is
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FIGURE 1. Proposed system model.

symbol spacing, εT is timing jitter and θn is phase jitter which
varies from symbol to symbol [27]. The transmitter encodes
sequences of randomly generated bits into continuous signal
patterns by selecting the appropriate symbols. The received
signal arrives in distorted forms suffering from undesirable
frequency, timing and phase offsets, that are induced by chan-
nel effects and Intersymbol interference (ISI). As described in
the system model (figure 1), the received signal is first given
to the pre-processing blockwhich is actually used to eradicate
all the undesirable effects and the cleaned signal is then fed
to AMC module.

Next, we describe the working of the three sub-modules of
AMC, i.e., Feature Extractor, Heuristic Optimizer, and ELM
classifier.

A. FEATURE EXTRACTION
The first stage in the AMCmodule is feature extraction where
Gabor filter is used to extract the different features for clas-
sification of considered digitally modulated schemes. Input
that is applied to the Gabor filter is converted into parallel
through a serial to parallel converter [27]. These individual
input sequences are then applied to the Gabor nodes. Gabor
atom computed in [28] is as follows:

hi (nk) =
1
√
σ i
g(
nk − Ci
σi

)ejwink 1 ≤ k ≤ M (3)

where c represent a shift, σ is scale and f is the modulation
parameters and g (a) is defined as:

g (a) = 21/4e−πa
2

(4)

Thus, the output of the Gabor atom is defined as the
inner product of the input sequence and the respective

TABLE 1. Extraction parameters for Gabor features.

Gabor atom,

Oki = | < hi (nk) , rki > | (5)

The output of the Gabor filter is defined as:

yk (n) =
∑M

i=1
Oki wki (6)

where wki is the weight through which the Gabor node con-
nected to the output node? Our desire is to minimize the
square of the error function that is equal to the difference
between the desired output d(n) and estimated output y(n),
given as:

Jk (n) = [dk (n)− yk (n)]2 (7)

B. HEURISTIC OPTIMIZER
The Gabor features extracted in the previous step is further
optimized through CSA.

Cuckoo Search is a relatively new meta-heuristics tech-
nique driven by parasitism behavior of some bird species
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known cuckoo. These birds search nest of other host bird
and place their egg in it, nests are selected through some
predefined norms that increase the hatching probability of
their eggs. If the host bird is not able to recognize the cuckoo
eggs, it identifies the egg as its own. Whenever host birds
realize that these are the cuckoo eggs, then theywill either dis-
pose of these alien eggs or destroy the nest and make a fresh
nest at another place. This behavior is utilized to develop the
heuristic computational technique known as Cuckoo Search
Algorithm, as given in [5]. It consists of the following steps:

1) PARAMETER INITIALIZATION
The parameters are initialized in the first step, i.e., num-
ber of nests (n), discovering probability (pa), the step size
parameter (α), and the maximum number of generations as
termination criteria.

2) GENERATE INITIAL NESTS
This is the 2nd stepwhere initially Nests are created randomly,
and the eggs of host bird are placed in it. Nests are created
to find out and update the four unknowns of Gabor filter
(σ, c, f ,w). Each of them created as:

nest(0)i,j = Round
(
lj.min + rand

(
lj.max − lj.min

))
(8)

where nest (0)i,j represent the entry of ith row and jth column
of respective Nest, lj.min and lj.max are the minimum and
maximum limits.

3) GENERATE NEW CUCKOOS BY LÉVY FLIGHTS
All the rows of each Nest represent a solution, separate
the row from each Nest that provided the best solution and
updates the remaining rows through Lévy Flights [29].

nest(t+1)i = nest(t)i + α.A.
(
nest(t)i − nest

(t)
best

)
.r (9)

where nest (t+1)i represent the ith row of new updated Nest, α
is the step size parameter which depends on the nature of the
problem determine how far a step of the walker can go, r is a
random number from a standard normal distribution, nest (t)best
is the best solution so far from the previous Nest and A is a
random walk founded from the Lévy flights.

The step span A as mentioned in [30] can be calculated as:

A =
u

|v|1/β
= U (10)

where the parameter β can be selected between the inter-
val [1], [2] for this specific problem it is supposed 1.5; u and v
from the normal distribution with zero mean and variance
σu and σv respectively can be calculated as:

u ∼ N (0, σ
2

u ), v ∼ N (0, σ
2

u ) (11)

σu =

 T (1+ β). sin (π β2 )

T
[
(1+β)

2

]
.β.2(β−1)/2


1/β

, σV = 1 (12)

FIGURE 2. ELM classifier structure.

a: GREEDY SELECTION
After the updating of eggs through levy flight some param-
eters get out of the predefined limits of (σ, c, f ,w), it is
required to take it back in the required limits. If any entry
(egg) is beyond the limit (nest (0)i,j > lj.max ||nest

(0)
i,j < lj.min)

then the following step is needed to use for each entry.

nest (t+1)i,j =
(nest(t+1)i,j )

max
(
nest(t+1)i,j

)
+ lj.min

(13)

Now again find the best solution of the updated Nest and sort
out the Nest. Greedy selection is the process of choosing the
best candidate from both (old and updated) Nests, and form
a new Nest that contains only Best fit candidate.

b: ALIEN EGGS DISCOVERY
The following discovering probability matrix is considered to
expose the alien eggs in the Nest for each solution:

Pij =

{
1, rand < Pa
0, rand ≥ Pa

(14)

where rand generates a random number in the interval [0, 1]
and Pa is the probability of discovering alien eggs that is
predefined.

The eggs in Nestbest_fit will be replaced with the new
generated one through the random walk that is as follows:

nest (t+1)best_fit = nest (t)best_fit + Z .P (15)

P is the probability matrix given in equation (14) and Z is the
step size given as:

Z = [rand . (nests (randperm1 (n) , :)

− nests (randperm2 (n) , :))] (16)

where randperm is the random permutation function applied
to the Nests matrix. After this updating function, it is required
to repeat the step mentioned in (13) to bring the variable back
in limits.

90528 VOLUME 7, 2019



S. I. H. Shah et al.: Novel Hybrid Cuckoo Search–Extreme Learning Machine Approach for Modulation Classification

FIGURE 3. Gabor feature optimization using CSA.

c: TERMINATION CRITERION
The Step from Generation through Lévy flight to onward
are performed alternatively until the termination criteria are
satisfied. To update the Gabor features (unknown), each nest
related to each unknown and each egg of the respective
nest represent a candidate solution. It is required to update
each Nest separately, but all the unknown is collectively
participating in choosing the best solution. Using the above-
stated rules, the elementary steps of the CSA optimization are
summarized in figure 3.

IV. ELM CLASSIFIER
Typical feedforward neural network structure elaborated
in [6] is shown in Figure 2, which is composed of three layers:
input layer S, a single hidden layer N, and output layer Q.
This is a fully connected structure between the input to hidden
and between hidden to the output layer. The n neurons of the

FIGURE 4. ELM based modulation classification.

input layer corresponding to the input vectors of length n.
There are l hidden layer neurons and m output layer neurons,
corresponding to the m output variables [31]. This variable l,
m, and n are independent of the same previous variables used
in this paper. The connection weights between the input layer
and the hidden layer are denoted by E.

E =


E11 E12 . . . E1n
E21 E22 . . . E2n
...

...
...

...

El1 El2 . . . Eln


lXn

(17)

where, Eij is the weight between ith neurons of the input layer
and jth neurons of the hidden layer.
λ is the weight metrics that represent the weight of the

respective the hidden layer to the output layer, given as:

λ =


λ11 λ12 . . . λ1m
λ21 λ22 . . . λ2m
...

...
...

...

λl1 λl2 . . . λlm


lXm

(18)

where λjk is the connection weights between k neurons of the
output layer and j neurons of the hidden layer. The bias for
the hidden neurons b is:

b =


b1
b2
...

bl


lx1

(19)
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FIGURE 5. Flow diagram of proposed algorithm showing working of three
sub-modules.

S, the input matrix training set with n samples, and Q the
output matrix training set with m samples respectively are
given by:

S =


s11 s12 . . . s1Q
s21 s22 . . . s2Q
...

...
...

...

snl sn2 . . . snQ


nXl

(20)

The hidden layer neuron activation function is g(s), from
Figure 2 we can get the network output Q [32].

Q =
[
Q1, Q2, . . . , Ql

]
mXl (21)

Qj =


Q1j

Q2j

...

Qmj


mx1

=



∑l
i=1 λi1g(Eisi + bi)∑l
i=1 λi2g(Eisi + bi)

...∑l
i=1 λimg(Eisi + bi)


mx1

(22)

where j = (1, 2, . . . , l), Ei = [Ei1,Ei2, . . . ,Ein], sj =
[s1j, s2j, . . . , snj]T

Equation (22) can be expressed as Fλ = Q, where Q is
the transpose of matrixQ, F is the output matrix of the neural
network hidden layer [4].

F(E1,E2, . . . ,El, b1, b2, . . . , bl, s1, s2, . . . , sn)

=


g (E1 • s1 + b1) g (E2 • s1 + b2) g

(
El•s1 + bl

)
g (E1•s2 + b1) g (E2•s2 + b2) g

(
El•s2 + bl

)
...

g (E1•sn + b1) g (E2•sn + b2) g
(
El•sn + bl

)

nxl
(23)

The connection weights λ, between the hidden layer and
the output layer, can be obtained by using the least squares
method to solve the following equation.

min ‖ Fλ− O′
‖ (24)

The solution is λ = F†T/, where F†is the Moore Penrose
generalized inverse of the hidden layer output matrix. Steps at
the 3rd stage of the system model are summarized in figure 4.
Summary of the CSA-ELM Algorithm: The flow dia-

gram in figure 5 depicts the step-wise methodology of
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FIGURE 6. Avg. error vs. Iterations plot for variants of PSK using CSA on
AWGN channel.

FIGURE 7. Avg. error vs. Iterations plot for variants of FSK using CSA on
AWGN channel.

the algorithm. Theworking of three coremodules, i.e., Gabor,
CSA, and ELM of the proposed system can be seen in parallel
to each other. Gabor feature extraction module extracts Gabor
features (c, σ, f ,w) from randomly generated signal passed
through either of the two channels as depicted in equation (5).
The extracted Gabor features are distinct but to achieve better
classification accuracy, they are further optimized using CSA
using the fitness function shown in equation (7). The best
solution to having max fitness is then fed to ELM classifier.
The ELM classifier (already trained according to reference
values) then makes a decision using equation (24) about the
modulation classification.

V. SIMULATIONS, RESULTS AND DISCUSSION
In this section, we analyze the performance of our proposed
CSA optimizer and ELM classifier by conducting a range
of experiments using exhaustive Monte-Carlo simulations
for total nine different variants of PSK, FSK and QAM

FIGURE 8. Avg. error vs. Iterations plot for variants of QAM using CSA on
AWGN channel.

FIGURE 9. Comparison of error minimization probability for FSK, PSK,
and QAM using CSA on AWGN channel.

considering different sample sizes (512 and 1024) and SNRs
over AWGN and Rayleigh fading channels. The simula-
tions are performed on MATLAB R2015 running Microsoft
Windows 10 on HP Core- i3 workstation with 4GB RAM.

Before we proceed to results, lets us first define the fol-
lowing performance metrics that are later used in the detailed
analysis. Error Minimization Probability (EMP) is used to
compare the effectiveness of CSA for different modulation
scheme at different SNRs. It depicts how quickly is the prob-
ability of error between the desired and estimated features of
CSA at a specific SNR is minimized (Lower the probability
of error, higher will be the EMP). Average error or Average
EMP is used for comparing the performance of CSA of
variants of same modulation schemes (e.g., QAM, 16-QAM,
and 64-QAM). To evaluate the efficiency of CSA for all
the modulation schemes under consideration for a different
set of SNRs, we have used Error Optimization Accuracy.
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TABLE 2. Error optimization accuracy of CSA over AWGN channel.

TABLE 3. Percentage classification accuracy on AWGN channel.

Percentage Classification Accuracy (PCA) is used to validate
the performance of ELM classifier.

A. PERFORMANCE OVER NON-FADING CHANNEL
In figures [6, 7, 8], the average error is plotted against a
number of iterations for different variants of PSK, FSK, and
QAM, respectively at 0dB SNR taking 512 sample size and a
maximum of 200 iterations.

It can be observed that for PSK and QAM specifically,
the convergence is better for modulations with an increasing
number of constellations/orders. For FSK, there is a sharp

drop in avg error for 4-FSK at approximately 80 iterations but
around 140 iterations the BFSK takes over and in the longer
run feature optimization is slightly better for 16-FSK. As a
generic trend, avg error is reduced with an increasing number
of iterations and almost at ∼150 number of iterations, all the
schemes become near to equal in term of avg error. Figure 9
shows the plot of EMP against SNRs [−10, −5,0,5] dB.
Overall, it can be seen that at low SNRs [−10 to 0dB],
EMP is better for PSK. From 0 to 2.5dB SNR FSK, EMP
is slightly better and the proposed solution gives almost max
EMP at 5 dB.
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FIGURE 10. Avg. error vs. iteration plot for PSK using CSA on fading
channel.

FIGURE 11. Avg. error vs. iteration plot for FSK using CSA on fading
channel.

Table 2 shows the error optimization accuracy of CSA
over the AWGN channel. The results of the different mod-
ulation schemes used have been mentioned for different SNR
values for 512 samples. From the table, it is quite evident
that the methodology applied has minimized the error to a
distinguishable extent. In the PSK modulation scheme, our
CSA performs better for QPSK than the 16PSK and 64PSK.
At lower SNRs [−20,−10 dB] 16PSK optimization accuracy
is better but at −5dB and 0dB, 64PSK is better as compared
with 16PSK. In FSK, the accuracy level for BFSK is better
than the QFSK and 16FSK but only by a slight margin.
Likewise, in the QAMmodulation scheme, CSA shows better
optimization for 16QAM compared to QAM and 64-QAM,
owing to a regularized change of percentage. Overall, PSK
shows distinguishable results than PSK and FSK.

Table 3manifests the overall classification accuracy (PCA)
of our proposed solution for all the considered modulation
schemes with different samples sizes (512, 1024) at 0 dB
SNR for the AWGN channel. Here we have considered the
1000 trails of ELM, and calculated results have been shown

FIGURE 12. Avg. error vs. iteration plot for QAM using CSA on fading
channel.

FIGURE 13. Comparison of error minimization probability for FSK, PSK,
and QAM using CSA on Rayleigh channel.

in the respective tables. Almost all the modulations schemes
are classified with an accuracy of ∼99.7% at 512 samples,
which becomes ∼100% for 1024 sample size.

B. PERFORMANCE OVER FADING CHANNELS
For fading channel, we have considered the Rayleigh fading
as a worst-case scenario at 1000 symbol/sec with sampling
period 1ms and maximum Doppler shift ≤ [1/(10∗Ts)],
where Ts is the sampling period. Figures [10-12] show the
optimized features result of PSK, FSK and QAM through
CSA of various order at 0 dB SNR value over the considered
Rayleigh fading channel.

Among PSK variants (Figure 10), 16-PSK converges quite
earlier (∼80-85 iteration mark) towards optimum value, but
around ∼140 iterations, avg error for the other two variants
(QPSK and 16-PSK) becomes almost same to 64-PSK.

In figure 11, there is a close contest between BFSK and
4-FSK as compared to 16FSK optimization through our
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TABLE 4. Error optimization accuracy of CSA over fading channel.

TABLE 5. Percentage classification accuracy on fading channel.

proposed CSA based solution. BFSK converged very slow.
Around ∼200 iterations, avg error in desired and estimated
features for BFSK and 4FSK modulation schemes is almost
the same.

For QAM modulation in figure 12. A pattern similar to
PSK can be observed that the avg error for higher order
variant 16-QAM falls quickly towards optimum at ∼80 iter-
ation mark, but all performance of the CSA optimizer
becomes same for all the QAM variant around ∼120 itera-
tion mark. However, the avg error is much lower for QAM
and 64-QAM at iterations above 120, and the difference is
not quite distinguishable. These results are obtained on the
Rayleigh channel by considering the 0 dB SNR values.

An average error minimization probability for all the mod-
ulation variants is shown in Figure-13 Starting with −10dB
SNR value. It can be seen that with the increase in SNR
values graph converges toward the maxima and at 5 dB SNR
probability reached almost it’s the maximum value.

Table 4 exhibits the error optimization accuracy of CSA
over the Fading channel for the mentioned SNR values using
512 samples. It is evident that in the PSKmodulation scheme,
QPSK has better error minimization percentage than 16PSK
and 64PSK. The values, however, only differ by a minute
ratio.

In FSK modulation, 4FSK shows more promising results
as compared to BFSK and 16FSK at lower SNRs. The values
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TABLE 6. Performance evaluation table for the comparison with other techniques.

for BFSK do not change drastically like in the case of 4FSK
and 16FSK. In the case of QAM modulation, 16QAM lags
behind in the error minimization as compared to QAM and
64QAM at lower SNRs. Also, between QAM and 64QAM,
CSA shows better results for the later at lower SNRs, but as
the SNRs is increased, the error optimization accuracy for
QAM is visibly better.

Table 5 displays the percentage classification accu-
racy (PCA) of our proposed CSA-ELM classifier for different
variants of PSK, FSK and QAM considering samples sizes
(512, 1024) at 0 dB SNR for Rayleigh channel. Here we have
considered the 1000 trails of ELM, and calculated results
have been shown in the respective tables. Almost all the mod-
ulations schemes are classified with an accuracy of ∼99% at
512 samples, which becomes ∼100% for 1024 sample size.
Comparing Tables 3 and 5, that shows the PCA for our

proposed solutions for considered modulations schemes over
both fading and non-fading channels, the classification accu-
racy is almost 100% at 0dB SNR and 1024 sample size.
This validates the effectiveness of using CSA and ELM for
our proposed solution to this problem consideration at lower
SNRs and lower sample size.

C. COMPARISON WITH EXISTING TECHNIQUES
Table 6 compares the performance of the proposed algo-
rithm with existing literature having different classifiers
for 1024 samples. In [28] the authors have used Gabor

filter network for the classification with common modula-
tion schemes as QPSK and 16FSK at 0 dB SNR having a
meager accuracy of 63% and 58% only. Cepstral features
with VLR classifier have been used by authors in [34] for
modulation classification. It can be seen that even at 5dB
SNR the classification accuracy is no way near our accuracy
of 100% at 0dB for common modulations of QPSK, 16PSK,
and 64PSK. Authors in [35], have used a novel approach
for Automatic Modulation Classification via Hidden Markov
Models and Gabor Features for the common modulation
schemes of QAM, 16QAM and 64QAM with an accuracy
of 72.35%, 71.94% and 69.96% at 0 dB. Comparing the
results of above-mentioned techniques with our ELM-CSA
approach, the results clearly manifests the supremacy of our
proposed algorithm.

To further highlight the effectiveness of our proposed
approach, we have compared the results with two more arti-
cles [33] and [36] in which the classification is also done
using cummulants. It can be observed that our ELM-CSA
based classification approach outperforms the other two
classifiers.

VI. CONCLUSION AND FUTURE WORK
In this paper, we have presented a novel approach of using
Extreme Learning Machine for classification of modulations
schemes by extracting the Gabor Features and Optimiz-
ing them through Cuckoo Search Algorithm. Gabor filter
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provided modulation features in terms of scale, shift and
weights that are optimized through CSA by eliminating
unwanted channels effects. The proposed solution then
exploits the inherent fast learning capability of ELM. Combi-
nation of ELM with CSA eventually enhance the classifica-
tion accuracy. To highlight the effectiveness of our proposed
solution, the results are compared with relevant published
work.

It is quite evident that the proposed algorithm provides
better accuracy for all the considered modulation schemes
with a smaller number of samples and at low SNR values.
Moreover, the considered modulation set is larger than the
one used in these aforementioned research studies, which
shows the comprehensiveness of our work.

We have utilizedGabor features in our proposed solution in
combination with machine learning and heuristic techniques.
Performance of other features such as Cyclostationary and
Spectral features can further be explored. Similarly, Deep
learning approach instead of ELM can be used with other
comparatively new bio-inspired heuristic techniques such as
Cat swarm optimization, Bat optimization, firefly optimiza-
tion algorithms. It will also be interesting to analyze the effect
of phase, frequency and time offset on classification accuracy.
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