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ABSTRACT General purpose graphics processing unit (GPGPU) has a great advantage in parallel com-
putation, which is appropriate in the development of signal simulators for global navigation satellite
system (GNSS) signals. Real-time software signal simulators for BeiDou navigation satellite system (BDS)
signals, including navigation signals and radio determination satellite service (RDSS) signals, are developed
in this paper. The characteristics of the continuous signal simulation and the burst signal simulation are
considered in the development of GPU algorithms. The GPU algorithm optimization considers memory
usage, signal combination method, and GPU block design under the goal of the least time consumption.
To get the best GPU block design, a generalized block design model is built in this paper. The optimized
GPU block parameters are got for the BDS B1 signal simulation and the RDSS signal simulation, separately.
For the BDS B1 simulation, when the parameters are not optimized, the time consumption is more than three
times of the optimized result. For the RDSS signal simulation, this value is 4.5 times. The correctness of
the signals is verified in many aspects, including the power spectral density (PSD) and the pseudo range
precision.

INDEX TERMS BDS, RDSS, software signal simulator, GPU, CUDA.

I. INTRODUCTION
Signal simulator is a great part of GNSS, which is used
to test the receivers. Different producers have developed
signal simulators based on their own special architecture,
including NavX-NCS Essential Simulator from IFEN [1] and
GSS9000 constellation simulator from Spirent [2].

Recent years, software signal simulators and receivers for
GNSS have got great attention [3], [4]. Software simulators
and receivers hold the advantages in constructing, maintain-
ing and transplanting. Software receivers are firstly developed
based on CPU. With the development of GPGPU, the great
advantage of GPGPU in parallel computing gets great atten-
tion. Simulators based on GPGPU start to be developed.
Lei Dong et al. [5], [6] introduced a software-based IF signal
simulator and showed the technique details in developing
the simulator. The signal of the simulator is verified by a
software receiver. Lim et al. [7] developed a software-based
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multi-channel GNSS signal generator, and Pratt [8] also
developed a software signal simulator for GPS(Global posi-
tioning system) and Galileo signals. These simulators are
based on CPU developed by MATLAB or C.

Bo et al. [9] took a good try in signal simulation accelerated
by CUDA and it can generate GPS signal of 32 satellites at
65.536 MHz sampling rate. It shows great advantage over
the simulator based on traditional SIMD. But in this paper
the effect of GPU block design on time consumption is not
considered and optimized. Li et al. [10] tried to design the
block architecture and the results show good performance.
But the GPU block design heavily depends on the number
of signal channels. This may affect the real calculation per-
formance for different number of channels. This paper uses
shared memory instead of registers for signal combination,
which can also be optimized. Bartunkova et al. [15] devel-
oped a broadband multi-frequency GNSS signal simulator
with GPU. Im et al. [12] also developed a software based
GNSS signal simulator. But these two papers focused on the
general description of the design, more details about the GPU
algorithm design are not shown.
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FIGURE 1. Hardware architecture of the signal simulator.

TABLE 1. Parameters of GPU.

This paper focuses on the GPU algorithm design for
real-time signal simulators. The time complexity of GPU
algorithm is considered as the main optimization target.
The influence of GPU block architecture and memory usage
is analyzed in detail. Former research results are mostly about
navigation signals, which are continuous. This paper consid-
ers the navigation signal, BDS B1. And BDS RDSS signals
are also considered. RDSS is a special characteristic of BDS.
Users can transmit message and realize quick positioning
through RDSS. RDSS signals are burst [11]. For continuous
signal simulation, the sample index is synchronized with the
signal time. But for burst signals, the sample index does
not correspond to the signal time. There is offset between
them. This characteristic causes different consideration in
GPU algorithm design and this will be described in section III
in detail.

II. ARCHITECTURE OF THE SIGNAL SIMULATOR
The signal simulator is composed of a computer with GPU
and an analog unit. The computer calculates the digital signal
samples. The analog unit converts the digital signal into
analog signal and converts intermediate frequency (IF) signal
into radio frequency (RF) signal. The analog unit supports
signal data collecting and replaying and the function used
in signal simulator is replaying. The hardware architecture
is shown below in FIGURE 1.

For the signal simulator platform introduced above, the dif-
ference between different kinds of signal is the digital signal
and the radio frequency.

The GPU adopted in this paper is Tesla K80. K80 is
composed of two GPU chips and the parameters of one GPU
are shown below in TABLE 1.

The following sections discuss the generation of the digital
signal for BDS B1 signal simulator and RDSS signal simula-
tor. The focus is the acceleration of the GPU algorithm.

III. SIGNAL COMPUTATION MODEL
AND TIME COMPLEXITY
A. SIGNAL MODEL
The signal considered in this paper is BDS B1 and RDSS
signals. BDSB1 is a representation of continuous signals, and
RDSS signals are burst signals.

The signal of BDS B1 consists of B1A, B1C and B1I
and the signal expression is shown below in equation (4),
as shown at the bottom of this page, [13], [14].

In (4), s(t) is the signal, t is simulation time, A (t) is
the amplitude, SB1A_data (t), SB1A_pilot (t), SB1C_data (t),
SB1C_pilot (t), SB1I (t) are separately the signal of B1A data,
B1A pilot, B1C data, B1C pilot and B1I, ej(ωt+ϕ) is the carrier
in which ω is the carrier frequency and ϕ is the initial carrier
phase, ρp, ρc are separately the code propagation delay and
carrier propagation delay, ejπ/4 indicates the phase difference
between B1A and B1C, ejω0t indicates the frequency differ-
ence between B1I and the others.

RDSS signals are burst signals. The baseband signal
expression is shown in equation (1).

s (t) = AD (t)C (t) ej(ωt+ϕ0)P (λ (t − t0)) (1)

where A is the amplitude of the received signal, D (t) is
the message bits, C (t) represents the pseudo code, ω is the
carrier frequency and for the new generation of RDSS sig-
nals there are three subcarriers which are −4.08MHz, 0MHz
and 4.08MHz, ϕ0 is the initial carrier phase, t0 is the start time
of the signal, λ is the ratio, P (t) is rectangular pulse, and it is
expressed as follow:

P (t) =

{
1 0 ≤ t ≤ 1
0 otherelse

(2)

Hence the length of the signal is calculated as tlen = 1/λ. The
time length of RDSS signals is mostly in the range of 30ms
to 1000ms.

GPU generates the samples of the signal, so the sample
time means the local time. For B1, every signal sample is
computed based on the sample time and the simulated pseudo
range. The discrete signal model for B1 is as follow.

S =
num∑
n=1

NCH∑
i=1

si (t) δ (t − n1t) (3)

where S is the discrete signal, num is the number of samples
to simulate, NCH is the number of signal channels, δ (t) is
the Dirac delta function, 1t is the sampling interval, si (t) is
the ith signal.

But for RDSS, the start time and the time length are also
need. The sample structure of RDSS signals is shown below
in FIGURE 2.

s (t) = A (t)
( (

SB1A_data
(
t − ρp

)
+ jSB1A_pilot

(
t − ρp

))
ejπ/4 + SB1I

(
t − ρp

)
ejω0(t−ρc)

+
(
SB1C_data

(
t − ρp

)
+ jSB1C_pilot

(
t − ρp

)) )
ej(ω(t−ρc)+ϕ) (4)
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FIGURE 2. Sample structure of RDSS signals.

In FIGURE 2, ni0 is the offset between the signal time and
the local time of the ith signal and nis is the number of samples
of the ith signal. It is shown that the samples of the signal are
not synchronized with the local time. Hence, the combination
of the samples of different signals should consider the offsets
of these signals.

Hence the discrete signal model for RDSS signals is shown
as follow.

S =
num∑
n=1

NCHt∑
i=1

si (t) δ (t − n1t)

=

num∑
n=1

NCHt∑
i=1

AD (t)C (t) ej(ωt+ϕ0)

×P
(

1
nis1t

(n1t − n01t)
)
δ (t − n1t) (5)

where NCHt is the number of signal channels, and it is time-
variant, nis is the number of samples of the ith channel.
It should be noted that the total number of samples to

generate, num, is determined by the sampling rate and the
signal time length.

Because of the differences of the signals, the simulation
parameters are also chosen differently. BDS B1 is generated
in segments and the segment interval is 10ms. The sampling
rate of the analog unit is 75MHz. So 750000 samples are
generated once. The sampling rate for RDSS signal simu-
lation is 25MHz. Since the signal length is usually between
30ms and 1000ms. The number of samples is between 750000
and 25000000.

B. GPU COMPUTATION MODEL
The function working on GPU is called a kernel. The kernel
is organized based on blocks and threads. One block is com-
posed of a fixed number of threads. The physical computing
units of the GPU are the SMXs, which are constituted by
the SPs. One block is distributed to one SMX. The threads
in one block are mapped to the SPs, working in parallel.

In the signal simulator, the digital signal samples are allo-
cated to blocks and threads to compute. To analyze the perfor-
mance of the GPU algorithm, three parameters are defined to
describe the block design, which are M, N and K. The rela-
tionship between these parameters is shown in FIGURE 3.
Their meanings are shown as follows:

M: the number of blocks
N: the number of threads per block
K: the samples calculated by every thread

FIGURE 3. The block design.

TABLE 2. Access delay of different memory(unit: Clock period).

They are bounded by equation (6) [17].
temp = dns/Ke

M = dtemp/Ne

mKN + kN + n < ns
(0 ≤ m < M , 0 ≤ k < K, 0 ≤ n < N)

(6)

where de means the ceil integer.
This computationmodel is a generalizedGPU block design

model. Under this computation model, the signal samples to
simulate is expressed as (7).

S =
NCH∑
i=1

M−1∑
m=0

(m+1)K−1∑
k=mK

(k+1)N−1∑
n=kN

si (t) δ (t − n1t) (7)

The signal samples should be combined corresponding to the
time of the sample.

The memory utilization is also a great part when consid-
ering GPU algorithm performance. There are five kinds of
memory, which are registers, shared memory, texture mem-
ory, constant memory and global memory. Registers can only
be accessed by the corresponding thread, shared memory can
be accessed by all the threads in the same block, and the others
can be accessed by all threads in all blocks. And the access
speed of different memory differs greatly and it is shown in
Table 2 [18]. So the utilization of memory should also be
considered in GPU algorithm [19].

When the corresponding samples of different signal chan-
nels are calculated in the same thread, it can be combined
through registers.

When they are calculated in different threads of the same
block, it can be combined through shared memory or global
memory.
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When they are calculated in different blocks, it can only be
combined through atomicadd. Atomicadd is one of the atomic
functions of GPU. The character of atomic functions is that
when the function needs to access the memory, it blocks the
memory access of other operations. This kind of functions
solves the memory conflict when different threads try to
operate the same address simultaneously. This makes sure
that the results are correct.

C. TIME COMPLEXITY
Time complexity is composed of GPU calculation time com-
plexity and memory access complexity. It is shown as follow.

O (calc)+ O (mem) (8)

where O (calc) is the calculation time complexity and
O (mem) is the memory access complexity.
The calculation time complexity is composed of the calcu-

lation of signal samples and the signal combination method.
The time complexity of signal samples calculation is almost
the same when the algorithm is design. But the time complex-
ity of signal combination method and memory access method
vary differently with the GPU utilization.

In the time complexity of GPU algorithm, the time delay
of global memory access and atomicadd cannot be emitted.
So if signal combination for every sample is done through
atomicadd or global memory is accessed for every sam-
ple, the time complexity is expressed as O (1), otherwise,
the time complexity is expressed as O (2). Suppose that Pb
is the number of active blocks working in parallel, Pt is
the number of threads working in parallel per block. Then
the time complexity of GPU signal simulation is shown
below.

O (1) : O
(
M
Pb

)(
O (K )+ O

(
NcNs
M

))
= O

(
M
Pb

)(
O
(
NcNs
MPt

)
+ O

(
NcNs
M

))
O (2) : O

(
M
Pb

)(
O (K )+ O

(
Ns
M

))
= O

(
M
Pb

)(
O
(
NcNs
MPt

)
+ O

(
Ns
M

))
(9)

For signal simulator based on CPU, time complexity is shown
in below in (10).

O (cpu) : O (NcNs) (10)

It can be seen that the time complexity advantage of GPU
algorithm over CPU algorithm depends on Pb, Pt and the
memory access method, especially the signal combination
method.

Based on the analysis above, the following part focuses
on the acceleration of GPU algorithm considering signal
combination method and the block design. And the target is
the least time consumption.

IV. ACCELERATION OF SIGNAL SIMULATION
A. COMBINATION OF SIGNAL SAMPLES
According to the former researches [8]–[10], [15], there exists
four ways for the combination of signal samples, which
are combination through atomic add, global memory, shared
memory and registers.

To get the comparison of different combination methods,
a special test is designed. Four kernels are set to run. Thework
of the kernels is to add data together and write the result in
the global memory. In order to decrease the effect of global
memory access on time consumption, the times of add is
increased to a large value. The parameters are set as follows:

Number of samples: 750000
Number of threads per block: 1024
Number of blocks: 733
Times of add: 1000000
The test result is shown below in Table 3.

TABLE 3. Time consumption of different kinds of signal combination.

It is shown that signal combination through register costs
the least time. The time consumption through shared memory
and global memory does not differ greatly. But the time
consumption of atomicadd is about 6.5 times of that through
registers. Hence for acceleration of GPU algorithms, combi-
nation through registers should be adopted if possible.

For BDS B1 signals, the same sample of different channels
can be calculated in the same thread, so combination through
registers should be adopted. But for RDSS signals, the sam-
ples are not aligned in time, only atomicadd can be used to
combine different signal samples.

Based on the analysis above, multiple channels of BDS
B1 can be managed by the loop in the kernel, but multiple
channels of RDSS should be launched to multiple kernels.

The pseudo code of the signal simulator is shown below.

B. OPTIMIZATION OF BLOCK DESIGN
The block design should consider the following aspects
[16], [18]: active warps and the calculation burden balance
among different blocks.

Warp is the unit of GPU parallel processing composed
of 32 threads. The only way to hide global memory access
delay is launching multiple active warps to SMs. The number
of active warps is determined by the usage of registers, shared
memory and the number of threads per block. The relation
between the number of active warps and N is shown in
FIGURE 5 for the algorithm in this paper. The values of N
that corresponds to the most active warps are 128, 256, 512
and 1024.

If the calculation burden of different blocks is balanced,
less time will be wasted when the fast blocks are waiting for
the slowest one.
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FIGURE 4. Pseudo code of the simulator.

FIGURE 5. Number of active warps versus N.

These two aspects are both affected by the values of M,
N and K.

To get a full look at the effect of block design, the number
of threads per block (N), the number of blocks (M) and the
samples calculated by every thread (K) are chosen to get the
time consumption.

a) For BDS B1 simulation the values are chosen to be as
follows:
The samples calculated by every thread (K): 1, 5, 10,
15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70
The number of threads per block (N): 32-1024,
interval 32.
The maximum value of K is 70 because the least num-
ber of M will be 11, less than the number of SMXs.
When M is less than the number of SMXs, one or
more SMXs will be waiting when the other SMXs are

calculating. This will be extra time consumption and it
is not expected.

b) The signal length of RDSS signal is between 30ms and
1000ms. 500ms is chosen as the approximate average
value for simplicity. This means that ns is 12500000.
Based on this value, the average GPU algorithm per-
formance can be got.

For RDSS signal simulation, the values are chose to be as
follows:

The samples calculated by every thread (K): 1, 5-12500,
interval 100.

The number of threads per block (N): 32-1024, interval 32.
The maximum value of K means that all signal samples of

one channel is launched to one block. The signal simulation
of one RDSS channel is distributed in one kernel. Multiple
kernels are managed by streams, so that the kernels will be
launched to the idle SMXs automatically. Since there are
13 SMXs in the GPU, 13 channels are considered for RDSS
signal simulation to get the total time consumption. By this
way, even though one kernel is launched to one block, all
blocks will be calculating simultaneously.

The time consumption corresponding to the values of K,
N are shown below in FIGURE 6 and FIGURE 7 separately.

From FIGURE 6, some conclusions can be got:
a) The design of GPU blocks can cause time consumption

change from 0.83ms∼2.4ms, almost 3 times;
b) The values of N that correspond to the most active

warps show better performance in time consumption.
Some values of N that correspond to less active warps,
for example 32 and 64, leads to bad performance in
time consumption, but some values that correspond to
less active warps, for example 672 and 832, also leads
to good performance. So the principle of most active
warps is a good reference, but it is affected by other
factors;

c) No matter what value N is, K corresponding to the least
time consumption is between 5 and 60, and for most N,
the most optimized value of K is among 5, 10 and 15.
The may be caused by the two aspects introduced at the
beginning of part B in IV;

From the analysis above, the best N and K that leads to the
least time consumption can be got for BDS B1 simulation.
The choices are N = 512, K = 15 and N = 1024, K = 15 for
the algorithm in this paper.

From FIGURE 7, it can be seen that the time consumption
is also greatly affected by K and N, and some more special
conclusions can be got:

a) When N is 1024, the effect of K on time consumption is
small and in most cases it means the best performance;

b) When K is a larger value, 100 and 10000 for example,
the performance is better than when K = 1. When
K is 12500, almost all values of N leads to better
performance;

So for RDSS signal simulation, N = 1024 and launch one
signal simulation kernel to one block is the best choice. If the
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FIGURE 6. Time consumption versus K and N for BDS B1 simulation.

parameters are not optimized, the time consumption is more
than 4.5 times of the optimized result.

The best values of N and K can be got for BDS B1 and
RDSS signal simulation through the analysis. These values
may not fit other simulations, but the principles get from the
results will fit different designs.

C. THE USAGE OF TWO GPU CORES
K80 GPU is composed of two GPU chips. To take the full
advantage of the GPU, the processing is specially designed.

As FIGURE 8 shows, the GPU chips are managed by CPU
threads so that they do signal calculation parallelly. After
the signal is calculated, the work of the two GPUs will be
synchronized. Signal data from GPU1 will be transported to
GPU0 and data combination will be done in GPU0.

The usage of two GPUs extends the number of channels
that can be simulated. But GPU synchronization, data trans-
portation and extra data combination would cause extra time
consumption. This time consumption is about 80ms. So the
task is dynamically allocated. When one GPU0 is enough
for real time simulation, the task will be allocated to GPU0.
When GPU0 is not enough for real time simulation, the task
will be allocated to GPU0 and GPU1 equally.

D. THE USAGE OF REDUCTION ALGORITHM
Shared memory can not only be used to store data to decrease
data access delay, but also can be used through reduction
algorithms to improve calculation speed [20]. The usage of
reduction algorithm in signal simulator is shown below.

Reduction algorithm can reduce the time complexity of
signal combination fromO (n) toO (log (n)). But the problem

here is the shared memory is really small. For the GPU used
in this paper, it is 48KB. The number of signal samples can be
stored before the application of reduction algorithm is really
small. Assume that the signal samples are expressed in single
precision float, which is 4B, the in-phase and quadrature arm
are needed, and N is 1024, the shared memory is able to store
signal samples of at most 6 channels. With the small chan-
nel number and frequent thread synchronization operation,
the advantage of the reduction algorithm is eliminated. This
method can be used when the channel number and the shared
memory are large enough.

V. VERIFICATION OF THE SIGNALS
To show the correctness of the signals, they are verified in
many aspects. The signal PSD and the pseudo range precision
test method and result are discussed below in detail. The
signals are also verified by receivers, but the results are not
listed because of the length of this paper. The two signal
simulators have been used separately in the satellite simulator
of the third-generation BDS and the RDSS system.

A. PSD OF THE SIGNAL
The following figure shows the comparison of the normalized
PSD of the simulated signal and the theoretical signal.

From FIGURE 10 it can be seen that the PSD of the
simulated signal matches the theoretical PSD well.

B. PSEUDO RANGE PRECISION
The pseudo range precision of the signal is tested by mon-
itoring the change point of the code chip through oscillo-
scope which is shown in FIGURE 11. The technique of
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FIGURE 7. Time consumption versus N and K for RDSS signal simulation.
(a) 3-D figure of time consumption versus N, K. (b) Time consumption
versus K for selected N. (c) Time consumption versus N for selected K.

wave-forming is used to form the changing point so that when
the pseudo range changes it will be reflected in the time
domain [21]. The oscilloscope works at 5Gsps and the signal
is the radio frequency.

The test includes two aspects: the stability of the change
point and the precision. The following is the procedure of the
test:

1) Set the pseudo range of the signal as 0ns. Calculate the
time of change point per second for 12 hours and record
the results. The results are expressed as X0.

FIGURE 8. Flow chart of simulator.

FIGURE 9. Pseudo code of reduction algorithm.

FIGURE 10. Comparison of the PSD of the simulated signal and the
theoretical signal. (a) BDS B1 (b) RDSS.

2) Set the pseudo range of the signal as 1ns, 10ns and
100ns separately. Calculate the time of change point
per second for 12 hours and record the results. They
are expressed as X1, X2, X3 separately.

The stability is calculated as the std (Standard deviation)
of X0:

stability : std (X0) (11)
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FIGURE 11. Time domain of signal by oscilloscope.

The precision is calculated as the follows:

precision : mean (X1)− mean (X0)− 1ns (12)

This can also be calculated from X2 and X0 or X3 and X0,
only with 1ns changed to the corresponding value.

The result shows that the stability and precision of the gen-
erated RDSS signal are both better than 0.3ns. The stability
and precision of the generated B1 signal are both better than
0.1ns. The results are well above the requirement.

VI. CONCLUSION
This paper focuses on the acceleration of GPU-based signal
simulators. In order to realize real-time simulation, the GPU
algorithm is optimized in memory usage, signal combination
method and GPU block design. The target is the least time
consumption. Based on the analysis, the signal combination
of B1 channels is based on registers and the signal combina-
tion of RDSS channels is based on atomicadd. The detailed
pseudo code is given in the paper. To get the best GPU
block design, a generalized block design model is built in
this paper. By setting rational parameters for the GPU block
design and the test of time consumption, the performance
of different GPU block design is got. The optimized GPU
block parameters are also got. For BDS B1 simulation, when
the parameters are not optimized, the time consumption is
more than 3 times of the optimized result. For RDSS signal
simulation, this value is 4.5 times.

Since K80 is composed of two GPU chips, the optimized
usage of the GPU cores is analyzed. What’s more, the usage
of reduction algorithm in signal simulator is also discussed.
Reduction algorithm decreases the time complexity. But
when the shared memory is small the advantage is eliminated
by frequent memory synchronization. So it can be used when
the shared memory is large enough.

At last, the PSD of the simulated signals are compared
with the theoretical values. The pseudo range precision is
tested throughwave-forming technique. Results show that the
stability and precision are both above requirement.
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