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ABSTRACT This paper investigates the problem of multi-user multichannel access in distributed
high-frequency (HF) diversity communication networks using a game-theoretic learning algorithm which
is based on correlation equilibrium (CE). We formulate the channel access problem in the HF networks as a
non-cooperative game. In the access game, each user equipment (UE) optimizes its access strategy without
the information about other UEs, which makes the channel access problem challenging. It is proved that
there is at least one CE point that makes all UEs’ access strategy efficient and fair. We propose a distributed
learning algorithm based on CE to achieve multi-user access with low cost and fairly in the distributed HF
networks. We use coordination signals to help each UE learn the access strategy by themselves. When each
UE receives and recognizes the right coordination signals, UEs will learn to transmit data on right channels
without further collisions after the learning phase. The simulation results show that the proposed learning
algorithm can not only completely avoid interference and get optimal throughput but also guarantee fairness
among all UEs.

INDEX TERMS HF communication networks, multichannel access, game theory, correlation equilib-
rium (CE).

I. INTRODUCTION
High-frequency (HF) communication (3 − 30MHz) which
realizes short distance transmission by ground-wave propaga-
tion and long distance transmission by sky-wave propagation
with ionospheric reflection plays a significant role in military
and emergency. Since HF channels suffer from multipath
effect, deep fading and the jamming of environment or other
users, the HF channels are always poor [1]–[3]. Thus, it is
important for users to optimize their access strategy. Existing
work about HF channel access mainly considered intelligent
Auto Link Establishment (ALE) [4]–[6] and HF spectrum
prediction [7]–[9]. However, they all considered the point-to-
point communication. Since the ionospheric layer is unstable

The associate editor coordinating the review of this manuscript and
approving it for publication was Wenchi Cheng.

which is affected by many factors, like sunspot, season and
region, the point-to-point communication is really unreli-
able. The HF communication networks which connect the
HF infrastructures through the wired network, e.g., the IP
networks, were proposed to enhance communication per-
formance [10]–[12]. At the same time, diversity techniques
are widely deployed in HF communications, among which
channel diversity is a promising way by transmitting the same
signal in several different channels [12]–[14]. However, all
user equipments (UEs) have to access multichannel which
increases the collision probability and the available HF chan-
nels are scant. Thus, channel diversity brings a new problem
that how to optimize user’s access strategy to improve net-
work communication performance. In this article, the multi-
channel access problem with multiple UEs is investigated in
distributed HF diversity networks.
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The main challenge of the multichannel access problem
is the limited HF channels. The available HF channels are
scant for following reasons: 1) The high-frequency band
(3-30 MHz) is narrow and shared by the whole world; 2) Lots
of HF channels suffer from strong fading, complex multi-
path or malicious jamming. The collisions happen when the
UEs choose the same channel, which leads to severe through-
put drop. However, the technique of channel diversity asks
all UEs access several different channels which leads to more
collisions. The optimal network state is that all channels are
used and there is no collision. Since the available channels
are scant, some users obtain high throughput with accessing
more channels while others get low throughput in the optimal
network state. However, this is unfair. HF communications
are usually used in military and emergency and each user’s
communication needs have to be satisfied. Thus, the fair-
ness also needs to be considered in HF networks. Therefore,
we need an effective and fair algorithm to avoid collision
among users and take advantage of available channels in HF
distributed networks.

In this paper, the problem of multi-user multichannel
access in distributed HF networks is discussed using a non-
cooperative game. We analyze the problem of multi-user
multichannel access using a game model for twofold. First,
the users in the HF networks selects and executes the channel
access strategy independently and distributively. Secondly,
their decisions are interactive and less interference brings
higher system throughput. For the non-cooperative game in
distributed networks, a learning algorithm based on the Cor-
related Equilibrium (CE) which achieves effective channel
access and guarantees fairness among all UEs is proposed.

As lots of researches have studied the synchronization
for time-slot [15], [16], the learning algorithm can work
using Time Division Multiple Address (TDMA). Motivated
by [17], [18], we assume there is a coordination device to
send the coordination signals at each time-slot which will
instruct users to select the access strategy. All UEs will learn
an efficient access strategy based on each corresponding coor-
dination signal and Acknowledge (ACK) information. Each
UE maintains a multichannel access strategy table (MAST)
which maps the coordination signals with channel access
strategy. For each transmission round, users draw chan-
nel access decisions according to the MAST after observ-
ing the coordination signals. If the transmission successes
in one channel, the mapping in the strategy table remains
unchanged, otherwise it will be updated. We conclude that
the proposed algorithm gets the CE of the access game and
guarantees fairness among all UEs according to theoretical
analysis and simulation. The main contributions of this paper
are summarized as follow:
• For themulti-user situation, since there is no information
exchange in the network, we formulate the problem of
multichannel access in distributedHF networks as a non-
cooperative game. The formulated gamemodel is proved
that there is at least one CE point.

• We propose a learning algorithm based on CE to solve
the multichannel access problem. Since there is no cen-
tral control and information exchange, the proposed
algorithm works in distributed HF networks. The strat-
egy updating procedure is only relying on the received
coordination signals and the ACK at each time slot. All
UEs do not need any history information to update their
access strategy.

• We analyze the convergence time and fairness of the
proposed algorithm. The simulation results show that all
UEs learn to play an efficient access strategy for each
coordination signal. The upper bound of convergence
time is calculated which is acceptable for actual net-
works. In themeantime, with the number of coordination
signals increasing, the access strategy is increasingly
fair.

In the rest of the paper, we present the system model
and problem formulation in section III. The related work is
reviewed in section II. The game model of the multichannel
access problem in distributed HF communication network
(HFCN) is analyzed in section IV, and the learning algo-
rithm is proposed. Moreover, the convergence time and jain
fairness index (JFI) of the algorithm are analyzed. In section
V, the simulation results are presented, and the rationality of
the results is investigated. Some discussions are made in VI.
Finally, the conclusion is shown in section VII.

II. RELATED WORK
Recently, the reinforcement learning which works well under
dynamic environment has been used to solve the problem
of channel access [19]–[21]. However, above work mainly
considered to enhance communication performance in single
user situation. The problem of multi-user channel access was
rarely studied in HF network. Applying cognitive radio to HF
communications has been proposed in [22], [23]. They only
discussed the challenges and opportunities, but the channel
access method based on cognitive radio was not proposed.
With the development of communication technology and
the increased users, it is valuable to study the problem of
multi-user multichannel access nowadays. The problem of
multi-user multichannel access was extensively investigated
in other networks [17], [18], [24]–[39], such as cellular net-
work and IoT.

To cope with the interactions among multiple users, lots
of different channel access approaches in other wireless net-
works using game theory have been proposed [24]–[30]. The
concept of local interaction game was first presented in [25],
in which each user not only considered its own playoffs
but also its neighbors’ playoffs. It did achieve best Nash
Equilibrium (NE) and maximize the network throughput.
Both cooperative and non-cooperative game were considered
to solve the channel selection problem in [26], which also
found the optimal Nash Equilibrium (NE). In [27], the mul-
tichannel multi-access problem in energy harvesting wireless
networks was also formulated as a non-cooperative game and
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an online-learning algorithm was proposed to find the NE
point. Reference [28] has explored the channel diversity in
HF communications using a match-potential game. Based
on game theory, [29] has considered variable-width channel
allocation and [30] have investigated dynamic channel alloca-
tion for frequency-selective interference channels. All above
work proved the existence of NE point and designed vari-
ous learning algorithm to acquire the optimal pure-strategy
NE which maximized the system utility. However, in dis-
tributed networks, the methods they have proposed could not
ensure fairness among users with limited information of other
users [17], [18].

Besides the Nash Equilibrium (NE), another more general
solution concept for game theory was known as Correlated
Equilibrium (CE) [33]. The CE has several nice advantages:
it is easy to find in polynomial time by linear programming
and every Nash Equilibrium is a Correlated Equilibrium. The
CE is a suitable way to address the problem in distributed
environment. The pioneer idea of using CE are found in a
number of literatures [17], [18], [34]–[39]. The CE is pro-
posed to cope with the problem that pure-strategy NE was
not fair and mixed-strategy NE was not efficient [17], [18].
In [34], [35], they have investigated the simple two-user chan-
nel access game and analyzed how to get the efficient CE.
The simulation results have shown that the CE improved the
payoffs of both users than the mixed NEs. The users need to
exchange information including the other users’ access action
and corresponding utility with each other. The users need to
know global information and it is always unavailable in wire-
less networks. Thus, the multi-user access algorithms based
on CE for different networks was proposed, e.g., multichan-
nel allocation in OFDMA-based network [17], [18], energy-
aware ad-hoc network [36], opportunistic spectrum access
for cognitive radio networks [37], spectrum resource sharing
in LTE/3Gpp network [38] and heterogeneous vehicular net-
work [39]. The learning algorithm based on CE instructed the
users to execute access action. The regret-matching algorithm
used in [36]–[39] is based on the condition that all user can
know other users’ action. Since the point-to-point transmis-
sion is unreliable in HF networks and the transmission rate
in HF networks is low, acquiring the information of other
users’ actions will bring lots of overhead and the information
may be incorrect. Thus, it is difficult to directly apply the
aforementioned approaches to our problem.

In [17], [18], a novel multi-agent learning algorithm is
proposed, but they only solved the problem of single channel
selection. Different from previous work, channel diversity is
considered in this paper, which allows each user to access sev-
eral different HF channels. Besides, previous works thought
all channel work the same. However, HF channel is time-
varying and different channel has different communication
performance. Therefore, we propose a learning algorithm
based on CE to solve the multichannel access problem in
HF networks. Two important information are used in the
proposed algorithm: the coordination signals and transmis-
sion ACK. Each coordination signal only contains an integer

FIGURE 1. A distributed HF diversity network.

number. Thus, it is easy to be transmitted and has no require-
ment for transmission rate. Each user only needs to detect
the collision in their transmission channels or monitoring
channels, and the transmission ACK can be obtained without
too much overhead.

III. SYSTEM MODEL AND PROBLEM FORMULATION
A. SYSTEM MODEL
We consider a HF communication network (HFCN) consist-
ing of a certain number of stations. All stations are connected
by wired networks. Each station equipped with wideband
transceiver demodulates signals over HF band (3-30MHz).
The HFCN is divided into core layer (wired (IP) network)
and access layer [12], which is shown in Fig. 1. The core
layer is composed of central controller, forwarding device and
gateway, and the access layer contains the HF stations. The
core wired network receives data packets from transmitter
through uplink and helps forward data packets to receivers
through downlink. The user equipment (UE) supplied with
several antennas transmits the same signal in several channels
by channel diversity. Since the downlink is deployed by the
central controller and the uplink is decided by a distributed
way, we mainly discuss the multi-user access problem in the
uplink. In each time round, the data transmission is executed
and UEs contend for channels to access.

Assume that there areM UEs, and the set of UEs is denoted
by M, i.e., M = {1, 2, . . . ,M}. Each UE is distributed
in different place and has no information interaction with
others. Channel diversity deployed in the networks allows
each UE to access N channels at most, on which same signals
are transmitted. The set of all available channels is denoted
by F = {1, 2, . . . ,F}. The set of available channels which
has better communication performance can be obtained by
perceiving or predicting by various methods [7]–[9]. When
F > MN , it is feasible for channel-user allocation and there
is no collision in the network. The proposed algorithm in this
paper is applicable for both F > MN and F <= MN cases.
We mainly consider the situation with F <= MN .

Since the state of HF channels is time-varying and unsta-
ble, the communication fails on certain time slots. As shown
in Fig. 2, channel 1 is unavailable in time slots 2 and 5
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FIGURE 2. The HF channel status.

with deep fading, 7 with channel occupancy. In the wireless
communication, when the signal to noise ratio (SNR) in the
receiver is larger than the SNR threshold, the data transmis-
sion is successful. Since channel fading and the noise exist
in wireless communication, the SNR in receiver becomes a
random variable. The probability of received SNR greater
than the threshold means the probability of successful data
transmission. Thus, we can actually use a communication
probability to describe channel quality. We define the com-
munication probability of channels to describe the commu-
nication quality of channels. It means that the transmission
succeeds with a statistical probability. The communication
probability is a statistical variable and obtained by long-term
measurement. The communication probability of all UEs is
denoted by P = (pmf )m∈M,f ∈F , where pmf ∈ [0, 1] indicates
the communication probability in channel f for UE m. The
throughput of each UE is jointly determined by communica-
tion probability of access channels and the collisions caused
by other UEs. The main problem is the selection of access
channel, which determines the collision between UEs.

B. PROBLEM FORMULATION
When two and more UEs access the same channel simulta-
neously, a collision occurs and their data transmissions fail.
Each UE finds out whether their transmission is successful
according to the feedback ACK. For UE m, the set of its
available access strategies access strategy is Am, i.e.,

Am = {(f1, f2, · · · , fn, · · · , fN )|fn ∈ F ∪ {0}}. (1)

Then, the set of strategy profiles for network is denoted by
A = A1×A2 · · ·×AM . The element ofA is a = (am)m∈M,
where am is the access strategy of UE m. Each UE m chooses
an access strategy am = (am(1), am(2), · · · , am(N )) ∈ Am,
where am(n) denotes the n-th channel UE m access. When
am(n) = 0, the n-th antenna does not access channel and
keep silent. Specially, the UE m does not access any channel
with am = (0, 0, · · · , 0). Then when UEm chooses a strategy
am, the individual average packets transmitted successfully is
denoted by

sm(a1, a2, · · · , aM ) =
N∑
n=1

pmam(n)

M∏
j=1,j 6=m

f (am(n), aj), (2)

whereM and N denote the number of UEs and the number of
channels each UE can access at most, respectively, and pmam(n)
is the communication probability in channel am(n) for UE m,
and f

(
am(n), aj

)
is the Kronecker delta function defined as

f (am(n), aj) =

{
1, am(n) /∈ aj
0, am(n) ∈ aj or am(n) = 0.

(3)

where am(n) /∈ aj means UE j does not access the channel
am(n). UE m with strategy am = (0, 0, · · · , 0) has to wait
for next time slot and zero packet is transmitted successfully,
i.e., sm = 0. If the communication probability of UEm for all
available channels is 1 and no collision happens in all selected
channel am(n), the maximum value is sm = N . According to
(2), the average packets transmitted successfully for whole
network is given by

T0 =
M∑
m=1

sm =
M∑
m=1

N∑
n=1

pmam(n)

M∏
j=1,j 6=m

f (am(n), aj). (4)

Then, the global goal is to find the optimal channel access
profile to maximize the average packets transmitted success-
fully for whole network, i.e.,

P : maxT0(a1, a2, · · · , aM ). (5)

The number of access strategy profiles is calculated as
(F + 1)MN and it is really huge with large-scale network.
At the same time, we have to solve the problem in a dis-
tributed way, because the UE is lack of information about
others. Thus, the problem of channel access is challenging
due to huge strategy space and distributed decision making.

IV. GAME MODEL AND MULTICHANNEL ACCESS
ALGORITHM
A. MULTICHANNEL ACCESS GAME MODEL
Since the access strategy is self-determined by the UEs,
the channel access problem is formulated as a non-
cooperative game. The multichannel access game is denoted
as G = (M, {Ak}k∈M, {uk}k∈M), where M is the set of
UEs, Ak is the action space of UE k and uk is the utility
function of UE k . The available action of all UEs is same,
which is defined in (1). The set of strategy profiles is denoted
by A = A1 × A2 · · · × AM and the element of A is a =
(an)n∈M, where an is the access strategy of UE n. The utility
function of UE k is denoted by uk (ak , a−k ) : a→ R, where
ak is action of UE k and a−k is the action profile of all the
players excluding player k . The utility of UE k is defined as

uk (ak , a−k ) = sk =
N∑
n=1

pkak (n)

M∏
j=1,j 6=k

f (ak (n), aj), (6)

where sk is the average number of successful packets for user
k defined in (2). Then, the definition of Nash Equilibrium
(NE) and Correlated Equilibrium (CE) is given.
Definition 1 (Nash Equilibrium (NE) [25]): An action pro-

file A∗ = (a∗1, . . . , a
∗
N ) is a pure strategy NE of game G =
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(N , {An}n∈N , {un}n∈N ) if and only if no player n can improve
its utility by deviating unilaterally, i.e.,

un(a∗n, a
∗
−n) ≥ un(an, a

∗
−n), ∀n ∈ N , ∀an ∈ An, an 6= a∗n.

(7)

The multichannel access algorithms can be proposed to get
the various NE points, but it is not desirable for two reasons.
On the one hand, the pure-strategy NE brings higher payoff,
but they may be unfair to the user who always uses less
aggressive action [17]. On the other hand, the mixed-strategy
NE is fair, but not efficient: the expected payoff may be small
[18]. In [33], the concept of Correlated Equilibrium (CE) is
proposed to cope with the above problems.
Definition 2 (Correlated Equilibrium (CE) [36]): A prob-

ability distribution ψ on A is a correlated equilibrium of
G = (M, {Am}m∈M, {um}m∈M), if ∀m ∈M, ∀j ∈ Am and
∀k ∈ Am, we have∑

a−m

ψ(j, a−m)[um(k, a−m)− um(j, a−m)] ≤ 0. (8)

The specific theoretical analysis and proof can be found
in [36]. In other word, a CE is a probability distribution over
strategy profiles A. Each player chooses the recommending
action according to coordination device. If all players do not
intend to deviate from the recommended action, the strategy
profile is a CE [18].
Theorem 1: There always exists a CE in the multichannel

access game G = (M, {Ak}k∈M, {uk}k∈M).
Proof: In [36], [40], the authors figure out that every

finite game has at least one CE. Since the set M and Ak
are finite, the set of Correlation Equilibrium is nonempty in
multichannel access game, which confirms our theorem. The
more detailed analysis about the existence of CE can be found
in [40]. �
At present, there are three main methods for obtain-

ing the CE: linear programming [34], [35], regret-matching
[36]–[39], and multi-agent learning [17], [18]. The linear
programming works with all information available for opti-
mization. It is not possible for distributed networks. The
regret-matching proposed in [40] is a distributed learn-
ing algorithm based on the history information including
other users’ actions and updates its policy using the regret
matrix. However, the history information may not be observ-
able or correct. In [18], a multi-agent learning-based algo-
rithm which need not rely on the history is proposed. The
coordination device in the network does not need to know
anything about users and it just send a randomly chosen
integer at each time slot. Motivated by [18], we propose
a multichannel access algorithm for HF networks in next
section.

In HFCN, since each UE has no knowledge of others,
the CE of the multichannel access game is difficult to reach
without coordination. Inspired by the learning-based algo-
rithm in [18], which achieved an efficient and fair CE, we pro-
pose an algorithm to solve the channel access problem in
HFCN. The HF core network just sends a random integer

FIGURE 3. The multichannel access strategy table (MAST) of UEs.

called coordination signal from a set {1, 2, . . . ,K } to UEs at
begin of each time slot and each UE observes the random
integer from time to time.1 The HF core network need not
know anything about the UEs, and just provide coordination
signals. For each UE, each coordination signal is mapped
to an access strategy. UEs receive the coordination signals
before each time slot and decide which access strategy to
choose according to the multichannel access strategy table
(MAST) or keep silent. If the transmission on a channel fails,
then they may change their access strategy. Otherwise, they
keep access this channel at next time slot. By above way
can we achieve an efficient and fair channel access strategy
profile. Next, we will explain the algorithm in detail.

B. MULTICHANNEL ACCESS ALGORITHM (MAA)
DESCRIPTION
In section III, we define the set of UEs and available channels,
i.e., M = {1, 2, · · · ,M} and F = {1, 2, · · · ,F}, respec-
tively. The channel diversity allows each UE to access N
channels at most. The space of available coordination signals
is denoted by K = {1, 2, · · · ,K }. In HFCN, the HF core
network chooses a random coordination signal and transmits
it at begin of each time-slot. Each UE possesses a multichan-
nel access strategy table (MAST). The MAST of UE m is
defined as fm : K → Am, where Am is the set of access
strategy. The Am contains all available access strategy of
UEm. In theMAST of each UEs, it contains the access strate-
gies corresponding to each coordination signal. For example,
in Fig. 3, kt is the coordination signal in t-th transmission and
each row represents the channel access strategy. When the
coordination signal is K , the access strategy UE 1 will access
is (2, 3, 4, 0) and UE M will access (4, 1, 5, 0). Each coor-
dination signal corresponds to an access strategy for every
UE. The MAST instructs each UE m to select access strategy
am = (am(1), am(2), · · · , am(N )) in every time slot according

1At the algorithm description, we assume that each UE can observe the
coordination signals correctly. However, all UEs are hard to observe the
coordination signals correctly at each time slot, because the communication
environment is complex and dynamic. We give the simulations in section V
that UEs may observe the incorrect coordination signals. We find that though
UEs may accept the incorrect coordination signals, the proposed algorithm
is still effective.
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FIGURE 4. The structure of time slot.

to the received coordination signal kt , i.e., fm(kt ) = am,
where am(N ) means theN -th antenna of UEm sends signal in
channel am(N ). If ith element of fm(kt ) is 0, the i-th antenna of
UE keeps silent in this time-slot. Otherwise, the antenna sends
signal immediately. At the beginning of learning phase, each
UE m initializes its MAST randomly. For each coordination
signal inK, UEm choosesN different channels fromF

⋃
{0}

randomly. By randomized manner can the UEs access each
channel fairly. In themeantime, the collisions are unavoidable
with stochastic MAST at the beginning. As shown in Fig. 4,
the time slot can be divided into three phases: observing
coordination signals TO, transmitting data packets Td and
waiting ACK TACK . Each UE adapts its strategy as follows:

1) Observing coordination signals: At time slot t , UEs
wait for the coordination signal kt transmitted by the
HF core network. According to signal kt and MAST,
each UE obtains its access strategy fm(kt ).

2) Transmitting data packets: The i-th antenna of UE
m accesses the channel f im(kt ). When f im(kt ) > 0, The
i-th antenna begins to transmit over channel f im(kt ).
Otherwise, if f im(kt ) = 0, the i-th antenna keeps silent
and UE m chooses a channel c ∈ F with probability
qc to monitor, where qc is normalized probability of
channel communication probability, i.e,

qc =
exp(β × pmc )
F∑
f=1

exp(β × pmf )

, (9)

where β ≥ 0 is the adjustment factor. Specially, if β =
0, UE m chooses a monitoring channel randomly. UE
m will monitor the channel c and observe whether the
channel c is idle.

3) Waiting ACK: In the time slot t , the UEs wait for the
ACK. There are two cases,

• The i-th antenna transmitting in channel f im(kt ):
if the transmission succeeds, UE will keep this
channel in his channel strategy unchanged. if the
transmission fails, it will set f im(kt ) = 0 with
switching probability pd , which means to avoid
collisions in future time slots.

• The i-th antenna keeping silent in channel f im(kt ):
If there is any UEs transmitting in channel c, UEm

FIGURE 5. A schematic diagram of the proposed algorithm.

keeps f im(kt ) = 0. If channel c is idle, then UE m
sets f im(kt ) = c.

In the Fig. 5, we give an easy example to show how our pro-
posed algorithm works. The different color represents differ-
ent user’s MAST and the different row maps to the different
coordination signals. At the first transmission, the coordina-
tion signal is 1. User 1 and user 2 chooses the same channel 3,
then their transmissions in channel 3 fail. According to the
updating process, the user 1 gives up channel 3 and set access
channel as 0. Since the user 3 has a channel 0, it chooses
channel 2 to monitor. After the transmission, it finds that
the channel 2 is occupied and then keeps the channel 0
unchanged. We can find that the access strategies of all users
keep unchanged, when the coordination signal is 1. All users
change their MASTs following above updating process. After
3-th transmission, the network convergence to the stable state.

The flow chart of the MAA algorithm is shown in Fig. 6.
The normalized probability in (9) is adopted in the phase
of transmitting data packets, where UE chooses the moni-
toring channel c with probability pc. It is different from the
algorithm in [18] which chooses the monitoring channel with
the same probability. In [18], all channels were considered
to be same. However, it is not true in HF networks, as HF
communication is sensitive to the communication frequency.
Different HF channels will provide different communication
performance. Since the communication probability of same
channel is different for different UEs, a channel may be bad
for one user but good for others. Selectingmonitoring channel
with same probability can not make full use of the above
characteristic. Thus, we introduce normalized probability to
improve network throughput. The UE will select a better HF
channel with a higher probability.

C. ALGORITHM ANALYSIS
Theorem 1 have proved that there existed at least one CE point
in the multichannel access game. The CE point means that no
UEwants to change its access strategy. In this section, we first
prove that the network converges to an absorbing state, and
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FIGURE 6. Flow chart of the proposed algorithm.

then the expected convergence time to the state and fairness
among UEs are analyzed.

Firstly, we prove the following theorem:
Theorem 2: The proposed algorithm converges to an

absorbing state, and each UE keeps its access strategy
unchanged for all coordination signals in the absorbing state.

Proof: The network contains M UEs which can access
N channels, available channels F ≥ 1 and coordination
signalsK ≥ 1. For each coordination signal k ∈ K, we define
the network state as sk (t) = (nk1(t), n

k
2(t), · · · , n

k
F (t)), where

nkF (t) is the number of antennas that will transmit packet in
t-th time slot on the channel F . If all elements in sk (t) are
equal to 1, i.e., sk (t) = (1, 1, 1, · · · , 1), all channels are
occupied and there is no collision in network. According to
the proposed algorithm, since no collision happens, the anten-
nas which occupy one channel will not change its access
channel. Simultaneously, others will find that the monitoring
channel is busy and keep their access strategy. Thus, the state
sk (t) = (1, 1, 1, · · · , 1) is an absorbing state and each UE
will not change its access strategy. When all UEs update
their access strategy using the MAA algorithm, we find that
all states are interoperable. Thus, the network will definitely
converge to the absorbing state sk (t) = (1, 1, 1, · · · , 1) [41].
As the coordination signal is selected randomly, the network
will go into the absorbing state for each coordination signal.

Therefore, each UE keeps its access strategy unchanged for
all coordination signals after several steps, which confirms
our theorem. �
The convergence time is the number of steps to the absorb-

ing state for all coordination signals. The fairness among UEs
indicates whether each UE has equal chance to access all
channels, when the network converges to the absorbing state.

1) CONVERGENCE TIME
We analyze the upper bound of convergence time when the
multichannel access game converges to a pure-strategy NE.
The HFCN including M UEs, K coordination signals and
each UE can access N channels. The analysis is divided into
three different scenarios. According to analysis, the following
theorems are given.
Theorem 3: For M UEs which can access N channels and

F = 1, K = 1, 0 < Pd < 1, the expected number of steps to
converge to a pure-strategy NE of multichannel access game
is O( 1

Pd (1−Pd )
logM ).

Proof: Since there is only one available channel in
HFCN, only oneUE can transmit in the stable state.We define
the network state which is how many UEs are transmitting
data on this channel. Since the state is only related to the
state of previous time slot, a Markov chain is used to describe
its execution. The state is Xt ∈ {0, 1, 2, · · · ,M} at time
slot t . For each coordination signal, the transition probability
is expressed as:

P(Xt+1 = N |Xt = 0) = 1

P(Xt+1 = 1|Xt = 1) = 1

P(Xt+1 = j|Xt = i) = C j
ip
i−j
d (1− pd )j i > 1, j ≤ i

0 others.

(10)

The state transition diagram is shown in Fig. 7. The state
Xt = 1 is the absorbing state. We want to know the number
of steps that the chain first reaches the state Xt = 1, which
is called as the hitting time. In fact, the expected hitting time
can be found by following linear equations.

ui(C) = 1+
∑
j∈Xt

pijuj(C), (11)

where ui(C) denotes the expected hitting time from state i to
the absorbing state C , i.e., Xt = 1, and pij is the transition
probability from i to j. However, it is difficult to solve them
analytically. In [18], the authors calculate the upper bound of
the hitting time by a modifiedMarkov chain. According to its
calculation, the expected number of steps before reaching the
absorbing state Xt = 1 is O( 1

Pd (1−Pd )
logM ). �

In general, each UE will choose N different channels. It is
noted that more collisions will occur, if one UE choose same
channel to transmit. Thus, the expected number of steps is
less than MN UEs who accesses single channel. According
to [18], the following theorems are given:
Theorem 4: For M UEs which can access N channels and

F ≥ 1, K = 1, 0 < Pd < 1, the expected number of steps to
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FIGURE 7. The state transition diagram of the proposed Markov chain.

converge to a pure-strategy NE of multichannel access game
is O(F 1

1−Pd
( 1
Pd

logMN + F)).
Proof: In general, each UE will choose N different

channels, when F ≥ 1. We propose a new scenario where
there are MN UEs which only choose one channel. In this
paper, each UE will not choose a same channel except 0.
However, all UEs in the new scenario are independent. The
more same channels will be selected by different UEs in the
new scenario. Thus, it is noted that more collisions will occur
in the new scenario than our scenario. Thus, the expected
number of steps for our scenario is less than the new scenario.
Firstly, we analyze the convergence time of the new scenario
withMN UEs. According to the analysis in [18], the expected
number of steps to the absorbing state for our scenario is
O(F 1

1−Pd
( 1
Pd

logMN + F)). �
Theorem 5: For M UEs which can access N channels and

F ≥ 1, K ≥ 1, 0 < Pd < 1, the expected number of steps to
converge to a pure-strategy NE of multichannel access game
is less than O(K 2F 1

1−Pd
( 1
Pd

logMN + F)).
Proof: The problem of calculating convergence time

with k > 1 can be analyzed by a more general prob-
lem called Coupon collector’s problem [18]. Similar to
Theorem 3, we can find that the expected number of steps is
O(K 2F 1

1−Pd
( 1
Pd

logMN + F)). �
From [18], we conclude that any Nash equilibrium (NE) is

a correlated equilibrium (CE). Moreover, theMAA algorithm
can converge to efficient pure-strategy NE where no collision
occurs. Therefore, the proposed algorithm MAA converges
to an efficient CE of multichannel access game in expected
polynomial time, which is proportional to K , F , M and N .

2) FAIRNESS
As UEs quit the certain channel with the same probability Pd ,
the access strategy in the stable state is related to the initial
access strategy for each coordination signal. Simultaneously,
the initial strategy is generated randomly. Thus, when the
number of coordination signals is large enough, each UE has
the same chance to access all channels. For a given correlation
signal, if one antenna of the UE can access one channel,
this antenna wins this time slot. For F available channels
and M UEs with N antennas, an antenna wins a time slot
with probability p = CF−1

MN−1/C
F
MN =

F
MN . Denote random

variable Xm(i) as the number of slots won by antenna m(i)
of UE m for all coordination signals. Thus, Xm(i) follows a

binomial distribution, i.e., Xm(i) ∼ B(K , p). Denote random
variable Xm as the sum of time slots won by all its antennas,

i.e., Xm =
N∑
i=1

Xm(i). Since all antennas are independent and

identically distributed (i.i.d.), Xm also follows a binomial
distribution, i.e., Xm ∼ B(NK , p). We use the Jain index
defined in [42] to calculate the fairness. For a random variable
Xm, the jain index is calculated as:

J (X ) =
(E[X ])2

E[X2]
. (12)

Where its first and second moments are

E[X ] = K
F
M
, (13)

E[X2] = (K
F
M

)2 + K
F
MN

MN − F
M

. (14)

The Jain index J (X ) can be expressed as:

J (X ) =
NFK

NFK + (MN − F)
. (15)

The Jain index satisfies that 0 < J (X ) ≤ 1. The larger
J (X ) is, the better the fairness of access strategy is. The access
strategy is absolutely fair if J (X ) = 1, which means that all
UEs win equal number of channel across all the time slot.
As MN − F is finite, it holds that lim

K→∞
(MN − F)/K → 0.

We can obtain the fact that

lim
K→∞

J (X ) = lim
K→∞

NF
NF + (MN − F)/K

→ 1. (16)

If we choose a relatively largeK , the access strategy of UEs
become absolutely fair. Thus, the fairness is proportional to
the coordination signals space.

V. SIMULATION RESULTS AND DISCUSSION
In this section, the performance of the proposed algorithm
(MAA) is evaluated through simulations. The simulations
work on the MATLAB. All simulation results are obtained by
performing 300 independent trials and then taking the expec-
tation. The UEs are randomly located in a 500km × 500km
square region and all UEs transmit in each time slot, if they
can access the channels. The adjustment factor β in (9) is set
to 1. The communication probability is randomly generated
within (0, 1).Wemainly discuss the performance of theMAA
algorithm from following aspects. First, we are interested
in how many steps does the HFCN need to converge to the
stable state with different UEsM , coordination signals K and
switching probability Pd . Then, the normalized throughput is
obtained and compared with multichannel Slotted-ALOHA
[43] with different number of UEs. Finally, we simulate how
to choose K to achieve a reasonable bound on fairness.

A. CONVERGENCE PERFORMANCE
Different from the MAA algorithm (the proposed algorithm),
when the access strategy of i-th antenna satisfies f im(kt ) = 0,
the comparison algorithms choose the monitoring channel
in different ways. In the proposed algorithm, we choose a
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FIGURE 8. The average packets transmitted successfully through different
algorithms (M = 10, N = 3, F = 20, K = 20).

monitoring channel c from all available channels with nor-
malized probability qc which defined in (9). The comparison
algorithms are as follow: (1)

1) Attachment-learning algorithm (AT-Learning) [17]:
The UE chooses the monitoring channel from all avail-
able channels with the same probability.

2) Idle_normalize learning algorithm (IN-Learning): The
UE chooses the monitoring channel h from the idle
channels with the normalized probability qh and the
idle channels can be obtained through wideband spec-
trum sensing (WBSS). The qh is calculated as follow

qh =
exp(β × pmh )∑

h∈I
exp(β × pmh )

, (17)

where I is the set of idle channels and pmh means the
communication probability in channel h for UE m.

3) Multichannel slotted-ALOHA [43]: The UE randomly
chooses access channels from all available channels
without learning at each time slot.

Fig. 8 presents the convergence behavior of four different
algorithmswithM = 10UEs,N = 3 antennas,F = 20 avail-
able channels and K = 20 coordination signals. We can see
that the proposed algorithms using coordination signals con-
verge to the stable state with stochastic initial access strategy
and have a significant improvement than the multichannel
Slotted-ALOHA. This is reasonable and consistent with the
previous analysis. At the same time, the MAA algorithm has
the best communication performance. The MAA algorithm
converges to the stable state faster than the IN-Learning algo-
rithm. The reason is that all UEs can obtain the idle channels
by WBSS, for which there are more collisions for the same
idle channels. Thus, choosing monitoring channel from all
available channels is better when UEs’ channel strategy is 0.
Simultaneously, it is noted that the MAA and IN-Learning
using the normalized probability perform better than the
AT-Learning [17]. The normalized probability proposed in

FIGURE 9. The convergence time of the MAA for different network scales
(M = 10, N = 3, F = 20).

FIGURE 10. The convergence time of the MAA for different network
scales (N = 3, F = 20, K = 15).

this paper can bring a higher throughput, because UEs are
more inclined to choose better channels. It is noted that the
convergence time to the stable state is less than 400.

We compare the convergence time of different network
scales in Fig. 9 and Fig. 10. The cumulative distribution
function (CDF) of the iterations time needed to converge to
the stable state with different UEs and coordination signals
are shown in Fig. 9 and Fig. 10, respectively. It is noted from
the figures that the iterations to the stable state is proportional
to the number of UEs and coordination signals. With the
number of UEs increasing, the more collisions may happen
and UEs have to adapt their MAST more frequently, which
results in a longer convergence time. With the number of
coordination signals increasing, the UEs have to wait for a
certain coordination signal to be transmitted with a longer
steps. This is consistent with our previous theoretical analy-
sis. The convergence time is acceptable even for a large-scale
network.

Fig. 11 presents the number of convergence iterations with
different switching probability Pd . It is noted form the pic-
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FIGURE 11. Number of iterations that network converges to the stable
state with different coordination signals and switching probability
(M = 10, N = 3, F = 20).

FIGURE 12. Convergence behavior of dynamic networks scales
(N = 3, F = 20, K = 10, Pd = 0.4).

ture that the convergence time increases as the coordination
signals K increase. The convergence time is smaller, with
Pd = 0.5 than other probabilities, since it provide the balance
between switching to 0 and keeping the access strategy.When
the probability Pd is small, few UEs change their access strat-
egy to 0 and the collisions keep happening in next time slot.
If more UEs change their strategy to 0, however, the channel
may become free and the more collisions may happen in this
channel.

In the actual HFCN, the UEs may leave or join the
HFCN, which make the scale of HFCN dynamic and time-
varying. The convergence behavior of dynamic HFCN is
shown in Fig. 12. It can be noted that the number of packets
transmitted successfully decreases, when two UEs leave the
network or six UEs join the network with stochastic access
strategy. With two UEs leaving, the channels occupied by
the two UEs become free, then other UEs will compete for
these channels. When six UEs join the network, their strategy
has conflict with other UEs and it makes the throughput drop

FIGURE 13. The comparison of the normalized throughput with varying
coordination signals K (F = 20, N = 3).

rapidly. However, from the picture, we see that the network
converges to the stable state quickly with few steps after the
number of UEs changes. Therefore, the MAA can work well
in the dynamic environment.

B. AVERAGE THROUGHPUT PERFORMANCE
In this subsection, we evaluate the throughput performance of
the MAA comparing with multichannel Slotted-ALOHA and
the proposed algorithm with imperfect coordination signals.
The proposed algorithm with imperfect coordination signals
means the UEs receive no coordination signal or misjudge
into another signal. When users receive no coordination, they
randomly choose access strategy from the MAST. When
some users observe the incorrect coordination signals (includ-
ing receiving no signal and misjudging), they will choose a
wrong access strategy which may make collisions happen..
The normalized throughput is used to evaluate the perfor-
mance of UEs, which is defined as

Thn =
Nsucc

Nslot × F
, (18)

where Nslot and F are the number of time slots UEs transmit
and available channels, respectively. Nsucc is the number
of packets transmitted successfully during Nslot , which is
defined in (4). When the UEs use the multichannel Slotted-
ALOHA, they choose access strategy randomly. Fig. 13
presents the normalized throughput with varying coordina-
tion signals space after reaching the stable state. It can be
noted that the throughput of the Slotted-ALOHA is really
poor, with only ten percent of data packets transmitted suc-
cessfully. Since the UEs use the random access strategy,
the collisions happen frequently with the number of UEs
increasing. However, the MAA can avoid collisions and
achieve sixty percent normalized throughput with random
communication probability. When UEs receive the incorrect
coordination signals, the stable state will be broken and
more collisions occur. In the simulation, we set the incor-
rect probability as 5%. The normalized throughput of the
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FIGURE 14. The comparison of the normalized throughput with varying
error probability (F = 20, N = 3, K = 8, M = 15).

FIGURE 15. Jain fairness index for different settings of M and K
(F = 30, N = 3).

proposed algorithm with imperfect coordination signals is
smaller than the MAA. Nevertheless, it still achieve a high
throughput. In Fig. 14, the normalized average throughput
with varying incorrect probability is given. From the figure,
we can see that the normalized average throughput drops
quickly, when the incorrect probability increases. This is
because more collisions happen with larger incorrect proba-
bility. However, it is noted that the network throughput using
proposed algorithm is significantly higher than the Multi-
channel Slotted-ALOHA even if the incorrect probability is
high. Thus, though all UEs may not correctly accept the
coordination signals, the proposed algorithm is still effective.

C. FAIRNESS PERFORMANCE
In Sec. III, we have proved that the Jain Index J (X ) is
close to 1 with a relatively large K , which proves the MAA
algorithm is fair enough. Since the convergence time is really
huge with a large K , we can not choose a large value of K
in actual HFCN. Fig. 15 presents the Jain Fairness Index

FIGURE 16. Fairness comparison of different algorithms
(N = 3, F = 30, K = 15).

for different settings of M and F . It can be noted that when
MN = F , the JFI approximates to 1, which means every UE
can have the same chance to access all available channels.
With the number of coordination signals increasing, the JFI
increases and is close to 1, which meets our previous anal-
ysis. However, the JFI decreases, when the number of UEs
increases. This is because there is not enough channels for
each UE in every time slot. It is noted that K can not be too
large since convergence time will be too long, nor can it be
too small to ensure fairness. For different networks, we need
balance convergence time and fairness. In our simulation
network which contains 30 available channels, 20 UEs and 3
antennas, it is reasonable to choose 8 or 10 coordination
signals that can reach the JFI about 0.9. We compare the fair-
ness with Attachment-learning algorithm (AT-Learning) and
Idle_normalize learning algorithm (IN-Learning) in Fig. 16.
The HF network contains 30 available channels and the num-
ber of coordination signals is 15. It is noted that all three
algorithms have high fairness and the Jain fairness index (JFI)
is close to 1. we can observe that the proposed algorithm has
similar JFI to other two algorithms and it also brings higher
network throughput.

VI. DISCUSSION
The proposed algorithm in this paper are extensible and can
be applied to other wireless networks, such as Cellular net-
work, Internet of Things (IOT), and Unmanned aerial vehicle
(UAV). The reason is as follows. 1) In this manuscript, we use
a communication probability to describe channel quality and
it is also suitable for other wireless networks. 2) The rapid
development of Multi-input Multi-output (MIMO) technol-
ogy and its high-capacity advantage have led to the use of
multiple antennas in other networks. For example, MIMO
technology will become a key technology in the 5G. There-
fore, multichannel access issues also need to be considered
in other networks. 3) The proposed algorithm does not need
to rely on a complex coordination device. The device just
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sends an integer number at each time slot and all UEs learn
to choose action for each signal value. Thus, the proposed
algorithm is also very easy to implement in other networks.
However, the proposed algorithm works under the condition
that all users are in the same collision domains. If other
wireless networks satisfy this condition, they can also use the
proposed algorithm.

VII. CONCLUSION
In this paper, we have proposed a multi-user learning algo-
rithm to deal with the problem of multichannel access in
distributed HFCN. First, we formulated the channel access
problem as a non-cooperative game and the Correlated Equi-
librium (CE) of the access gamewas analyzed in terms of con-
vergence time and fairness. Then, we used the coordination
signals and the collision information to reduce the collision
level. These coordination signals help UEs learn the access
strategy by themselves. We verified the effectiveness and
fairness of the proposed algorithm by simulation. We found
that after the learning stage, all UEs know exactly when to
transmit and on which channel according to their multichan-
nel Access Strategy Table (MAST). The simulation results
showed that the proposed learning algorithm can not only
completely avoid interference and get optimal throughput, but
also guarantee the fairness among all UEs. In this manuscript,
we just give a numerical simulation based on MATLAB and
a simplified channel model is used. For future work, the HF
channel model will be considered andwe intend to implement
the proposed approach in practical system.
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