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ABSTRACT Hardware implementation of the proposed direction of arrival (DOA) estimation algorithms
based on Cholesky and LDL decomposition is presented in this paper. The proposed algorithms are imple-
mented for execution on a field programmable gate array (FPGA) as well as a PC (running LabVIEW) for
the multiple non-coherent sources located in the far-field region of a uniform linear array (ULA). Prototype
testbeds built using the national instruments (NI) universal software radio peripheral (USRP) software
defined radio (SDR) platform and Xilinx Virtex-5 FPGA are originally constructed for the experimental
validation of the proposed algorithms. The results from LabVIEW simulations and real-time hardware
experiments demonstrate the effectiveness of the proposed algorithms. Specifically, the implementation of
the proposed algorithms on a Xilinx Virtex-5 FPGA using the LabVIEW software clarifies their efficiency
in terms of computation time and resource utilization, which make them suitable for the real-time practical
applications. Moreover, the performance comparison with the QR decomposition-based DOA algorithms as
well as similar FPGA-based implementations reported in the literature is conducted in terms of the estimation
accuracy, computation speed, and FPGA resources consumed.

INDEX TERMS Cholesky and LDL decomposition, pipelined architecture, hardware implementation,
Xilinx Virtex-5 FPGA, uniform linear array, LabVIEW, direction of arrival estimation, software defined
radio, NI USRP-2901.

I. INTRODUCTION
Source localization or direction of arrival (DOA) estimation
of a radio frequency (RF) signal is a very important compo-
nent in many practical applications such as channel estima-
tion, beamforming, radar and sonar tracking, multiple-input
multiple-output (MIMO) systems, etc. However, performing
numerical simulations of DOA estimation algorithms to com-
pute estimation accuracy and other performance parameters
and to establish the effectiveness of the algorithms [1]–[7] is
not sufficient. To establish the efficacy of an algorithm for
real-time practical implementation, experimental validation
on a hardware prototype is essential.

Sub-space DOA estimation techniques such as MUSIC [1]
and ESPRIT [2] have been widely reported in the literature
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to have high estimation accuracy. However, these tech-
niques and their several variants [3]–[7] require either eigen-
value decomposition or singular value decomposition of the
received data matrix. These operations have a high computa-
tional cost (of the order of O(N 3)), making them unsuitable
for real-time hardware implementation due to significantly
higher processing time and hardware resources required.

Experimental validation of a DOA estimation algorithm
requires a prototype testbed be built consisting of an antenna
array for signal reception, and communication modules for
down-conversion and digitization of the received signal. Sub-
sequent signal processing may be done on a desktop proces-
sor running an operating system or on a hardware platform
such as an FPGA. Building a prototype testbed could be
an expensive and time consuming endeavor. Two popular
commercial off-the-shelf (COTS) platforms which have been
reported in the literature are ideal for rapid prototyping - one
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is the National Instruments (NI) PXI platform [8] and
the other is based on the software defined radio platform
USRP [9] also from NI.

A few works have been reported in the literature on
the hardware implementation and experimental validation of
DOA estimation algorithms. A hardware implementation of
DOA estimation methods based on QR decomposition on
the NI PXI platform has been reported in [10], [11], with
signal processing carried out on a desktop processor. FPGA
implementations of a Bartlett DOA estimator have been pre-
sented in [12], [13], and implementations of MUSIC-based
DOA algorithms are reported in [14], [15]. The Bartlett DOA
estimator in [12] is shown to be an efficient implementation in
terms of computation time. FPGA real-time implementation
based on QR and LU decompositions have been reported
in [16] and [17], respectively. These methods [16], [17] have
been shown to be superior in performance (in terms of esti-
mation accuracy, processing time, and resources utilization)
to those of MUSIC and ESPRIT-based algorithms reported
in the literature. For this reason, the QR-based algorithm has
been taken as a benchmark for performance comparison.

One drawback of the NI PXI platform is that it is not
easily scalable and has significantly higher cost when com-
pared with the USRP SDR platform. Furthermore, USRPs
are ideal for easy and quick deployment. In [18], a USRP-
2921 implementation of AOA-based (angle of arrival) local-
ization using MUSIC algorithm is presented. As mentioned
earlier, subspace estimation techniques for DOA estimation
are not amenable to efficient hardware implementation.

ACOTS SDR platform comprising USRP-N200 units used
in the testbed for determining the angle of arrival of RF
incident signals is presented in [19]. It uses a maximum likeli-
hood method to find the angle estimates which are computed
on a desktop PC. Other works have been reported in the
literature that use SDR platform for building an experimental
testbed for DOA estimation [20]–[23] and for MIMO appli-
cations [24], [25]. The focus of these works [19]–[25] was
on establishing the benefits of deploying a COTS platform
over other approaches. No new estimation algorithms were
proposed for efficient hardware implementation.

In this paper, we propose two DOA estimation tech-
niques based on LDL and Cholesky factorization for hard-
ware implementation. Both Cholesky and LDL have been
shown [26]–[28] to have low computational cost as they do
not require either EVD or SVD. They require O(N 3/6) flops
while EVD/SVD-based methods require O(N 3) flops, where
N is the dimension of the data matrix. The lower the complex-
ity of an algorithm, the lower the memory requirements and
processing time. This makes LDL and Cholesky preferable
over EVD/SVD-based methods for hardware implementa-
tion. For the experimental validation of the proposed algo-
rithms, a testbed using NI USRP-2901 SDR platform [31]
was built. Each USRP-2901 can support up to 2 receive chan-
nels, hence only two are required for building a 4-element
uniform linear array (ULA) system for DOA estimation.
The proposed algorithms have been implemented using

LabVIEW software [29] for computing the DOA estimates on
a desktop PC. These algorithms have been also implemented
in a pipelined architecture (consisting of 5 stages) using Lab-
VIEW FPGA high throughput modules [30] for computing
the DOA estimates on a target FPGA.

Performance of the proposed algorithms has been mea-
sured in terms of estimation accuracy, count of FPGA
resources consumed, and computation time, and has been
compared with QR1 decomposition-based DOA estimation
methods (QR-Q, QR-R). The proposedDOA estimation algo-
rithms have superior performance characteristics compared
to QR-based methods. The proposed methods also compare
favorably with similar FPGA-based implementations of DOA
estimation algorithms reported in the literature [12]–[16].

The main contributions of this paper are summarized as
follows:
• Propose two computationally efficient DOA estimation
algorithms based on Cholesky and LDL decomposition
suitable for FPGA hardware implementation. For these
algorithms, only the lower triangular matrix needs to be
computed for extracting angle information estimates.

• Implement efficient FPGA hardware realization of pro-
posed algorithms employing a pipelined architecture.
The proposed algorithms are superior to QR-based algo-
rithms as well as others reported in the literature in terms
of lower FPGA resources consumption and lower com-
putation time, while their estimation accuracy compares
favorably with QR-based algorithms.

• Conduct experimental validation of the proposed algo-
rithms on a testbed built using NI USRP SDR platform.
These algorithms are validated experimentally on an
FPGA as well as a desktop processor with 4-element and
8-element ULAs.

• Construct separate testbeds for real-time experimental
validation of proposed algorithms for: 1) estimation of
up to two sources with a 4-element ULA on a desktop
processor, 2) estimation of up to two sources with a
4-element ULA on an FPGA, and 3) estimation of up
to three sources with an 8-element ULA on a desktop
processor.

• Leverage the unique advantages and flexibility of
USRPs and an FPGA combined in building a prototype
testbed for experimental validation of real-time DOA
estimation, which are performed for the first time herein
to the best of the authors’ knowledge.

This paper is organized as follows: Section II presents
the system model and the proposed methods based on LDL
and Cholesky decomposition; section III describes the Lab-
VIEW programming for computing DOA estimates on a
desktop PC; section IV describes the LabVIEWFPGA imple-
mentation of the proposed DOA estimation algorithms on

1It is worth recalling here that QR decomposition is of the form A = QR,
where Q is an orthogonal matrix and R is an upper triangular matrix. In the
context of DOA estimation in this paper, QR-Q refers to matrix Q being
used to extract the angle estimates, while QR-R refers to matrix R used for
computing the angle estimates.
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an FPGA; section V presents the USRP SDR testbeds for
4-element as well as 8-element ULAs; section VI presents
results of real-time experimental validation of the proposed
methods on the prototype testbeds; conclusions are presented
in section VII.

II. SYSTEM MODEL
The system model in Fig. 1 shows a uniform linear
array (ULA) of eight omni-directional antennas (M = 8)
placed 15 cm apart (d = λ/2) which is equivalent of having
the wavelength of a signal with frequency 1 GHz. Multiple
non-coherent sources in the same plane as the ULA are
considered for real-time testing using the NI USRP SDR
platform. Up to two sources (K = 1, 2) are considered in
the case of data processing performed on the FPGA (due to
resource and timing constraints) while up to three sources
(K= 1, 2, 3) are considered in the case of a desktop processor.
The two RF sources lying in the far-field region of the ULA
are assumed to be located at angles θ1 and θ2 from the ULA,
respectively.

FIGURE 1. System model showing two sources in the far-field of an
8-element ULA.

Signals received at the ULA are acquired, downconverted,
and digitized before being processed. The DOA estimates are
then computed using the proposed algorithms implemented
using a pipelined architecture as shown in Fig. 2.

FIGURE 2. Pipelined execution of DOA estimation using proposed
methods.

The snapshot of the signal received at the ULA, at any time
instant t, can be expressed as:

xm(t) =
K∑
i=1

si(t)e−j(2π/λ)dm cos θi + nm(t);

(m = 1, 2, . . . , 4) and K = 1, 2 (1)

where si (t) is the i-th incident source signal, λ is the wave-
length, (d = λ/2) the spacing distance of ULA, and nm (t) is
the noise at the m-th element.

The received data can be expressed as:

X (t) = A (θ) S(t)+ N (t) , (2)

where A (θ) is the (M × K ) array response matrix given as:

A(θ) = [a1(θ ) a2(θ ) . . . aK (θ )], (3)

where a(θi) for i = 1, 2, . . . ,K is the corresponding array
response vector.

a (θK ) =
[
1 · · · uMk

]T
, (4)

where uk = exp (−j2π d cos (θk) /λ)

where S(t) is the vector of received signals given by:

S(t) = [s1(t) s2(t) · · · sK (t)]T , (5)

and

N (t) = [n1 (t) · · · nM (t)], (6)

is the (M × 1) additive white Gaussian noise (AWGN) vec-
tor. Here and in the following sections, the superscripts
∗ and T denote the conjugate and transpose operations,
respectively.

A. PROPOSED ALGORITHMS FOR EFFICIENT HARDWARE
IMPLEMENTATION
The proposed DOA estimation algorithms are based on LDL
and Cholesky decomposition methods which are suitable
for efficient hardware implementation owing to their low
computational complexity. Cholesky decomposition factors
a Hermitian positive-definite matrix A into a lower triangular
matrix L (with real and positive diagonal entries) such that
A = LL∗, where L∗ denotes the conjugate transpose of L.
In LDL decomposition, which is a close variant of Cholesky,
matrix A is factored into a lower triangular matrix L (with 1’s
on the diagonal), and a diagonalmatrixD such thatA= LDL∗.
For hardware implementation, one distinct advantage of

the proposed methods is that it is sufficient to compute only
the lower triangular matrix L for determining the DOA esti-
mates of incident RF sources. This reduces processing time as
well as memory storage requirements. The DOA information
is extracted from the signal space contained in the lower
triangular matrix L, and the least squares (LS) approach is
used to obtain the direction matrix.
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B. PIPELINED ARCHITECTURE IMPLEMENTATION
The proposed algorithms are implemented for execution in a
pipelined architecture consisting of five (5) stages, as shown
in Fig. 2.

Details of each stage of the pipeline are presented below.
In its implementation, up to two sources (K = 2) are con-
sidered for the two cases of a ULA consisting of four and
eight antenna elements (M= 4 or 8), respectively. The case of
M = 4 is presented below.

1) STAGE 1: COMPUTATION OF COVARIANCE MATRIX Rxx

In this stage, the N snapshots of the signal data received from
the antenna array of the ULA is retrieved and used to compute
the covariance matrix Rxx according to the equation below:

Rxx = E
[
x(t)x(t)H

]
=

1
N

N∑
t=1

x(t)x(t)H (7)

where x(t) is the column vector from the i th antenna element.
The matrix Rxx , thus obtained, is shown below:

Rxx =


r11 r12 r13 r14
r21 r22 r23 r24
r31 r32 r33 r34
r41 r42 r43 r44

 (8)

2) STAGE 2: MATRIX DECOMPOSITION
The covariance matrix Rxx computed in Stage 1 is decom-
posed by applying LDL (or Cholesky) factorization. Matrix
decomposition using LDL factorization is performed as
shown below:

LDLH (Rxx) =


1 0 0 0
l21 1 0 0
l31 l32 1 0
l41 l42 l43 1


L

×


D11 0 0 0
0 D22 0 0
0 0 D33 0
0 0 0 D44


D

×


1 l∗21 l∗31 l∗41
0 1 l∗32 l∗42
0 0 1 l∗43
0 0 0 1


LH

(9)

The entries of L and D are calculated as follows:

Dj = rjj −
j−1∑
k=1

LjkL∗jkDk ,

Lij =
1
Dj

rij − j−1∑
k=1

DkLjkL∗jk

 ; for i > j. (10)

In case of Cholesky factorization, matrix Rxx is decomposed
as follows:

Rxx = LLH (11)

where L is a unique lower triangular matrix with positive
diagonal entries. L is given by:

L =


l11 0 0 0
l21 l22 0 0
l31 l32 l33 0
l41 l42 l43 l44

 (12)

where lij > 0 for j ≥ i can be found as:

lii =

√√√√(rii − i−1∑
k=1

l2ik

)
, for i = j (13)

lij =

rij −
j−1∑
k=1

lik ljk

ljj
, for i > j and i = j+ 1, . . . , 3N

For two sources, only the first two columns of L need to be
extracted to compute the DOA estimates. The submatrix Ls
of sizeM × 2 is obtained as:

Ls =


1 0
l21 1
l31 l32
l41 l42


(LDL)

Ls =


l11 0
l21 l22
l31 l32
l41 l42


(Cholesky)

(14)

3) STAGE 3: LEAST SQUARES SOLUTION
In this stage, the least squares (LS) approach is used to obtain
the direction matrix. First, the Ls matrix is further partitioned
into two sub-matrices of size (M − 1)× 2 as follows:

Ls1 = Ls(1 : M − 1, 1 : 2), Ls2 = Ls(2 : M , 1 : 2)

Ls1 = Ls(1 : 3, 1 : 2), Ls2 = Ls(2 : 4, 1 : 2); M = 4

(15)

Since the range < [ls] = < [A], there must exist a unique
matrix T, such that:

Ls =
[
ls1
ls2

]
=

[
A1 (θ)T
A1 (θ)8T

]
, (16)

where A1(θ ) =
[
a1(θ1) a1(θ2)

]
is the array response matrix

of size (3× 2), a1 (θ1) =
[
1 · · · u31

]T
, and 8 is a diagonal

matrix of size (2× 2) containing information about the DOA
angle estimates of the incident sources.

8 = diag
[
e−

j2πd cos(θ1)
λ · · · e−

j2πd cos(θ2)
λ

]
Both ls1 and ls2 span the same signal space and their ranks
are same. They are related by a nonsingular transform 3 as
follows:

ls2 = ls13 (17)

Equation (17) can be solved using the least squares (LS)
approach which minimizes the difference between
ls2 and ls13.

3 = argmin(3) ‖ls2 − ls13‖2F

= argmin
(3)

tr
{
[ls2 − ls13]H [ls2 − ls13]

}
(18)
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The LS solution of (18) can be found as:

3 =
[
lHs1ls1

]−1
ls1ls2 (19)

4) STAGE 4: COMPUTATION OF EIGENVALUES
In this stage, the eigenvalues 0k of the matrix 3 in (19) are
computed by performing EVD. The eigenvalues, for a given
matrix A, can be calculated as: determinant(A− λI ) = 0

5) STAGE 5: COMPUTATION OF DOA ESTIMATES
In the final last stage, the DOA angle estimates of mul-
tiple incident sources are computed using the following
expression:

θK = cos−1
(
angle ((0K )3)

2πd

)
; K = 1, 2 (20)

where 0K is the kth eigenvalue.

III. LABVIEW SIMULATION OF PROPOSED ALGORITHMS
The proposed algorithms were first implemented in Lab-
VIEW for theoretical validation, following the pipelined
architecture illustrated in Fig. 2. Linear algebra math func-
tions provided in LabVIEW were used in implementing
the proposed algorithms. Received data x(t) is generated
according to (2) which is then passed on to the first stage
of the pipeline for computation of the covariance matrix.
Fig. 3 shows part of the LabVIEW code implemented using
linear algebra functions for DOA estimation using LDL
method.

FIGURE 3. Screenshot of LabVIEW code implementing DOA estimation
using proposed LDL method.

The user interface (UI) of the LabVIEW simulation pro-
gram is show in Fig. 4. TheUI allows for selecting the number
of sources to be localized, source signal angles, number of
receivers, SNR, number of snapshots, and related parameters.
DOA estimates are computed for proposed algorithms as well
as for QR-decomposition based algorithms for comparison.

Fig. 5 shows the RMSE (root mean square error) vs. SNR
curves for the case of a single source located at 20o, 500 snap-
shots, and four receivers. SNR is varied from 0 dB to 25 dB.
It is clear from the figure that the estimation accuracy of the
proposed methods matches that of QR-based methods, and,
as expected, it improves significantly with incease in SNR
value.

FIGURE 4. Screenshot of LabVIEW simulation UI for DOA estimation using
proposed methods for two sources.

FIGURE 5. RMSE vs. SNR: LabVIEW simulation performance comparison
of proposed methods with QR for DOA estimation of a single source
(at 20o) and M = 4.

FIGURE 6. RMSE vs. #Snapshots: Performance comparison of proposed
methods with QR for DOA estimation of a single source (at 20o) and
M = 4.

The effect of number of snapshots used for computation
on the estimation accuracy of the proposed methods is also
analysed. Fig. 6 shows the RMSE vs. #snapshots chart for the
case of a single source located at 20o, 10 db SNR, and four
receivers. Number of snapshots is varied from 200 to 500 in
steps of 50. Performance of the proposedmethods can be seen
to improve with increasing number of snapshots.

Performance comparison of the proposed methods for two
sources in terms of RMSE is also made, as shown in Fig. 7.
The two sources are located at 70o and 120o, respectively.
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FIGURE 7. RMSE vs. SNR: LabVIEW simulation performance comparison
of proposed methods with QR for DOA estimation of two sources
(at 70o and 120o) and M = 4.

SNR value is varied from 0 dB to 25 dB. Number of receivers
is M = 4. The performance of the proposed methods is
slightly better than that of QR-Q. At low SNR, QR-R clearly
has better performance.

From a comparison of Fig. 5 and Fig. 7, it can be
observed that system performance deteriorates as the number
of sources to be localized increase without an increase in the
number of receiver antennas.

FIGURE 8. RMSE vs. SNR: LabVIEW simulation performance comparison
of proposed methods with QR for DOA estimation of two sources (at 70o

and 120o) and M = 8.

Fig. 8 shows RMSE vs. SNR chart for DOA estimation of
two sources using eight receivers (M = 8). The two sources
are located at 70o and 120o, respectively. Upon comparing
Fig. 7 and Fig. 8, we can observe signficant improment in
system performance from the lower RMSE values for the
case of eight receiver antennas (M= 8). This shows that esti-
mation accuracy of the proposed DOA estimation algorithms
improves when number of receivers are increased.

Improvement in estimation accuracy with increase in the
number of receivers comes at the cost of significantly higher
amount of FPGA resources consumed. Up to two sources can

be estimated with minimum four receivers while estimation
of three sources requires a minimum of eight receivers.

LabVIEW simulation of DOA estimation of three source
employing eight receivers (M = 8) using the proposed
Cholesky and LDL decomposition methods is also con-
sidered. Simulation results are shown in Fig. 9 for the
three sources located at 40o, 70o, and 110o, respectively.
SNR = 10 dB.

FIGURE 9. Screenshot of LabVIEW simulation UI for DOA estimation using
proposed methods for three sources located at 40o, 70o, and 110o.

IV. IMPLEMENTATION OF PROPOSED ALGORITHMS
ON FPGA
An FPGA platform is highly suitable for rapid prototyping
and experimental validation ofDOAestimation algorithms on
real hardware. Moreover, an FPGA allows parallel execution
of multiple operations unlike a single processor system. The
proposed algorithms have been implemented for execution on
NI FlexRIO 7965R module [32] featuring a Xilinx Virtex-5
SXT FPGA [33], using the pipelined architecture illustrated
in Fig. 2. High throughput FPGA modules provided in Lab-
VIEW were used for coding the proposed algorithms. Data
size (or word length) used in the implementation is fixed-
point 16-bits/8-bits (word length/integer length) which has
been found to be optimum in terms of resource consumption
and computation time. LabVIEW implementation of Stage 2
of the pipeline in Fig. 2 for DOA estimation employing LDL
and Cholesky decomposition is shown in Fig. 10 and Fig. 11,
respectively. It can be observed that matrix L elements are
computed in parallel during the matrix decomposition phase.
Fig. 10 shows the computation of elements of matrix L for
LDL decomposition according to (10) while Fig. 11 shows

FIGURE 10. LabVIEW FPGA implementation of LDL decomposition of a
4 x 4 matrix and its partitioning into two submatrices.
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FIGURE 11. LabVIEW FPGA implementation of Cholesky decomposition of
a 4 x 4 matrix and its partitioning into two submatrices.

FIGURE 12. % FPGA Device Utilization for DOA estimation using
proposed LDL and Cholesky methods for data size 16/8.

the computation of elements of matrix L for Cholesky decom-
position according to (13).

A. FPGA RESOURCES UTILIZATION
LabVIEW FPGA VIs created for implementing proposed
algorithms for computing the DOA estimates by executing
the pipeline illustrated in Fig. 2 were compiled for the case of
M= 4. Table 1 shows the count of FPGA resources consumed
for data size 16/8 and this is illustrated in Fig. 12 in terms of
percentage device utilization of the maximum count available
in Xilinx Virtex-5 FPGA device. These numbers are taken
from a successful FPGA compilation report.

TABLE 1. Count of FPGA resources consumed for DOA estimation using
proposed LDL and cholesky, and QR methods for data size 16/8.

As seen in Fig. 12 for data size 16/8, LDL-based method
consumes the least amount of resources. For example, it con-
sumes 15.8% less Total Slices in the FPGA than QR-R and
7% less than QR-Q. It is clear that both proposed Cholesky
and LDL-based methods are superior to QR in terms of

FIGURE 13. % FPGA Device Utilization for DOA estimation using
proposed LDL and Cholesky methods for data sizes 12, 16, and 20.

resource requirements, with LDL holding a slight edge over
Cholesky.

To study the effect of data size (word length) on resources
consumption, FPGA codes were compiled for data sizes
12/6 and 20/10 as well. Table 2 and Fig. 13 show resources
consumption as a percentage for three data sizes 12/6, 16/8,
and 20/10.

TABLE 2. % Device utilization for DOA estimation using proposed LDL
and cholesky for data sizes 12/6, 16/8, and 20/10.

It can be observed from Table 2 and Fig. 13 that increas-
ing the data size or word length results in significant
increase in FPGA resources consumption for both LDL and
Cholesky-based DOA estimation methods.

B. DOA COMPUTATION TIME
Computation time for the execution of the pipeline of
Fig. 2 for the case M = 4 has been calculated for the pro-
posed algorithms as well as QR for data size 16/8 as shown
in Table 3 and for data size 20/10 as shown in Table 4.
The tables show clock cycles consumed by each stage of
the pipeline during runtime execution on the FPGA, and the
computation speed in MHz. (taken from successful FPGA
compilation report for each of the algorithms; with respect
to the onboard base clock of 40 MHz). The time consumed
during signal acquisition, phase calibration, FIFO read/write
operations, and for other overheads has not been considered
in these tables. The computation time is calculated as:

Computation time = (Total No. of clock cycles)∗(1/fmax)
It can be observed in the tables above that LDL is the

fastest in computing the DOA estimates followed closely by
Cholesky while QR-R is the slowest. Fig. 14 shows a compar-
ison plot of computation time for data sizes 16 and 20 bits.
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TABLE 3. Clock Cycles and Computation time for DOA estimation using
LDL, Cholesky, and QR for Data Size 16 bits.

TABLE 4. Clock Cycles and Computation time for DOA estimation using
LDL, Cholesky, and QR for Data Size 20 bits.

FIGURE 14. Computation time for DOA estimation using proposed LDL
and Cholesky methods for data sizes 16 and 20 bits.

It can be clearly seen that computation times for data size
20 bits are significantly higher than those for data size 16 bits.

The effect of data size on computation speed as a function
of maximum frequency (with respect to the base clock fre-
quency of the FPGA) for the proposed LDL and Cholesky
methods is shown in Fig. 15. It can be observed that while
computation speed is decreasing with increase in data size,
there is a significant decrease in computation speed going
from data size 16/8 to 20/10.

Overall, the proposed LDL and Cholesky-based DOA
estimation algorithms have been found to be superior
to QR-based algorithms in terms of resources utilization
as well as computation speed. It has also been shown

FIGURE 15. Computation speed in MHz for DOA estimation using
proposed LDL and Cholesky methods for data sizes 12, 16, and 20 bits.

that data size 16/8 is optimum for implementation taking
resources consumption and computation time into consider-
ation. Effect of data size on estimation accuracy is presented
in section VI.B where it will be shown that there is no appre-
ciable increase in estimation accuracy beyond data size 16/8.

While FPGA allows for parallel execution of multiple
operations, LabVIEW graphical programming is inherently
parallel. These two factors make the implementation of pro-
posed algorithms efficient and allow for fast computation of
DOA estimates. It is worth mentioning here that due to the
parallel nature of the implementation, the number of clock
cycles required for DOA estimation of up to two sources
(K= 2) on the FPGA for the proposed algorithms for the case
of 8-element ULA (M = 8) were found to be same as those
for the 4-element ULA (M = 4) listed in Tables 3 and 4.

C. PERFORMANCE COMPARISON
Performance comparison of the proposed LDL and
Cholesky-based FPGA implementation of DOA estima-
tion with similar implementations reported in the litera-
ture [12]–[16] is presented in Table 5. It can be deduced
from the table that the proposed methods are superior to the
implementations in [13]–[16] in terms of computation time.
The implementation in [13] scores over the proposedmethods
in terms of resource consumption but it is 15 times slower
with computation time of 46 µs.
It can also be seen that the proposed methods compare

favorably with the fast Bartlett implementation in [12] which
consumes only 181 clock cycles. With a 225MHz base clock,
the proposed LDL implementation will have a computation
time of 0.78 µs which is slightly lower than that of [12]. The
DOA estimator in [12] is shown to be an efficient implemen-
tation of the Bartlett algorithm on the FPGA. However, its
drawback is that it is not truly real-time as it has a physically
separate data collection unit which collects received signal
data and saves it on a laptop before it is transferred serially
to an antenna simulator and eventually to a DOA estimator.
This implementation uses three FPGA boards and two laptop
PCs for computing the DOA estimates.
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TABLE 5. Hardware implementation performance comparison.

V. USRP SDR TESTBED FOR REAL-TIME
EXPERIMENTAL VALIDATION
A prototype testbed built using USRP SDR platform is
employed for real-time experimental validation of the pro-
posed DOA estimation algorithms, as shown in Fig. 16.
The receiver setup shown consists of two USRP-2901 units
used for receiving signals from the 4-element ULA and
another USRP-2901 unit is used to generate a reference signal
for phase synchronization. A multi-clock signal generation
device CDA-2990 is used for generating timing signals for
time synchronization.

FIGURE 16. Testbed for real-time experimental validation of proposed
methods using a 4-element ULA.

Target signal (lying in the far-field region of the ULA) to
be localized is generated using a USRP-2901 unit (not shown
in Fig. 16). One USRP-2901 is required for each target signal.
Target signal characteristics are: non-coherent source, mini-
mum distance from ULA is 2 meters, frequency = 1 GHz,
IQ rate = 500k, gain = 20 dB. Target data signals are
received through the 4-element ULA connected to the USRP
TX1/RX1 channels via USB 3.0 ports on a desktop PC.

A. DOA ESTIMATION ON HOST PROCESSOR
Fig. 17 shows the receiver and signal processing block dia-
gram using USRP-2901 for a 4-element ULA. The USRP unit
first amplifies the received signal, downconverts it to base-
band signals (I and Q), filters out noise and high frequency

FIGURE 17. Receiver block diagram for 4-element ULA with signal
processing performed on host processor.

signals, and digitizes the signals (I andQ) before being passed
on to the data/signal processor (Host PC).

FIGURE 18. Connection diagram of USRP SDR receiver testbed with a
4-element ULA for real-time DOA estimation on the host processor.

Fig. 18 shows the hardware connections of the receiver
testbed for a 4-element ULA (comprising of three
USRP-2901 SDR units [31]) with signal processing per-
formed on a host processor (PC). Each antenna on the
4-element ULA is connected to four TX1/RX1 channels on
the two USRP-2901 units. Each USRP-2901 unit supports
two ports (one RX2 and another TX1/RX1 port) on each of
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FIGURE 19. Receiver block diagram for 4-element ULA with signal
processing performed on Xilinx Virtex-5 FPGA.

the two channels. A third USRP-2901 is used to generate
a reference signal for phase calibration which is fed into
the RX2 ports on the two USRPs via a 4-way RF splitter.
Connections are made using SMA cables of equal length to
minimize phase difference between the receive channels.

B. DOA ESTIMATION ON FPGA
When FPGA is used for data/signal processing, the digitized
signals are passed on to the FPGA by a real-time host con-
troller through a FIFO (first-in-first-out) queue, as shown in
Fig. 19.

FIGURE 20. Connection diagram of USRP SDR receiver testbed with a
4-element ULA for real-time experiments on the Xilinx Virtex-5 FPGA.

Fig. 20 shows the hardware connections of the receiver
testbed for a 4-element ULA with signal processing per-
formed on a Xilinx Virtex-5 FPGA. The USRPs are con-
nected to the USB 2.0 ports on the real-time controller. Data
signals from the ULA are transferred to the controller at a rate
of 8M samples/second.

Increasing the number of channels would require more
USRPs. However, due to limited number of USB ports avail-
able on the real-time controller shown in Fig. 20, the addi-
tional USRPs cannot be directly connected to the controller.
A USB hub may be used but the data rate is reduced by a
factor equal to the number of USRP devices connected to
the USB hub. This problem also exists for a desktop PC with
limited number of USB ports. Other models of USRPs may
be used (such as USRP-2920) which have an Ethernet port
allowing for high speed Gigabit Ethernet switches to be used
for connecting multiple USRPs to the host computer.

C. TIME AND PHASE SYNCHRONIZATION
Before the target data signals can be acquired for com-
puting DOA estimates which relies on the phase delay
between receive channels, eachUSRPmust be time and phase
synchronized. Time synchronization is achieved through
CDA-2990 module [34] which is a high accuracy 8-channel
timing reference system. A 10 MHz REF signal (cyan color
line) and a PPS (pulse per second) signal (maroon color line)
generated by the CDA-2990 is connected to the REF IN and
PPS inputs on each USRP-2901 in order to synchronize this
4-channel system to a common timing source.

Achieving phase synchronization is a non-trivial operation
with USRPs. They do not share a local oscillator (LO), and
this causes the phase to drift over time. For this reason,
a phase calibration must be performed every time before data
signals are acquired for processing. Phase synchronization
can begin only after USRPs have been first synchronized in
time successfully.

In the testbed shown in Fig. 16, phase synchronization is
achieved through one USRP-2901 module which is used to
generate a 10 kHz reference signal (up-converted to 1 GHz).
As shown in Fig. 18 and Fig. 20, this reference signal (green
color line) is fed into the RX2 channels on the USRPs. A Lab-
VIEWVI (virtual instrument) code reads the reference signal
and calculates the phase offset between the reference channel
and each of the other receive channels. This phase offset is
then added to the data signals received from the 4-channel
ULA to achieve phase synchronization, as shown in Fig. 21.
The system is now ready to compute the DOA estimates of
the source signals. Fig. 22 shows the reference signals before
and after synchronization for a 4-element ULA.

Several problems were encountered during the process of
phase synchronization of the USRPs, such as ‘‘command
stream error’’ and ‘‘overflow error’’. Phase synchroniza-
tion could not be performed without troubleshooting these
errors, which were eventually resolved, as shown in Fig. 23,
by appropriately setting the trigger time and trigger levels
during task initiation of the USRP and before data fetch could
begin.

D. REAL-TIME DOA ESTIMATION OF MORE THAN
TWO SOURCES ON HOST PROCESSOR
A testbed built for DOA estimation using an 8-element ULA
is shown in Fig. 24. An 8-element ULA can be used for
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FIGURE 21. Phase Synchronization using a reference signal.

FIGURE 22. Signals before (top) and after phase synchronization of the
reference signals for a 4-channel system.

FIGURE 23. Managing triggering of USRPs before data fetch.

estimating more than two source signals. Since each USRP
supports 2 channels, four USRP-2901 units are required
for receiving the 8 signals from the 8-element ULA. The
reference phase synchronization signal is fed to the four
USRP-2901 units using one 2-way splitter and two 4-way
splitters.

Logic resources available on the Xilinx Virtex-5 FPGA
were found to be insufficient for implementation of DOA

FIGURE 24. Testbed for real-time experimental validation of proposed
methods using an 8-element ULA.

estimation algorithms for more than two sources and using
a ULA of more than 4 elements. However, we have been
able to successfully compile for DOA estimation of up to
two sources using an 8-element ULA on the FPGA with
the available resources almost maxed out (with 97.9% of
Total Slices consumed for Cholesky-based DOA estimation
algorithm).

VI. REAL-TIME DOA ESTIMATION RESULTS
The proposed algorithms implemented in LabVIEW are exe-
cuted on the two USRP SDR prototype testbeds discussed in
Section V above. Data signals acquired from the USRPs are
first phase synchronized before being passed on to the execu-
tion pipeline illustrated in Fig. 2. The proposed algorithms are
executed on the host PC as well as on Xilinx Virtex-5 FPGA
(FlexRIO 7965R).

A. REAL-TIME DOA ESTIMATION ON HOST PROCESSOR
Fig. 25 shows a screenshot of the UI of the real-time DOA
estimation program. Real-time reference signals received
before synchronization are shown in the top left chart, and
signals after synchronization are shown in the bottom left
chart. Synchronized target (source) signals are shown in the
top right chart. In the bottom right corner, real-time DOA
estimates are shown for one source signal located at 55o from
the 4-element ULA. DOA estimates are computed for LDL,
Cholesky, and QR-based algorithms.

FIGURE 25. Screenshot - Real-time DOA estimation results for one source
located at 55o from the 4-element ULA. Proposed algorithms are
executed on the host processor (PC).
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TABLE 6. Real-time DOA Estimates of two sources computed on Host Processor using proposed and QR-based methods. Mean Values for 10 Successful
Iterations and 100 Snapshots in each.

FIGURE 26. Screenshot - Real-time DOA estimation results for two
sources located at 55o and 130o, respectively, from the 4-element ULA.
Proposed algorithms are executed on the host processor (PC).

Fig. 26 shows the results for two sources located at 55o

and 130o, respectively. Computations were performed for
1000 snapshots.

Table 6 shows real-time DOA estimates on the host pro-
cessor for two sources located at different angles from the
ULA reference. SNR of the source signals is fixed at 10 dB.
Average and standard deviation values are calculated for each
DOA estimate for 10 successful trials with 100 snapshots in
each trial. The standard deviation value is calculated offline.
To get an accurate value of standard deviation as a measure
of estimation accuracy, the standard deviation is calculated
with respect to the actual location of the source angle and not
the average of the sample of DOA estimates obtained. The
standard deviation is calculated as:

Std Dev =

√√√√√ n∑
k=1

(ActualAngle−AngleEstimatek )2

n
(21)

The estimation accuracy of proposed algorithms compares
favorably with QR. Both Cholesky and LDL are better com-
pared with QR-Q while QR-R has a slight edge over the
proposed methods.

The USRP testbed shown in Fig. 24 for real-time DOA
estimation using an 8-element ULA can be used for the
estimation of up to three sources. Results of real-time com-
putation of DOA estimates of three source signals located at
50o, 90o, and 110o, repectively, is shown in Fig. 27.

FIGURE 27. Screenshot - Real-time DOA estimation results for three
sources located at 50o, 90o, and 110o, respectively, from the 8-element
ULA. Proposed algorithms are executed on the host processor (PC).

As seen in Fig. 27, Cholesky and LDL-based algorithms
fare better than QR-Q, but QR-R has higher estimation accu-
racy coming at a higher cost in terms of resources as well as
computation time.

B. REAL-TIME DOA ESTIMATION ON FPGA
DOA estimates are also computed on the target FPGA for
data size 16/8. After signals are acquired from the ULA
and phase calibrated, they are passed on to the FPGA via a
FIFO queue using direct memory access. Fig. 28 shows the
DOA estimation results for proposed algorithms running on
the FPGA. The two sources are located at 105o and 150o,
respectively. Computations were performed for 10 iterations
with 100 snapshots in each iteration.

The performance comparison chart of proposed methods
with QR in terms of RMSE vs. SNR is shown in Fig. 29.
It can be seen that the proposed algorithms have better
performance than QR-Q. Estimation accuracy of proposed
algorithms running on the FPGA can be further improved by
implementing the algorithms with a bigger data size such as
20/10. However, this improvement would come at the cost
of significant increase in resources consumption as well as
computation time, as discussed in sections IV.A and IV.B
above.

Real-time experiments on FPGA target were also con-
ducted to study the effect of varying data sizes on estima-
tion accuracy for the proposed LDL and Cholesky-based
implementations. Fig. 30 shows a chart depicting average
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FIGURE 28. Screenshot - Real-time DOA estimation results for two
sources located at 105o and 150o, respectively, from the 4-element ULA.
Proposed algorithms are executed on the FPGA.

FIGURE 29. RMSE vs. SNR: FPGA Real-time DOA estimation performance
comparison of proposed methods with QR for two sources
(at 105o and 150o) and 4-element ULA.

relative error for data sizes 12/6, 16/8, and 20/10 in the DOA
estimation of two sources located at 105o and 150o at an SNR
of 10 dB. Relative error was calculated for DOA estimates
for 10 iterations with 100 snapshots in each iteration. Exper-
iments were conducted separately for each data size.

It can be noticed from the chart that there is significant
improvement in estimation accuracy when data size increases
from 12 to 16 bits. However, there is only a slight reduction
in error going from 16 to 20 bits. This shows that data
size 16/8 is optimum when considering that FPGA resources
consumption and computation time increases with increase in
data size (as discussed in section IV.A and IV.B).

Finally, a performance analysis of the FPGA-based
and CPU-based implementations (the latter presented in
Section III and VI.A) of the proposed LDL and Cholesky
algorithms can be done in terms of RMSE. It can be
observed from Fig. 7 and Fig. 29 that the performance of the
CPU-based implementation is better than the FPGA imple-
mentation. Finite-length word effect in FPGA implementa-
tion results in rounding and truncation errors. This explains
the relatively lower estimation accuracy compared with
CPU-based implementation.

FIGURE 30. Average Relative Error for data sizes 12/6, 16/8, and
20/10: FPGA Real-time DOA estimation for two sources (at 105o and
150o) with 4-element ULA.

VII. CONCLUSIONS
The work presented in this paper establishes the superior
performance of proposed LDL and Cholesky-based DOA
estimation algorithms for FPGA hardware implementation
over existing methods reported in the literature. The proposed
algorithms have been shown to be efficient for real-time hard-
ware implementation in terms of resource requirements and
computation time. The proposed algorithms have been also
experimentally validated on a prototype testbed built using
USRP SDR platform which is a low cost and scalable com-
mercial off-the-shelf platform allowing rapid prototyping of
systems for source localization, MIMO, etc. Overall, the pro-
posed algorithms have been shown to be better for real-time
practical applications when compared with QR-based esti-
mation algorithms and other DOA methods reported in the
literature.
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