
Received May 21, 2019, accepted June 13, 2019, date of publication July 1, 2019, date of current version July 16, 2019.

Digital Object Identifier 10.1109/ACCESS.2019.2926102

Placement of Sub-Resolution Assist Features
Based on a Genetic Algorithm
WEI-MING KAN1, YU-RU HUANG1, CHAO-YI HUANG2, CHUN-SHENG WU2,
KAO-TUN CHEN2, YU-SHIN LIN3, AND HUNG-FEI KUO 1
1Graduate Institute of Automation and Control, National Taiwan University of Science and Technology, Taipei 106, Taiwan
2Winbond Electronics Corporation, Taichung 428, Taiwan
3Shuz Tung Machinery Industrial Company Ltd., Taichung 421, Taiwan

Corresponding author: Hung-Fei Kuo (hfkuo@mail.ntust.edu.tw)

This work was supported in part by the Ministry of Science and Technology of Taiwan under Project MOST 107-2218-E-011-025, and in
part by the Ministry of Economic Affairs of Taiwan under Project 104-EC-17-A-05-I4-0006.

ABSTRACT Resolution enhancement techniques compatible with an ArF (193 nm) immersion optical
lithography system may constitute an effective means of minimizing the size of technology nodes of the
dynamic random access memory. This paper investigated one such technique, namely mask optimiza-
tion (MO), and applied sub-resolution assist features (SRAFs) in the MO to improve the aerial image quality
of a target pattern that had undergone optical proximity correction (OPC). This paper first developed an
optical model based on the Hopkins model to create an interference map, which was then used to create a cut-
level map. The cut-level map was instrumental in predicting potential SRAF sites and randomly generating
SRAFs that would serve as the initial population for a genetic algorithm (GA). Chromosomes were defined as
a section map and encoded genes were used to define SRAF and target pattern. Using a GA to identify SRAF
geometric measurements and placement was revealed to increase the process window and improve the image
performance of the target pattern. This paper used 1D and 2D line/space (L/S) images as the baseline to test
the convergence of the proposed method. 2D images were also used to test improvements in aerial image
performance. The results indicated that the 1D L/S pattern converged at the 100th iteration. Furthermore,
the depths of the focus of the 2D L/S array and 2D contact hole patterns were successfully increased by
113 and 21 nm, respectively. The proposed SRAF method, which integrated the GA and interference map,
was able to ensure the diversity of potential SRAF solutions. Moreover, it was able to restrict the SRAF
solutions to rectangular structures through the application of mask rules, thereby reducing the cost and
improving the feasibility of photomasks.

INDEX TERMS Sub-resolution assist feature (SRAF), interference map, genetic algorithm (GA), mask
optimization, depth of focus (DOF).

I. INTRODUCTION
Dynamic random access memory (DRAM) is extensively
used in components for smart televisions, self-driving cars,
internet of things applications, and high-end servers, render-
ing the continual minimization of DRAM technology nodes
a critical task [1], [2]. Optical lithography, as a key step in
the manufacturing of DRAM components, primarily relies
on the ArF (193 nm) immersion optical lithography system,
a system with a consistently high yield and high resolution
in mass production [3]–[5]. However, when attempting to
progressively shrink the critical dimension (CD) of a device
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by applying Moore’s Law, resolution enhancement technol-
ogy (RET) must be implemented to improve the quality of
images projected on the photoresist.

Common RET techniques include mask optimization
(MO), source optimization, double patterning, and directed
self-assembly [6]–[9]. MO is used to solve the optical
proximity error, thereby preventing aerial image distortion
induced by a severe diffraction effect. To this end, the target
pattern is corrected to meet the desired lithography process
results in a procedure commonly referred to as optical prox-
imity correction (OPC) [10], [11]. However, OPC alone can-
not guarantee an effective increase in the process window, and
can even lead to reduced processing efficiency. Therefore,
sub-resolution assist features (SRAFs) must be introduced to
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further increase the process window [12], [13]. For exam-
ple, the addition of attenuated assist features can improve
the depth of focus (DOF) of the isolated line pattern, and
the placement of SRAFs in the sidelobes can intensify the
contrast of the dense pattern, thereby increasing the process
window.

Many methods have been proposed for placing SRAFs
in the photomask: Melvin et al. and others have used
the difference between the aerial image intensity of the
focal plane and that outside of the focal plane to gener-
ate a focus sensitivity map for determining sites for SRAF
placement [14]–[16]. The results revealed an increase in
DOF of the isolated contact holes by more than 400 nm.
Kawashima et al. and Hakkoet al.used the two-dimensional
transmission cross coefficient (2D-TCC) technique as the
basis for an algorithm [17], [18] and discovered that the
simplified optical model could quickly determine potential
SRAF sites and apply these in OPC. However, the technique
was unable to further enhance the quality of aerial images,
and the gradient descent algorithm used further complicated
the computation by requiring the calculation of the gradient
between an optimized target pattern and the corrected pho-
tomask [19], [20]. Moreover, the optimized target pattern in
this design was primarily measured by the main focus and
main exposure dose, meaning that it could not guarantee an
increase in the process window. To address these shortcom-
ings, Xu et al. proposed applying a genetic algorithm (GA) to
both positive and negative SRAF placement rules [21], [22].
This approach, which applies a GA for searching SRAF sites,
utilizes a fitness function as an indicator to reduce SRAF
printability, thereby producing superior results to those of
model-based SRAF placement. However, the drawback of
relying on rule-based SRAF placement is that it lacks diver-
sity, making it prone to converging to local optimal solutions.

This study integrated the intensity map with the mask rules
on the focal plane to determine SRAF sites and employed
a GA to identify the optimal image quality and maximize
the process window. This approach differed from the conven-
tional method and prevented the development of overly com-
plicated SRAF structures, thus reducing the manufacturing
cost of the photomask. In this paper, Section II describes the
proposed optical model, Section III explains the GA-based
SRAF design, Section IV examines the aerial image quality of
the 2Dmask pattern using the SRAF algorithm, and SectionV
provides the research conclusions.

II. PROJECTION LITHOGRAPH MODEL
The MO process consists of two parts: the first part involves
the OPC for the pre-OPC target pattern, and the second part
involves the addition of SRAFs in the post-OPC target formed
upon completion of the OPC for the target pattern [23], [24].
The first part of this study used KLA-Tencor PROLITH for
the OPC results of the pre-OPC target. The post-OPC target
results were then combined with SRAFs developed by the
research team to complete the MO process. The performance
of the aerial images for the target pattern was assessed using

FIGURE 1. Conceptual optical lithography system.

lithography metrics. This section discusses the development
of an optical model for the optical lithography system.

Fig. 1 illustrates the projection lithography system model
used in this study [25]. The spherical wave created by an
arbitrary point source on the source plane passes through the
condenser lens and is converted into a plane wave that is
incident onto the photomask situated on the objective plane.
The electric field before the incidence of the photomask
is denoted as Ei(x, y), (u, v) denotes the coordinates of the
objective plane, tm(u, v) = teiθ is the transmittance function
of the light passing through the photomask, t denotes the
transmittance, and θ denotes the phase. t = 1 indicates
that the photomask has full light transparency and t = 0
means that the mask has full opacity. The diffracted beams
by the patterns on the photomask are collected by the equiv-
alent lens, forming the interfering electric field E(x, y) on
the image plane. Assuming that the refractive index of the
equivalent lens is n and the numerical aperture (NA) = n
θmax for the entire optical system, the spatial coordinate (u, v)
corresponds to the spatial frequency coordinate (fu, fv), which
has (gu, gv) as its Hermitian coordinate.
The optical model based on the system illustrated in

Fig. 1 can be converted into (1) using the Hopkins
model [26]–[28].

I (x, y) =
∑

fu,fv,gu,gv

TCC (fu, fv, gu, gv)

×Tm (fu, fv)T ∗m (gu, gv) e
{−i2π [(fu−gu)x+(fv−gv)y]}

(1)

where I (x, y) is the aerial image intensity at (x, y) on the
image plane and TCC can be expressed as (2), which contains
the expressions of both the pupil function P and source shape
S in the frequency domain. Additionally, (gu, gv) represents
the Hermitian coordinate of the pupil function P, and (δ1, δ2)
represents the spatial frequency domain coordinate of the
source shape S.

TCC (fu, fv, gu, gv) =
∑
δ1,δ2

P (fu + δ1, fv + δ2)

×P∗ (gu+δ1, gv+δ2) S (δ1, δ2) (2)
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For the rapid calculation of aerial image intensity, this
study adopted the 2D-TCC technique [29], [30], which con-
verts the TCC function in (2) into a Ws,t (gu, gv) function
for the approximation of aerial image intensity. Specifically,
it fixes the two spatial frequency variables in the TCC func-
tion of (2), fu and gv, in (s, t) as (3). After the variables
have been simplified, Ws,t (gu, gv), which is no longer a
four-dimensional array, is substituted into (1) to yield its
product with T ∗m(gu, gv), the Hermitian transformation of the
photomask’s frequency domain, and thus undergo inverse
Fourier transformation. I (x, y) can be expressed as (4) and
further reduced to the sum of discrete components Ys,t (x, y)
using the 2D-TCC function. When only a partial coherence
source is considered (i.e., when for the partial coherence
factor, σ ), the pupil function can fully include effective light
sources and W0,0(gu, gv) can be expressed as (5) under the
condition (s, t) = (0, 0). By substituting (5) into (4), the aerial
image intensity can be approximated as Y0,0 (x, y) in (6).
This Y0,0 (x, y) is referred to as the interference map. In (6),
00(x, y) represents the light intensity distribution of the light
transmitted from a point source on the source plane to the
objective plane. It is also the Fourier transformation of an
effective light source S [31]. The Fourier transformation of
the pupil function is the impulse response in the imaging
system. An impulse response represents the transmission
from a point on the objective plane to the source plane and is
also regarded as the superposition of plane waves. Therefore,
(6) clearly indicates that Y0,0 is the approximation of the
convolution of the response to the source S at the image plane
and the photomask pattern.

The interference map is regarded as the result of
photomask-induced diffraction beams interfere with each
other on the image plane. Therefore, because the combined
effect of both the constructive interference and destructive
interference can be observed in the aerial image intensity
calculated using (6), the interference map can be considered
to indicate possible sites for SRAF placement [32], [33]. The
interference map model based on (6) can be explained using
the one-dimensional line/space (1D L/S) pattern. Fig. 2(a)
displays a dipolar test source, and Fig. 2(b) reveals the test
L/S pattern, in which the line is 45 nm in width and the
pitch is 300 nm. Fig. 2(c) shows the interference map cal-
culated using (6), and Fig. 2(d) presents the cut-level map
generated by removing the sidelobe areas in the interfer-
ence map after a threshold value has been set. Excluding
the target pattern in the center, the remaining four yellow
rectangles are possible sites for SRAF placement. By plac-
ing SRAFs on these sites, a composite photomask pattern
that contains both the target pattern and the SRAFs can
be formed. The aerial image produced by the SRAFs can
significantly interfere with the aerial image intensity of the
target pattern on the image plane, potentially improving
the image resolution. The constructive interference areas in
the approximated aerial image can be used to estimate the

FIGURE 2. Converting the interference map to the cut-level map to
predict potential sites for SRAF placement: (a) dipolar source; (b) target
pattern; (c) interference map; (d) cut-level map.

SRAF sites.

Ws,t (gu, gv) = TCC (s, t, gu, gv) (3)

I (x, y) =
∑
s,t

Tm(s, t)e[−i2π (sx+ty)]F−1

× [Ws,t (gu, gv)T ∗m (gu, gv)] (4)

W0,0(gu, gv) = S(gu, gv)⊗ P∗(gu, gv) (5)

Y0,0 (x, y) = Tm (0, 0) {00 (x, y)F [P (gu, gv)]}∗

⊗ t∗m (x, y) (6)

III. GA-BASED SRAF DESIGN
A GA was created to simulate the evolutional behaviors of
organisms [34]–[36]. To adapt to environmental changes,
organisms continually evolve through behaviors such as
selection, crossover, and mutation. Because each individ-
ual organism carries chromosomes that bear its own unique
genes, evolutional behaviors facilitate the exchange and
variation of genes, resulting in the survival of the fittest
genes. Applying this concept, the GA enables a large-
scale search that produces multiple suitable solutions, from
which the most suitable one is selected as the best solu-
tion [37]–[41]. This study used the GA to determine the
optimal sites and geometric measurements of SRAFs for a
photomask [42]–[45].

Fig. 3 conveys the process of applying the GA for optimal
SRAF placement, which consists of generating the initial
population, optimizing the SRAF, and screening for the opti-
mal solution using mask rule checking (MRC). Two methods
have been proposed for generating the initial population: the
first is described in Section II and involves applying the
2D-TCC technique to calculate the interference map, which
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FIGURE 3. GA-based SRAF optimization flow design.

FIGURE 4. Random generation of SRAF candidates to be placed on the
photomask with sites and geometric measurements that conform to the
mask rules: (a) generating sections in the section map within the ROI;
(b) randomly generating SRAF candidates and their layout patterns.

then serves as the basis for a cut-level map that indicates the
sites and geometric measurements of potential SRAFs. The
other method is the random generation of potential SRAFs,
as demonstrated in Fig. 4: the blue rectangle represents the
target pattern and the red rectangles represent the SRAFs.
After the borders of the pre-OPC target and the region of
interest (ROI) are defined, the area inside the ROI and adja-
cent to the pre-OPC target is separated into four subareas, as
indicated by the areas within the green lines in Fig. 4(a), and

defined as sections in the section map. In the section map,
the sections adjacent to the pre-OPC target are located above,
below, and to the left and right of the pre-OPC target. Each of
these sections can further randomly generate red rectangles,
which are potential sites for SRAF placement; the SRAF sites
and geometric measurements must all conform to the mask
rules. Furthermore, the arrangement of the SRAF rectangles
must obey the following principles: the SRAF rectangles in
the sections to the left and right of the pre-OPC target must
be parallel to the y-axis, whereas those in the sections above
and below the pre-OPC target must be parallel to the x-axis.
After the SRAFs have been randomly generated, the SRAFs
obtained through the first and second methods are separately
coupled with the target pattern (post-OPC target) corrected
by the OPC model to form different photomask patterns.
These photomask patterns can then be used to determine the
corresponding aerial images.

FIGURE 5. (a) One-dimensional section map consisting of 30 sections for
genes (codes); (b) a chromosome composed of 30 genes;
(c) chromosomes after the omission of sections with no gene codes.

To apply the GA for the optimal combination of SRAFs
and the post-OPC target, this study used the sections in the
section map [Fig. 5(a)] to memorize SRAF sites. The section
size was determined by the designed minimum grid size,
and the layout of the sections containing rectangles could be
1D or 2D. The designed grid size was 5 nm in this study. Each
section in the section map was individually encoded to serve
as genes constituting chromosomes, in which one chromo-
some accounts for one solution. Fig. 5 presents the encoding
pattern for 30 sections in the 1D section map. The ROI on
the photomask was divided into rectangular sections, and a
section map was created from green rectangles. The features
of each section in the section map were represented by two
parameters, (s, n); s denotes section s of SRAF in the section
map and n denotes the feature n deposited in section s. In this
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example, the sections included in the pre-OPC target were
marked by the blue rectangle, and the SRAFs were marked
by red rectangles, of which four were placed in the 2nd,
8th, 23rd, and 26th sections. Under the assumption that these
were the first deposited features, the four SRAFs, or featured
genes on the section map, could be denoted as (2,1), (8,1),
(23,1), and (26,1), respectively. Fig. 5(a) presents details for
the chromosomes forming the integral section map. Fig. 5(b)
displays the chromosomes, each formed by 30 genes (codes)
corresponding to a 1D array n × 1. To prevent the gene
codes from being overly long when processing the 2D pho-
tomask patterns, which could cause the computations for
the crossover and mutation operations in the GA to become
highly complicated and time-consuming, the sections that did
not contain SRAFs (i.e., n = 0) were omitted, as indicated
in Fig. 5(c). The chromosomes were denoted in the simplified
form of a 2D array, (s, n).

In a GA, a statistical population can yield an individual
item by passing down its SRAFs through crossover and
mutation processes. Under the assumption that a population
contains two features, (s1, n1) and (s2, n2), a crossover process
can be performed when the address of s1 is equivalent to
the address of s2. Fig. 6 illustrates the crossover operations
conducted for this study. Fig. 6(a) displays two parent pop-
ulations, of which parent 2 is a simplified chromosome with
no section codes of 0. Fig. 6(b) demonstrates the crossover
process of the two chromosomes after the parent is extended
to the same length as the binary-coded parent 1. The codes
in the array of parent 1 (n1) and parent 2 (n2) are used for
a random crossover, with the purple and red binary gene
codes denoting the codes inherited from n1 of parent 1 and
n2 of parent 2, respectively. Fig. 6(c) presents the resultant
children 1 and children 2 chromosomes created through the
crossover process. The mutation process can be illustrated
by the example provided in Fig. 7, which displays the blue
rectangle in the section map denotes the site of the target pat-
tern, and the red rectangles represent SRAFs. The mutation
process comprises four major operations, namely deletion,
addition, exchange, and adjustment. Fig. 7(a) presents an
initial population, or parent, with s = 2, 8, 23, and 26 rep-
resenting potential sections for SRAF placement. Fig. 7(b)
demonstrates the random deletion of features from the parent.
For example, n changes from 1 to 0 when s = 23, indicating
that it has been deleted. An addition operation represents
the random addition of a feature that formerly appeared in
other individuals but is not present in the current individual.
For example, in Fig. 7 (c), n changes from 0 to 1 when
s = 29, indicating that one SRAF has been added to the 29th
section (chromosome). The exchange of features represents
the random exchange of an innate feature with a different
feature that was formerly present in the section. Fig. 7(d)
provides an example in which the code (s, n) = (8, 1) in the
parent chromosome changes to (s, n) = (8, 6). This indicates
that at least 6 SRAFs have been deposited in this section. The
adjustment operation involves randomly selecting an SRAF

FIGURE 6. Crossover process of SRAFs: (a) gene codes of two parent
SRAFs; (b) crossover process forming two children SRAFs; (c) two children
SRAFs are decoded to create two photomasks.

to adjust its site and size, thus forming a new SRAF that
differs from the original.

For example, in Fig. 7(d), n changes from 1 to 6 when
s = 8, meaning that 5 SRAFs were originally deposited
in this section but a 6th SRAF formed at section 8, that is
(s, n) = (8, 6), after adjusting the size and site of the SRAF
at (s, n) = (8, 1).

This study employed edge placement error (EPE) as the
fitness function for GA optimization [46], [47], defining an
arbitrary critical shape (CS) point on the target pattern as the
displacement error from the aerial image contour (Fig. 8).
Therefore, the fitness function can be expressed as (7),
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FIGURE 7. Four operations in the mutation process: (a) the SRAFs of a
parent; (b) deletion; (c) addition; (d) exchange and adjustment.

introducing eight additional process conditions other than
the nominal focus and nominal dose to define the upper and
lower dose limits of the exposure energy and an acceptable
DOF. Regarding the effect of the process variation band, wpw
denotes the EPE weight under different processing parame-
ters, and wj denotes the EPE weight of different CS points.
The design of this fitness function ensures that the process
window of the photomask images increases after the addition
of new SRAFs.

FEPE =
∑
pw

wpw
∑
j

wj
∥∥EPE(xj, pw)∥∥p (7)

Because an overly complicated photomask design increases
the cost of the photomask, this study introduces a set of

FIGURE 8. Calculation of the EPE of a CS point to the aerial image profile.

TABLE 1. Settings of the mask rules.

mask rules to eliminate potential SRAFs that fail to meet its
conditions. The mask rules applied in this study are listed in
TABLE 1. These rules define the height–width relationship of
rectangular features and the distance between them.When the
photomask has a bright feature as the background, the feature
width (W ) must be between a1 and b1 and its height (H )
must be greater than d1. However, if W > b1, H must
be >d1, a1 < b1, and c1 < d1. When the photomask
has a dark feature as the background, a2 < W < b2 and
H > c2, but if W > b2, H must be >c2, a2 < b2, and
c2 < d2. Additionally, the distance between features (D) must
be greater than the minimum value e, irrespective of whether
it has a dark or bright feature. After applying the mask rules,
all of the SRAFs were simplified into rectangles and were in
conformance with geometric dimensioning.

The GA-based SRAF design process is explained in
TABLE 2. The first step involves calculating the interference
and section maps, which are used to generate a potential
SRAF set. Subsequently, each SRAF in the SRAF set is
matched with a pre-OPC target, thus transforming the SRAF
set into an initial population set, which is also the mask
pattern set. Roulette wheel selection is then applied to select
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TABLE 2. Pseudocode of GA-based SRAF design.

nc and nm candidates (SRAF+pre-OPC target), respectively,
from the initial population set, thus forming populations
for the crossover and mutation processes. Simultaneously,
OPC is conducted on pre-OPC targets to create post-OPC
targets. The aerial image contour of each photomask image
(SRAF+ post-OPC target) is then calculated to determine its
corresponding fitness, enabling the order of the candidates in
the population set to be rearranged. The first 1000 individuals
are selected to form a new population set for the optimization
iterations, which are conducted until the aerial image meets
all lithographic metric specifications. The lithographic metric
specifications applied in this study were −10% <CD error
<10% and exposure latitude (EL) <5% as the acceptable
DOF [48].

IV. EXPERIMENTAL RESULTS
The convergence of the proposed GA was tested using a 1D
L/S target pattern (CD = 45 nm, pitch = 300 nm), with an
ArF immersion optical lithography system at a wavelength
of 193 nm and an NA of 1.2. The light source was a dipo-
lar source, with added transverse electric (TE) polarization,
as displayed in Fig. 9(a). Fig. 9(b) displays the aerial image
quality observed at a metrology site. Fig. 9(c) and Fig. 9(d)
demonstrate the aerial image quality results obtained after the
addition of GA-based SRAFs and after the PROLITH correc-
tion, respectively. In this test, the termination condition for the
GA was set as reaching the maximum number of iterations,
and the parameters are Max_Iteration = 200, population size
np = 30, gene crossover ratio pc = 0.7, gene mutation
ratio pm = 0.3, and single gene mutation ratio mu = 0.1.
Furthermore, the optical model in Section II was applied to
generate an interference map and the SRAFs corresponding
to the target pattern and thus produce an aerial image that

FIGURE 9. (a) Light source used in this test; (b) metrology site selected
for assessing aerial image performance; (c) aerial image obtained by
applying the GA; and (d) aerial image obtained by applying the PROLITH.

TABLE 3. Comparison of aerial image for 1D_L/S.

combined the target pattern and SRAFs. This aerial image
was then compared with the aerial image obtained by apply-
ing bias correction to the target pattern.

TABLE 3 summarizes the results of the predeter-
mined metrology site. For the aerial image obtained with
GA-generated SRAFs, CD was 45.0 nm, CD error was 0%,
contrast was 0.86, and normalized image log-slope (NILS)
was 2.72. Furthermore, under an EL of 5% and DOF
of 147 nm, the aerial image obtained through the bias cor-
rection of the PROLITH without SRAF placement achieved
a CD of 44.5 nm, CD error of−1.1%, contrast of 0.92, NILS
of 3.08, and DOF of 88 nm when the EL was 5%. Fig. 10(a)
compares the process windows of the two photomask images;
the DOF of the photomask pattern created by combining
GA-generated SRAFs and the target pattern was 67% greater
than that without applying the SRAFs, proving that the gen-
erated SRAFs effectively supplemented the target pattern and
had more favorable aerial image performance. Fig. 10(b)
evaluates the degree of fitness of the GA-based iterations
with the environment and convergence characteristics. EPE
was used as the parameter for environmental fitness, and
the results indicated that convergence was achieved by the
100th iteration.

This study further tested the two 2D patterns to determine if
applying the GA would achieve better results in a dense area.
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FIGURE 10. (a) EL compared with DOF results for the two aerial images;
(b) number of iterations and corresponding environmental fitness
parameters.

The line-space array was selected as the first pattern, and the
contact hole (CH), which was relatively complicated and had
a non-L/S pattern, was selected as the second. The GA was
applied to add the SRAFs into the target pattern undergoing
PROLITH-based OPC, which was compared with the pho-
tomask pattern produced by applying PROLITH-based OPC
to the target pattern without the SRAF placement. The light
source used in the test for the L/S array pattern was annular
and had TE polarization, as shown in Fig. 11(a), with the
wavelength for the ArF immersion optical lithography system
set at 193 nm with an NA of 1.2. Fig. 11(b) demonstrates
that the L/S array target pattern measured 1.7 × 4.2 um2

on the phase-shift mask (PSM) which had a transmittance
of 0.06 and phase shift of 180◦. Aerial image performance
was measured at 15 metrology sites, and the measurement
results are indicated by the red lines in Fig. 11(b); the target
line width in the L/S array should be 50 nm. The SRAF
pattern design parameters for the L/S array were: maximum
number of iterations of 300, population size np of 30, gene

FIGURE 11. (a) Source used for exposing the L/S array pattern; (b) three
metrology lines on the target pattern.

crossover ratio pc of 0.6, gene mutation ratio pm of 0.4,
and single gene mutation ratio mu of 0.2. The optimal solu-
tions obtained with the GA-generated SRAFs, presented in
Fig. 12(a), differ from the results of applying bias correction
without addition of SRAFs, presented in (b). The aerial image
contours of the two are illustrated in (c) and (d), respec-
tively. As indicated in (c) and (d), the aerial image contour
supplemented with the SRAFs exhibited significantly favor-
able performance because it was closer to the target pattern.
By contrast, the aerial image contour obtained through the
PROLITH-based OPC appears shrunken or dented on both
ends and differs more noticeably from the target pattern.

TABLE 4. Comparison of the L/S_array aerial image results.

TABLE 4 details the performance of the aerial image that
used GA-generated SRAFs to supplement the target pattern.
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FIGURE 12. (a) Optimal photomask pattern obtained by the
PROLITH-based OPC L/S pattern with SRAFs using the GA; (b) photomask
pattern obtained by the PROLITH-based OPC L/S pattern only;
(c) and (d) contours of aerial images with GA- generated SRAF and
without GA-generated SRAF respectively.

The performance of this aerial image is also compared with
that of the aerial image that has a target pattern and that only
underwent PROLITH-based OPC. The compared items are
the CD error, contrast, NILS, and DOF at an EL of 5%,
measured at various sites. For the photomask pattern that
was corrected by applying the GA, the CD erroravg was
1.21% and the overall DOF was 188 nm. By contrast, for the
photomask pattern that was corrected by applying PROLITH-
based OPC, the CD erroravg was 0.94% and overall DOF
of the measurement lines was 75 nm. The common process

FIGURE 13. Comparison of the process windows of the L/S array that
were enhanced by the GA and underwent OPC only. The blue line
represents the results with GA SRAF and the orange line represents the
results without GA SRAF.

window of each measurement site was calculated to com-
pare the EL–DOF curves of the target patterns enhanced by
the GA and the PROLITH-based OPC, the results of which
are displayed in Fig. 13. For the tested L/S array pattern
employed to achieve a larger process window, the contrast
and NILS did not vary significantly by location. Therefore,
the difference between the maximum and minimum contrast
values is defined as1contrast for assessing the image quality;
moreover, the GA-enhanced pattern achieved a 1contrast
of 0.232 and the PROLITH-based OPC pattern achieved a
1contrast of 0.52. The same method of comparison was also
applied to NILS; the GA-enhanced pattern achieved a1NILS
of 0.496 and the PROLITH-based OPC pattern achieved a
1NILS of 1.379. These results suggest that the GA-enhanced
pattern outperformed the other pattern, enabling an overall
increase in the DOF at an EL of 5% by 113 nm.

FIGURE 14. (a) Light source corresponding to the CH photomask;
(b) target pattern for exposure simulation and the locations for
measuring lines.

The second 2D pattern to be tested was the CH, which
was tested using a quasar source, as depicted in Fig. 14(a).
The ArF immersion optical lithography systemwas used with
an NA of 0.93 to define the photomask pattern. Fig. 14(b)
depicts the test clip, which measured 2.6 × 1.2 um2.
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FIGURE 15. Potential SRAF sites on the CH clip identified using (a) the
interference map; (b) the section map.

The PSM for the dark field had a transmittance of 0.06 and
phase shift of 180◦. The metrology sites were placed in the
feature areas to observe the aerial images. A CD of 80 nm
for the target pattern on the metrology sites is represented
by the eight red lines in Fig. 14(b). The optical model dis-
cussed in Section II was used to calculate the CH interfer-
ence map and thus identify the potential SRAF sites on the
test clip; the results suggested that the potential sites were
those indicated in Fig. 15. The black rectangles represent
target patterns, and the red rectangles represent sites where
an SRAF can be placed. The section map was then included
to increase the number of potential SRAF sites, which should
satisfy the MRC requirements. The sites are represented as
red rectangles in Fig. 15(a). After the initial population of
the CH patterns was generated, the GA was only able to
generate 89 members of the initial population using the CH
interference map because of weak inference signals. This
necessitated the introduction of the section map. This helped
to generate an initial population, which is represented by the
set of blue rectangles in Fig. 15(b). Using the section map to
randomly select potential SRAF sites enabled the addition of
1000 sites to the initial population. The parameters used for
the CH in the GA were as follows: the population size np was
30, gene crossover ratio pc was 0.6, gene mutation ratio pm
was 0.4, single genemutation ratiomu was 0.2, andmaximum
number of iterations was 200.

Fig. 16(a) depicts the optimal SRAF sites enhanced by the
GA corresponding to the CH target pattern and Fig. 16(b)
presents the aerial image identified as corresponding to the
Fig. 16(a) mask pattern. For comparison, Fig. 16(c) displays

FIGURE 16. (a) Optimal CH pattern when applying the GA-generated
SRAF; (b) aerial image contour corresponding to the (a) pattern;
(c) optimal CH pattern when applying PROLITH-based OPC only; (d) aerial
image contour corresponding to the (c) pattern.

the results of conducting OPC on the target pattern using
PROLITH without adding SRAFs, and Fig. 16(d) presents
the aerial image corresponding to the Fig. 16(b) mask pat-
tern. A comparison of Fig. 16(b) and Fig. 16(d) suggests
that the aerial image contour enhanced by the GA exhibited
less asymmetry resulting in less discrepancy between the
aerial image contour and target pattern contour. By contrast,
the aerial image created from the photomask pattern that had
only been enhanced through OPC exhibited more asymmetri-
cal or dented features in the center and thus created a greater
discrepancy between the aerial image contour and target
pattern contour. These aerial image contours proved that the
photomask pattern enhanced by the GA was superior to that
only enhanced by PROLITH-based OPC. Further inspection
of the process window of the pattern designed by applying
the GA reveals the CD error, contrast, and NILS results for
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TABLE 5. Summary of the CH pattern metrology site measurement results.

FIGURE 17. Comparison of the common process windows of the CH
patterns designed by applying the GA and OPC. The blue line represents
the SRAF results from applying the GA, and the orange line represents the
SRAF results from applying OPC only.

various metrology sites in TABLE 5. The performance of
the photomask pattern designed by applying the GA was as
follows: the CD erroravg was 0.96%, contrastavg was 0.507,
and NILSavg was 1.102. The performance of the photomask
pattern designed by applying OPC only was as follows: the
CD erroravg was 1.16%, contrastavg was 0.461, and NILSavg
was 0.992. Fig. 17 compares the common process windows
of metrology sites M1–M8: at an EL of 5%, the DOF was
118 nm for the photomask pattern designed by applying the
GA and 98 nm for that designed by applying PROLITH-OPC
only.

The performance of the GA-enhanced pattern was superior
in terms of the common process window, as demonstrated
in Fig. 17. The blue line represents the performance of the
GA-enhanced pattern and the red line represents that of the
PROLITH OPC-enhanced pattern. The results for both
the L/S array and the CH patterns proved that the pattern
designed by applying the GA had a greater DOF than that
designed by applying OPC only. Therefore, the SRAFs gen-
erated with the GA can be considered to have improved the
process window. In the GA calculations for the L/S array
pattern, the EPE of the iterations continually decreased before

FIGURE 18. Convergence of the GA-based computation reflected in the
relationship between EPE as fitness and the number of iterations. (a) Test
results for the L/S array pattern; (b) test results for the CH pattern.

finally reaching convergence at the 280th iteration, as indi-
cated in Fig. 18(a). However, in the case of the CH pattern,
convergence was achieved at the 150th iteration, as indicated
in Fig. 18(b).

V. CONCLUSION
This study successfully developed an GA-based method for
performing geometric measurements and identifying SRAF
placement. Test results from using 1D and 2D photomask
patterns suggested that the process window had effectively
increased. The strength of the proposed method is in its
integration of the interference map and MRC, which enables
potential SRAFs to serve as the initial population of the
GA, thereby accelerating computation by reducing the range
for SRAF searching. This study applied a design that used
the GA for SRAFs that were rectangular in shape to reduce
photomask cost. Additionally, because the fitness function
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employed by the GA calculated the EPEs under nine pro-
cessing steps, the designed pattern was a combination of
SRAFs and the post-OPC target, which ensured that the
process window would increase. This characteristic renders
this method more practical for use by optical lithography
engineers. It is recommended that in future studies, a machine
learning model is introduced to determine the SRAF arrange-
ment for specific target patterns. This could further improve
computational efficiency.
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