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ABSTRACT Cloud applications based on service-oriented architectures usually integrate many component
services to implement specific application logic. In service-oriented computing environments, manyWeb ser-
vices are provided for users to build service-oriented systems. Since the performance of the sameWeb service
varies according to different users’ perspectives, the users have to personally select the optimal Web services
according to the quality-of-service (QoS) data observed by other similar users. However, users with a low
reputation provide unreliable data, which has a negative impact on service selection. Moreover, the QoS data
vary over time due to changes in user reputation; and therefore, how to calculate a personalized reputation for
each user at runtime remains a substantial problem. To address this critical challenge, this paper proposes an
online reputation calculation method, called the OPRC, to efficiently provide a personalized reputation for
each user. Based on the users’ observed QoS data, the OPRC employs MF and online learning techniques to
calculate personalized reputations. To validate the approach, large-scale experiments are conducted, which
contain two QoS attributes from 142 reliable users and 15 unreliable users. The results show that OPRC has
high accuracy and effectiveness compared to other approaches.

INDEX TERMS Service-oriented systems, Web services, quality of service (QoS), user reputation, online
learning.

I. INTRODUCTION
Service-oriented computing (SOC) provides a component-
based computing paradigm by dynamically integrating its
component systems through service composition [1]. As a
relatively new SOC paradigm, a service-oriented system is
different from traditional component-based systems and is
composed of different software components provided by
other organizations that can be invoked remotely through the
Internet [2]. As one of the most common forms of services
for implementing a service-oriented system, Web services
have attracted significant attention.Web services can be com-
bined in a loosely coupled manner to implement complicated
functions. In SOC environments, service consumers (users)
use Web services offered by providers to accomplish their
tasks. However, in open and dynamic Internet environments,
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there will be many services competing to offer similar func-
tionalities. Therefore, how to select optimal Web services for
different users to build high-quality service-oriented systems
becomes very important.

As a nonfunctional requirement, quality-of-service (QoS)
is generally employed to select optimal Web services. How-
ever, the QoS of each Web service varies for different
users. For example, due to the dynamics of the network,
the response time and invocation failure rate are different
when different users invoke the sameWeb service. Therefore,
selecting services with personalized QoS values for different
users should be considered. In fact, personalized QoS-based
approaches have been applied to Web service composi-
tion [3], Web service selection [4], QoS prediction [5], and
so forth.

Specifically, personalized QoS values can be obtained after
the users invoke the Web services and provide the QoS
attribute values [6], and other users can invoke personalized
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services based on these QoS values. However, whether these
values are reliable is unknown. Generally, the trustworthiness
of the QoS data depends on the reputation of the user. Users
with high reputations will provide reliable QoS data; how-
ever, other users will provide untrusted data. For example,
some users may simultaneously be service providers, and
they may provide good QoS values for their own services
and bad QoS values for their competitors’ services [7], [8].
In addition, traditional personalized Web service selection
methods focus mostly on geographical similarity [9]–[11].
However, if these similar users are untrusted users with low
reputations, it will seriously interfere with other users making
the best service selection. Therefore, trusted and untrusted
users must be identified, and how users acquire reputations
is a major problem.

Since user reputation cannot be obtained directly, it is gen-
erally acquired indirectly. In the recent literature, the exist-
ing personalized reputation calculation approaches [7], [8],
[12], [13] for service-oriented systems focus primarily on
calculating reputations offline. However, the intentions of
users may be variable; for example, users may sometimes
submit reliable data and at other times submit unreliable data.
In other words, user reputations may fluctuate over time.
In addition, the QoS data submitted by users are very sparse,
making it difficult to accurately evaluate reputations. More-
over, because the data change over time, the computational
model must be sufficiently adaptive. Therefore, accurate user
reputations are difficult to obtain online. The major challenge
lies in providing an online and accurate reputation calculation
model to enable trustworthy service selection. On the one
hand, online is foundational. Reputation calculation must be
performed online and adaptively to select the best services for
building high-quality service-oriented systems. On the other
hand, accuracy is critical. Inaccurate calculation of reputation
may result in poor service selection and low-quality service-
oriented systems.

To address these problems, we exploit an online person-
alized reputation calculation model based on the QoS data
submitted by users, named OPRC, to accurately calculate
user reputations. In this model, we adopt a matrix factor-
ization (MF) framework to address the problem of sparse
data, and we employ an online learning method to address
the changing data.

The main contributions of this paper are summarized as
follows:

1) First, we address the problem of online reputation for
each user, which can be used to select reliable candidate
services at runtime.

2) Second, we propose a novel reputation calculation
method in service-oriented systems, named OPRC,
by leveraging MF and online learning.

3) Third, we conduct extensive experiments based on a
large-scale, real-world dataset to evaluate the accuracy
of our method compared with other state-of-the-art
approaches.

The remainder of this paper is organized as follows.
Section II reviews related work. Section III details our reputa-
tion model. Section IV presents the experimental results. The
conclusions and future work are summarized in Section V.

II. BACKGROUND AND RELATED WORK
In the service-oriented environment, reputation is regarded as
a metric of a service’s future [12] and can be measured based
on user feedback ratings [14], [15]. Many notable research
efforts have been made by the academic community in recent
years to provide accurate reputation calculations for service-
oriented systems. We review some of these efforts only to
provide context to state their limitations.

Wang et al. [12] proposed a reputation evaluation approach
for Web service selection, and their reputation evaluation
model included feedback checking, feedback adjustment,
and feedback detection. They used QoS values to calcu-
late user reputation through a statistical average approach.
Li et al. [16] proposed a reputation measurement approach
based on a user’s context by calculating and weakening the
effect caused by the user’s context. They employed collabo-
rative filtering to measure the reputation of eachWeb service.
Mehdi et al. [17] proposed a QoS-aware trust model that
leverages the correlation information among various QoS
metrics, and they also proposed a reputation aggregation algo-
rithm that took the credibility of the feedback’s senders into
consideration. Li et al. [18] proposed six reputation calcu-
lation approaches: L1-AVG, L2-AVG, L1-MAX, L2-MAX,
L1-MIN, and L2-MIN. These approaches are based on con-
vergence algorithms. Based on [18], Li et al. [13] proposed
a topic-biased model (TBM) to calculate user reputation that
is applied in rating systems. Xu et al. [8] and Li et al [19]
also used the L1-AVG algorithm to compute user reputation
values in Web services. These approaches can be effective
under offline conditions; however, most of these works did
not consider online conditions.

In recent years, some researchers have also focused on
online measurements for reputation. Azzeh et al. [20] pro-
posed an online reputation model that aggregates ratings
based on a moving window that can capture the variability in
the ratings over time. Gao and Zhou [21] proposed an iterative
group-based ranking method to evaluate user reputation that
is based on the weighted sizes of the user rating groups in
online rating systems. Fu et al. [22] proposed a reputation
measurement mechanism for online services based on dom-
inance relationships. They modeled reputation measurement
as a problem of finding a ranking that indicates the relation-
ships among services.

However, in the online case, data variability also requires
the computational model to be adaptive. Therefore, online
learning technology, which can be used in situations when
the algorithm must dynamically adapt to new patterns in
the data or when the data are generated as a function of
time, has received considerable attention [23]. In contrast to
batch learning, online learning can update the best predictor
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for future data in each step. Mairal et al. [24] proposed
an online algorithm based on stochastic approximations for
Ling et al. [25] proposed a unified framework for comput-
ing the reputation score of a user in online rating systems,
and they also combined an online learning algorithm with
Song et al. [26] proposed online learning in large-scale con-
textual recommender systems to improve the learning speed
when the numbers of users and items are large. Based on the
aforementioned previous works, in this paper, we study an
online calculation method for user reputations that employs
online learning algorithms.

III. REPUTATION CALCULATION MODEL
In this section, we first introduce the problem of reputation
calculation and the existing models for batch computing in
calculating Web service reputations. Based on these mod-
els, we ameliorate the intricate contextual problems in Web
services proposed in the above sections, and we propose an
online reputation calculation method. The reputation calcula-
tion model that we construct follows the unified framework
presented by Ling et al. [25], which contains a prediction
model, penalty function and link function. Although this
framework was proposed for a rating system, we provide
a novel online reputation calculation model by utilizing its
flexibility, and we demonstrate that it works well on Web
services.

A. PROBLEM FORMULATION
Given a set of N users U = {u1, u2, . . . , uN } and a set of
M services S = {s1, s2, . . . , sM }, users’ real-time QoS values
on services form an N × M matrix Q, where the element in
the ith row, jth column qij represents a certain user-side QoS
property (e.g., response time) of the Web service observed by
service user ui. In practice, the QoS matrix is notably sparse
since each user generally only invokes a handful of services.
If user i did not previously invokeWeb service s, we initialize
qij = null.

Our goal for personalized reputation calculation is to
employ the matrix Q ∈ Qn×m to calculate the reputation ri
for each of the users ui. To demonstrate the reputation degree
more clearly and conveniently, ri requires that 06 ri6 1, with
a larger value indicating that the reputation of ui is higher.
In addition, the personalized reputation approach should be
performed in an online, accurate, and scalable manner.

B. TRADITIONAL ALGORITHMS AND THEIR LIMITATIONS
To compute the reputation of users in a rating system,
Li et al. [18] proposed a class of six algorithms, including the
classic algorithms L1-AVG and L2-AVG. These algorithms
were proven to converge to a unique value in theory, which
is the ideal attribute of a reputation evaluation algorithm.
However, before Xu et al. [8] used these algorithms to cal-
culate user reputation in Web services, they had been used in
rating systems because of the limitations of these algorithms.
Similarly, a series of models based on collaborative filtering

or matrix factorization have been implemented in rating sys-
tems [27], [28].

Our personalized reputation calculation problem in Web
services differs from rating systems mainly in that the
QoS values are time-varying, while rating values remain
unchanged over time. In addition, the coherent value range of
ratings (e.g., 1∼5) in rating systems has enormous discrep-
ancies with respect to QoS values (e.g., 0∼20s for response
time and 0∼7000 kbps for throughput).

Due to these reasons, the limitations of traditional methods
of computing user reputations of Web services are as follows:

1) The QoS data that we use to calculate reputations
are updated in real time. Traditional models have to
entirely retrain all the data when adapting to newly
observed data, which requires considerable time and
space overhead and is clearly unsuitable for real-time
updates.

2) Due to having larger variances than that of the rating
distribution, the distributions of QoS data and different
low-density data matrices will make the calculation of
user reputations more challenging.

C. LOW-RANK MATRIX FACTORIZATION
AND ONLINE LEARNING
In the above subsection, we introduced the limitations and
challenges of traditional methods in computing user repu-
tations using real-time QoS data in Web services. Inspired
by the framework of rating systems [25], we introduce an
online personalized reputation calculation model in the SOC
environment and demonstrate its applicability in terms of the
response time (RT) and throughput (TP).

In contrast to the rating system framework composed of
a prediction model and functions, we merge the forecasting
and computing processes to form our OPRCmodel to achieve
better effects in SOC environments. Specifically, the density
of the dataset matrix is sparse; thus, it is difficult to predict the
unknown QoS value accurately and calculate the user repu-
tations through functional methods. By calculating the errors
between the real value and the predicted value, we adopt the
median approach to obtain the deviation between a certain
user’s reputation and the actual reputation. Then, the reputa-
tion values of reliable users (i.e., ri = 1) are subtracted from
the deviation of the upper requirement, and the reputation
value of each user is obtained. In this process, our OPRC
model integrates the two technologies of low-rank MF and
online learning and successfully calculates online user repu-
tation by improving these two technologies.

1) LOW-RANK MATRIX FACTORIZATION
To address the limitation of data sparsity, we need to predict
the missing QoS value. With the basic low-rank MF, we can
fit the factor model into the user-item matrix to solve this
problem. In an MF model, the most critical step is estab-
lishing an objective function under which two independent
feature spaces can be reconstructed. In an SOC environment,
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the matrix Q ∈ QN×M has a low-rank structure. In other
words, Q has a rank of L � min{M , N}, where M and N
denote sets of users and services, respectively. LetU ∈ QL×N

indicate the latent user factors and S ∈ QL×M denote latent
service factors, which are decomposed as Q = UT S. The
dot product UT

i Sj is used to predict the QoS value of ui
on sj, where qij ≈ UT

i Sj. In addition, regularization terms
that penalize the norms of the results were added to avoid
overfitting; thus, our target was to minimize the following
loss function:

ζ =
1
2

n∑
i=1

m∑
j=1

Iij(qij−UT
i Sj)

2
+
λU

2
‖U‖2F +

λS

2
‖S‖2F , (1)

where Iij is an indicator that equals 1 if qij is observed
and 0 if qij is unknown. λS and λU are both small positive
decimal numbers that control the extent of regularization, and
‖ ·‖F represents the Frobenius norm. For minimizing the loss
function, the gradients of the reconstructed feature space U
and S are computed as

∂ζ

∂Ui
=

∑
j∈Sj

Iij(UT
i Sj − qij)Sj + λUUi, (2)

∂ζ

∂Sj
=

∑
i∈Ui

Iij(UT
i Sj − qij)Sj + λSSj, (3)

by iterating in the following formulas to alternatively update
on Ui and Sj until convergence:

Ui ← Ui − η
∂ζ

∂Ui
, (4)

Sj ← Sj − η
∂ζ

∂Sj
, (5)

where η is the learning rate that controls each iteration’s
change. Finally, the unknown QoS value Qij can be predicted
by the dot product after obtaining the latent factors Ui and Sj.

2) ONLINE LEARNING
Inspired by the reputation calculationmodel of rating systems
based on prediction, we proposed an online reputation calcu-
lation method that employs low-rank MF technology and an
online learning algorithm to achieve effective results.

The existing QoS values, which we used, will be constantly
updated with newly observed values or expire after a time
period without updating. To address these limits and achieve
online personalized reputation calculation in an SOC envi-
ronment, we not only employ an online learning algorithm
to keep the sequentially observed QoS data continuous and
incrementally updating but also adopt the sigmoid function
to map the value UT

i Sj into the range of [0, 1]. Then, the loss
function corresponds to the following:

ζ =
1
2

n∑
i=1

m∑
j=1

Iij(
qij − gij
qij

)2 +
n∑
i=1

m∑
j=1

Iij
λu

2
‖Ui‖22

+

n∑
i=1

m∑
j=1

Iij
λs

2
‖Sj‖22 (6)

where gij indicates the solution of UT
i Sj processed by the

sigmoid function. In contrast to Equation (1), λu and λs are
two parameters that control the degree of regularization for
each QoS value observed by user ui for invoking service sj,
and ‖ � ‖2 denotes the Euclidean norm. We can obtain the
update equations of each data point in thematrixQ as follows:

Ui ← Ui − η((gij − qij)g′ijSj/q
2
ij + λuUi), (7)

Sj ← Sj − η((gij − qij)g′ijUi/q
2
ij + λsSj), (8)

where η is still the learning rate and g′ij indicates g
′(UT

i Sj).
When new data are observed at eachmoment, online updating
will be performed on its corresponding factors at each itera-
tion. ui, sj and qij can undergo small changes after observing
new data; thus, the feature vectors Ui and Sj will also expe-
rience small changes. Through these methods, all the QoS
values in the matrix can be predicted in real time, and this is
also the application of low-rank MF and online learning in
our model.

D. IMPROVEMENTS IN THE PREDICTION AND
COMPUTATION OF USER REPUTATION
Through the above approaches, we can not only effectively
calculate the predicted value of Qij but also update the
feature vectors incrementally without retraining the whole
model. However, when we use the predicted value to calcu-
late the user’s reputation, the aforementioned approach may
not perform well when some users or services incessantly
join or leave the environment because our online personal-
ized reputation calculation model will acquire the reputation
values of users by summarizing the set of unexpectedness
(i.e., the distance between the model’s prediction and the
real observation). Consequently, we continue improving the
prediction model to obtain the best personalized reputation
evaluation results.

According to Equation (6), we easily obtain the following
pairwise loss function:

`(Ui, Sj) =
1
2
(Eui + Esj )(

qij − gij
qij

)2 +
λu

2
‖Ui‖22

+
λs

2
‖Sj‖22.

Eui + Esj = eui/(eui + esj )+ esj/(eui + esj ) = 1

(9)

This equation is the loss function for only one QoS value
observed by user ui for invoking service sj. Specifically,
Eui and Esj , which are contingent on the consistent user ui
or service sj’s accuracy, control the step size at each iteration.
eui and esj represent the average error of user ui and the aver-
age error of service sj, respectively. This effectively alleviates
the nonconvergence or high errors of new users or services.
We can deduce the following function:

`Eui (Ui) =
1
2
Eui (

qij − gij
qij

)2 +
λu

2
‖Ui‖22, (10)

`Esj (Sj) =
1
2
Esj (

qij − gij
qij

)2 +
λs

2
‖Sj‖22, (11)
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where `(Ui, Sj) = `Eui (Ui) + `Esj (Sj), and these are the loss
functions corresponding to Ui and Sj for each pairwise data
sample.When collecting newly observed QoS data, we calcu-
late the moving average of each exponent for each iteration to
update the parameters (i.e., eui and esj ). The specific formulas
are as follows:

eui = θEui |qij − gij|/rij + (1− θEui )eui (12)

esj = θEsj |qij − gij|/rij + (1− θEsj )esj (13)

where θ controls the impact of an average, with more weight
given to the latest data. As the parameters Eui and Esj are
updated in each iteration, we can compute the gradients in
Equation (10) and Equation (11) to derive the following
update equations:

Ui ← Ui − η((gij − qij)g′ijSj/q
2
ij + λuUi)Eui (14)

Sj ← Sj − η((gij − qij)g′ijUi/q
2
ij + λsSj)Esj (15)

We predict many online and accurate QoS values Q̃ij
assuming that user ui invokes service sj by Ui and Sj.
The distance between the model’s prediction and the real
observation indicates how well the QoS value qij can be
trained using our prediction model. We call this distance
the unexpectedness for this value. The above model has
predicted every entry of Q̃ at each moment; thus, we can
easily calculate the unexpectedness of all known QoS obser-
vations. The unexpectedness matrices are formed by sub-
tracting the absolute value from the predictive matrix Q̃
and the observed matrix Q. For addressing the highly
skewed values in Q (i.e., shown in Sect. B) and obtain-
ing the required reputation value in the range of [0,1],
we adopt the Box-Cox transformation [29] and sigmoid
function [30], respectively. The member value, which is
denoted Cij, in the unexpectedness matrix is defined as
follows:

Cij = |
(Qij)α − (Qmin)α

(Qmax)α − (Qmin)α
−

eQ̃ij

1+ eQ̃ij
|, (16)

where the parameter α controls the extent of the
transformation.

For service sj, we summarize the set of unexpectedness by
its performance into one quantity Csj , which represents the
set of unexpectedness of the overall users. We take Csj to
be the median, which can indicate the reasonable prediction
error of reliable users for the service. The absolute value of
the distance between this median and a user invoking this
service is inversely related to the reputation of a user. Then,
to calculate a user’s reputation more accurately, we averaged
the user’s value invoking each service. The final reputation
value of this user is as follows:

ri = 1−
1
|Oi|

∑
sj∈Oi

|Cij − med
ui∈Hj

(Csj )| (17)

where Oi denotes the set of services invoked by user i,
Hj represents the set of users that invoke service j, and |Oi| is

the number of services invoked by user i. ri is the ith user
reputation, which is the result of our OPRC model.

Algorithm 1 OPRC Algorithm
Require: Observed QoS data samples: (tij, ui, sj,Qij), and all

the model parameters.
Ensure: user’s reputation ri.
1: while Collect newly observed QoS data do
2: Randomly initialize Ui ∈ QL or Sj ∈ QL , Iij← 1;
3: if pick an existing data sample then
4: if tnow − tij < 15min then
5: Update Ui, Sj synchronously by:
6: Ui← Ui − η((gij − qij)g′ijSj/q

2
ij + λuUi)

7: Sj← Sj − η((gij − qij)g′ijUi/q
2
ij + λsSj)

8: Update Q̃ by Q̃ = UT S: Q̃ij←(Ui, Sj)
9: Update ri by Equation 16 and Equation 17:
10: ri← (Qij, Q̃ij)
11: else the data sample is obsolete: set Iij← 0;
12: if ui is a new user or sj is a new service then
13: Initialize eui = 1 or esj = 1;
14: Update tij, Qij corresponding to ui, sj
15: Update Eui , Esj by:
16: Eui ← eui/(eui + esj )
17: Esj ← esj/(eui + esj )
18: Update eui , esj by Equations 12 and 13:
19: eui ← (eui , Eui , qij, gij)
20: esj ← (esj , Esj , qij, gij)
21: Update Ui, Sj synchronously by:
22: Ui← Ui − η((gij − qij)g′ijSj/q

2
ij + λuUi)Eui

23: Sj← Sj − η((gij − qij)g′ijUi/q
2
ij + λsSj)Esj

24: Update Q̃ by Q̃ = UT S: Q̃ij←(Ui, Sj)
25: Update ri by Equation 16 and Equation 17:
26: ri← (Qij, Q̃ij)
27: if converged
28: then break;
29: end while

E. OPRC ALGORITHM
After a detailed analysis of the components of the OPRC
model, we can obtain an approximate understanding of the
algorithm. The pseudocode of our online update algorithm
for OPRC is described in Algorithm 1. Specifically, at each
iteration, the newly observed QoS data, which are collected
online, can be divided into an existing data sample and a
newly received data sample. According to the steps described
in 1)∼3), when collecting the newly observed data sample
(tij, ui, sj, Qij), we first determine whether the data sam-
ple exists or has a corresponding new user or service such
that we can add it to our model (lines 4 ∼ 11) or model
(lines 13 ∼ 26). We next determine whether an existing QoS
value has expired (line 4), and if so, we discard this value.
For example, in our experiment, we set the expiration time
interval to 15 minutes. Another important point is that our
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TABLE 1. Accuracy comparison on response time.

model can scale to new users and services without retraining
the whole model.

IV. EXPERIMENTAL SETUP
In this section, we conduct experiments to verify our OPRC
model, and we discuss the parameters in the model. By com-
paring the results with those from other methods and dif-
ferent parameters in our model, we evaluate our OPRC
model’s accuracy and impact of parameters. All the exper-
iments were conducted with a computer equipped with an
Intel(R) Core(TM) i7-4790 CPU@3.40 GHz, 8 GB of RAM,
Windows 8.1 (64 bit), and MATLAB 2016b.

A. DATASETS
For demonstrating the widespread applicability of our
approach, we applied the method to two QoS attributes:
RT and TP. RT denotes the time from when a user sends and
receives requests, while TP indicates the data transfer rate
(e.g., kbps) of a user invoking a service.

Specifically, in our experiments, we used the real-world
dataset released by Zheng et al. [31] and Zhang [32].
Through uncomplicated treatment, this dataset includes both
RT and TP values collected by 145 users invoking 4,500Web
services for 64 consecutive time slices at an interval of
15 minutes. These users include authentic and reliable users,
which are acquired by machines (PlanetLab nodes) located
in 22 countries. The services comprise 4,500 publicly avail-
able real-world Web services from 57 countries. To make the
experiments more realistic, we mixed many randomly gener-
ated unreliable users with these realistic users. The number
of added unreliable users may also impact the algorithms’
performance; thus, we adjusted the proportion of unreliable
users in the dataset to different levels: 2.07%, 4.14%, 6.21%,
8.28% and 10.34%. In our datasets, the response time is
0∼20s, and the throughput is 0∼7000kbps.

B. EVALUATION METRICS
In this paper, by drawing on existing evaluationmethods [33],
we define the calculation average error (RVAE) and the

median error of the reputation value (RVME) as follows:

RVAE = (

Nre∑
ui=1

(1− ri)

Nre
+

Nur∑
ui=1

(ri − 0)

Nur
)/2, (18)

RVME =
median
ui∈Nre

(1− ri)+ median
ui∈Nur

(ri − 0)

2
. (19)

RVAE is the mean of the reputation values’ average error
for reliable users and the reputation values’ average error for
unreliable users. RVME is the mean of the reputation values’
median error for reliable users and the reputation values’
median error for unreliable users. One property of our method
is mapping the user’s reputation ri into the range [0,1]. The
closer the value of a user’s reputation is to 1, the more reliable
the user is; the closer the value of a user’s reputation is
to 0, the less reliable the user is. According to this prop-
erty, a smaller RVAE or RVME value means better accuracy.
Nre and Nur are the numbers of reliable users and unreliable
users, respectively.

C. PERFORMANCE COMPARISON
We provide a comparison of our metrics obtained using dif-
ferent methods in Table 1 and Table 2. Concretely, in the two
attributes (i.e., RT and TP), we compare our OPRC model
with six algorithms that have been introduced for calculating
reputation [18] to verify the superiority of the OPRC model
in terms of accuracy. Note that although these methods can be
used for accuracy comparisons, they cannot be used directly
for runtime service adaptation in practice because of the
aforementioned limitations of traditional algorithms.

As previously mentioned, in practical applications, since
it is impossible for users to use all services, the available
QoS data matrix is sparse. In this experiment, we randomly
remove entries from the data matrix at each time slice to
simulate the sparse situation. The approaches that contain our
OPRC model are run on 6 different matrices, whose densi-
ties are 5%, 10%, 15%, 20%, 25%, and 30%, respectively.
When we set the percentage of unreliable users to ≈ 10.37%
(15 unreliable users in all 145 users) for all the methods,
we obtain the results in Table 1 for RT and in Table 2 for TP.
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TABLE 2. Accuracy comparison on throughput.

FIGURE 1. Users on different time slices in diverse density. (a) Reliable
user. (b) Unreliable user.

Specifically, for our OPRCmethod in this experiment, we set
dimensionality = 10, λU = λS = λ = 0.001, θ = 0.3,
η = 0.8, α = −0.007 for RT, and α = −0.05 for TP.
In addition, the other approaches’ parameters are also opti-
mized to achieve their optimal accuracy. These experimental
results yield several important conclusions.

1) In terms of both RT and TP, our OPRC approach
achieves smaller RVAE and RVRE values than those
of other methods with different matrix densities, which
verifies their high accuracy compared to existing
approaches and demonstrates the effectiveness of our
approach.

2) Clearly, we find that TP is a better indicator than RT,
which is why we discuss the parameters that used the
RT in the paper. Due to page limitations, we are con-
vinced that the poorest performance indicator is more
convincing, which is consistent with the reason why
we present the results with the largest percentage of
unreliable users.

For RT data, our OPRC model achieves an accu-
racy improvement of 12.36%∼18.88% on RVAE and
5.57%∼12.39% on RVME over the optimal value of
other methods at different matrix densities. For TP data,
the accuracy increased to 16.91%∼29.50% on RVAE and
13.97%∼27.60% at different matrix densities.
In addition, to further analyze the benefit of our OPRC

model, Fig. 1 shows the reputations of a reliable user and
another unreliable user on different time slices. We can
observe that the value of the reliable user is much larger than

FIGURE 2. Impacts of the percentage of unreliable users. (a) RVAE.
(b) RVME.

that of unreliable users, which further illustrates the accuracy
of our model. At the same density, in different time slices,
the user reputations will change in real time, which also
illustrates the real-time update ability of our model.

In the following experiments, we will study the impacts of
the parameters on the performance of our models, including
the percentage of unreliable users, λU , λS , the dimensionality,
and the matrix density.

D. IMPACT OF THE PERCENTAGE OF UNRELIABLE USERS
To demonstrate the impact of the percentage of untrusted
users on our reputation calculation model, we set the number
of unreliable users as 3, 6, 9, 12, and 15 in our dataset.
In other words, we keep 145 users unchanged, making the
percentages of unreliable users 2.07%, 4.14%, 6.21%, 8.28%
and 10.34% of the total, respectively. In these experiments,
we set the parameters as follows: dimensionality = 10, λU
and λS = 0.001, and matrix density varying from 5% to 30%
with a step size of 5%. The experimental results are illustrated
in Fig. 2.

Fig. 2 shows that the values of the evaluation metrics that
contain both RVAE and RVME increase as the matrix density
increases. For different percentages of unreliable users, when
we evaluate the reputations of users, a denser matrix provides
more information, which is beneficial for improving the accu-
racy. Another important point is that we obtain increasingly
larger values of RVAE as the unreliable proportion increases,
and the RVME values exhibit the same tendency when the
matrix density (MD) is 25% or 30%. This result indicates that
an increase in the number of unreliable users is negatively
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FIGURE 3. Impacts of λU and λS . (a) RVAE. (b) RVME.

correlated with the effectiveness of the reputation calculation
for users.

E. IMPACTS OF λU and λS
The parameters λU and λS control the percentage of regular-
ization, and they are used to adjust the accuracy and avoid
overfitting. In this experiment, we set λU = λS = λ for our
OPRC model. If λU and λS are too small, the accuracy of
the reputation evaluation will be unsatisfactory. In contrast,
parameters that are too large result in overfitting. To demon-
strate the impacts of λU and λS , we set the numbers to vary
from 0.0002 to 0.0014 with a step size of 0.0002. In addition,
we set the other parameters as follows: dimensionality = 10,
matrix density varying from 5% to 30% with a step size
of 5%, and percentage of unreliable users of 10.37%.

As shown in Fig. 3, for either the RVAE values or the
RVME values with different densities, when the parameter
λ gradually increases, the results will become increasingly
smaller. However, note that before λ = 0.001, their values
appear to be significantly smaller. After this point, although
it has also decreased slightly, it has tended to stabilize very
gently. More importantly, the larger λ is, the larger the risk of
overfitting. Overall, we choose λU = λS = λ = 0.001 in all
experiments.

F. IMPACT OF DIMENSIONALITY
The dimension denotes the rank of the low-rank assumption
ofMF, which is the number of latent features used to factorize
the user-servicematrix. Different dimension valueswill affect
the prediction of the QoS value, the accuracy of our calcula-
tion and the efficiency of user reputation. To assess the impact
of dimensionality, we vary the values of dimensionality from
5 to 30 with a step size of 5. For the other parameters,
we set the percentage of unreliable users to 10.37%, select
λU = λS = 0.001, and set the percentage of density to 5%,
10%, 15%, 20%, 25%, and 30%. Fig. 4 presents the experi-
mental results.

Fig. 4 shows the impact of dimensionality on RVAM and
RVME in ourmodel.When the dimensionality is 10, the value
of RVAE is the smallest and then slowly increases. Moreover,
with respect to the values of RVME at different densities,
we cannot find a distinct trend or numerical fluctuation in
the dimensionality. Thus, we conclude that the effect of
dimensionality is negligible, and we set dimensionality equal
to 10 in the experiments.

FIGURE 4. Impact of dimensionality. (a) RVAE. (b) RVME.

FIGURE 5. Impact of matrix density. (a) RVAE. (b) RVME.

G. IMPACT OF MATRIX DENSITY
In Web services, low-density data matrices make the
calculation of user reputation more difficult. The matrix
density is the proportion of unremoved entries in the user-
service matrix. We change the density of the matrix from
5% to 30% with a step size of 5% to assess the impact
of the matrix density. For the other parameters, we still
select λU = λS = 0.001 and set the dimensionality to 10.
Fig. 5 presents the experimental results.

Fig. 5 shows that irrespective of the percentage of unreli-
able users, as the matrix density increases, both RVAE and
RVME first decrease. Then, as the matrix density increases,
the RVAE decreases, while the rate of decrease in RVME
slows. Therefore, more accurate user reputation results can
be achieved by obtaining more QoS values.

V. CONCLUSION AND FUTURE WORK
In this paper, we aim to provide an online and accurate
reputation calculationmodel for users to select highly reliable
services in SOC environments. For this purpose, we propose
an online reputation calculation model, called OPRC, for
personalized reputation calculation at runtime. In OPRC,
to accurately and effectively calculate reputation, we employ
an MF model with an online learning technique. The exten-
sive experimental results show that our proposed approach
outperforms state-of-the-art approaches.

In the future, we plan to take additional information into
account (e.g., geographical information) in order to achieve
better performance.
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