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ABSTRACT Citrus is one of the most widely cultivated fruit in the world. However, citrus diseases are
becoming more and more serious, which has caused substantial economic losses to citrus growers. With
the rapid developments of mobile device, mobile services computing play an increasingly important role
in our daily lives. How to develop an intelligent diagnosis system for citrus diseases based on mobile
services computing and bridge the gap between citrus growers and plant diagnostic experts is worth studying.
In this paper, we build an image dataset of six kinds of citrus diseases with the help of experts and
realize an intelligent diagnosis system for citrus diseases by constructing the simplified densely connected
convolutional networks (DenseNet). The system is realized using the WeChat applet in the mobile device,
with which users can upload images and receive diagnostic results and comments. The experimental results
show that the recognition accuracy of citrus diseases exceeds 88% and the predict time consumption has also
been reduced by simplifying the structure of the DenseNet.

INDEX TERMS DenseNet, intelligent diagnosis, citrus diseases, mobile service computing.

I. INTRODUCTION
The development of mobile devices and wireless technology
further pushed the advance of other fields [1]. Mobile service
computing enables us to provide and access services any-
time and anywhere through mobile devices, such as mobile
phones. Its convenient service can be effectively applied in
our life and bring us convenience [2]. This paper aims to
use mobile services computing to provide services to citrus
growers through mobile phones.

Due to the high performance of convolutional neural
networks (CNNs), it becomes a general trend to apply
them to practical application scenarios. However, it is ham-
pered by their large number of computational costs and
a lack of datasets, that makes it becomes a hot topic for
researchers.

The associate editor coordinating the review of this manuscript and
approving it for publication was Tie Qiu.

Recently, the idea of feature reuse is prevalent, which
is used to design deep networks, such as ResNet [3] and
DenseNet [4]. This idea makes the network be substantially
deeper, more accurate, and efficient.

According to incomplete statistics, Citrus is grown in more
than 140 countries around the world. Due to climate warm-
ing, the prohibition of the use of highly toxic pesticides,
aging of citrus trees, abuse of herbicides and other factors,
citrus pests and diseases are increasingly serious. Common
Citrus diseases include Citrus huanglongbing (HLB) [5],
Anthracnose [6], Canker [7], Black spot [8], Sand paper rust
and Scabies [9]. These citrus diseases usually affect leaves,
branches, flowers, fruits, and stalks, affecting fruit quality and
damaging economic benefits.

Citrus is cultivated on a large scale in China. However,
the professional quality of fruit growers is generally not
high, and it is inconvenient for them to communicate with
experts.When encountering difficult diseases, it is impossible
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to find the causes and solutions in time, resulting in eco-
nomic losses. Citrus diseases are widely spread and rapidly
transmitted. It is inefficient and low accurate to recognize
by the human eye alone. Using deep learning technology
can effectively improve the efficiency and accuracy, and save
human resources.

To solve above problems, the idea of this paper is to com-
binemobile computingwith deep learning, so we proposed an
intelligent mobile diagnosis system for citrus diseases based
on DenseNet and mobile service computing to break the
barrier between citrus growers and experts. A citrus disease
recognition model based on DenseNet is trained and the
intelligent diagnosis of citrus disease is realized by using
mobile WeChat applet. User can take the photo of suspected
citrus disease case and upload it to our system through the
WeChat applet. Then it will feedback the intelligent diagnosis
result. At the same time, the system can provide a positioning
service to facilitate users to set up monitoring points for fur-
ther tracking. The system also enables users to communicate
directly with experts online.

The main contributions of this paper are as follows:
1.Image dataset for 6 kinds of Citrus diseases is constructed

with the help of the experts.
2.Citrus disease dataset was used to train the simplified

DenseNet network, which improved classification accuracy
and reduced prediction time consumption.

3.Intelligent diagnosis of citrus diseases is realized using
WeChat applet, which bridges the gap between citrus growers
and experts.

II. RELATED WORKS
The convenience brought by mobile service computing not
only exists in our life [10], but also can be effectively applied
in industrial production [11], agriculture [12], transporta-
tion [13] and other fields [14], bringing great convenience to
these fields.

Recently CNNs have achieved great success in the field of
image processing. Compared with traditional image recogni-
tion algorithms, deep learning has a strong ability of learning
and efficient feature expression. More importantly, it can
extract information layer by layer from pixel-level original
data to abstract semantic concepts, which has prominent
advantages in extracting global features and context informa-
tion of images [15].

With the development of the CNNs, the network are going
deeper. However, the information in the network training
process may gradually disappear after repeating convolution.
To solve this problem, DenseNet designed Dense block struc-
ture, which connects each layer to other layers, and each layer
takes the feature map of the previous layer as input. The
structure of the 5-layer Dense block is shown in Figure 1.

The input of the model is x0. Dense block consists of L
layers and the nonlinear transformation function of each layer
is Hl(·), where l represents the number of layers, the output
of layer l is denoted as xl . The relationship between the l − 1

FIGURE 1. The structure of the 5-layer Dense block.

layer and the l layer is shown in Equation 1:

xl = Hl([x0, x1, . . . , xl−1]) (1)

where [x0, x1, . . . , xl−1] represents that the Dense block
makes concatenation the output feature map from 0 to l − 1
layers.Because of the excellent performance of DenseNet, In
this paper we use dataset to train the DenseNet network.

Traditional citrus disease detection based on the image is
usually used traditional manual features of the image, such as
color histogram, texture feature and color feature [16], [17].
Now CNNs can be applied to practical scenarios, such as
medically assisted diagnosis [18], agriculture [19], and detec-
tion of plant diseases is no exception. References [20]–[22]
use CNNs to detect and diagnose plant diseases. Refer-
ence [23] constructed a new three-channel CNN for the iden-
tification of leaf blight. However, few papers reported the
application of CNNs in citrus diseases. Reference [24] use
CNN to detect citrus and other crops and trees from UAV
images. Reference [25]combined deep learning with network
technology to set up an expert system for remote diagnosis of
citrus diseases.

The citrus disease detection method described above usu-
ally use the image acquisition system to collect datasets, but
they lacks the environmental background, and are not suitable
for the actual situation of directly collecting images. How-
ever, the citrus disease detection methods based on CNNs
failed to combine disease identification with the diagnosis
system based on mobile service computing, so they cannot
provide convenient services for growers. These are exactly
the problems we want to solve by this paper.

III. A SMART MOBILE DIAGNOSIS SYSTEM FOR CITRUS
DISEASES
The purpose of mobile computing is to provide useful, accu-
rate and timely information to customers at any time and place
through mobile devices. We use WeChat applet to set up the
system on the mobile device so that users can use the system
anytime and anywhere diagnose citrus diseases, monitor their
orchards, and get some information about citrus diseases.
Figure 2 shows the structure of smartmobile diagnosis system
for citrus diseases. The system mainly realizes the following
main functions:

1.Users can take photos of citrus diseases through the
system and directly upload images to the server. The sys-
tem not only feeds back the disease types of citrus but also
displays relevant information of the disease, such as disease
symptoms and causes. Also, the system will also propose
the corresponding treatment plan for the disease, which can
help to prevent and cure the disease. At the same time, users
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FIGURE 2. The structure of Smart Mobile Diagnosis System for Citrus Diseases.

can search the case of citrus diseases that they are interested
in. Diagnostic information can be sent to the corresponding
expert by clicking on the expert avatar.

2.In order to facilitate the users to monitor the citrus,
the system provides the function of setting monitoring points.
Users can accurately locate and set up monitoring points,
so as to detect diseases as early as possible and deal with them
in time.

3.To narrow the gap between citrus growers and experts,
the system sets up expert consultation, and users can send
difficult and complicated diseases to experts in the form of
pictures and language text for expert diagnosis.

The data transfer between the client and the Nginx server
is shown in Figure 3. Firstly, the client shakehands with
the server through the network encrypted transport protocol
‘‘SSL/TLS protocol’’ and the public key is generated after
the handshake is successful. Then the client sends HTTPS
requests and encrypts image file information with the public
key. The server receives the encrypted image and decrypts it
with its private key. Finally, after a series of processing by the
server, the data is sent to the client.

IV. DATASET ESTABLISHMENT
Due to the lack of citrus disease dataset, we collected
related images through the network, local materials, access
to experts and other ways, and then constructed the citrus
disease dataset, annotate the dataset with the help of experts.
The dataset contains 6 kinds of common citrus diseases:
HLB, Anthracnose, Canker, Black spot, Sand paper rust,
and Scab. Each category includes the corresponding images
of the fruit and leaf with the symptom and most images
contain the surrounding environment. The number and pro-
portion distribution of each category of samples are shown
in Table 1 and sample images of the experimental datasets
are shown in Table 2.

TABLE 1. Number and proportion of citrus diseases.

FIGURE 3. The data transfer between the client and the Nginx server.

Since our dataset is not enough, the training network is
prone to overfitting. In order to avoid this problem, the dataset
can be processed to generate new images and increase the size
of the dataset [26], data augmentation has proved to be effec-
tive in deep learning image classification [27]. Therefore,
we use 5 general ways to augment our training set and test set:
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FIGURE 4. The process of Smart Diagnosis for Citrus Diseases.

TABLE 2. Image samples of citrus diseases.

horizontal flip, vertical flip, horizontal - vertical flip, increase
brightness and contrast. In this way, the size of the training set
and test set is increased by five times. The data augmentation
methods and examples are shown in Table 3 and Table 4.
The number and proportion distribution of each category after
data augmentation are shown in Table 5.

To increase brightness and contrast, we use Equation 2
below for calculation:

dst = img1× α + img2× β + γ (2)

where dst is the target image, which is equivalent to the linear
combination of img1 and img2. img1 and img2 are two images
of the same size. We can change the contrast and brightness
of images by changing α, β, γ . In our experiment, img1 is
the original image, img2 is the image of the same size as the
original image, and all pixel values are 0. In the experiment
of increasing the contrast of the image, we select α = 1.5,

β = 3, γ = 0. In the experiment of increasing the brightness
of the image, we select α = 1, β = 2, γ = 40.

V. THE PROPOSED SMART MOBILE DIAGNOSIS SYSTEM
FOR CITRUS DISEASES BASED ON DENSENET
A. SYSTEM ARCHITECTURE
The framework of the Smart Mobile Diagnosis System for
Citrus Diseases based on DenseNet is shown in Figure 4.
We use the dataset to train the simplified DenseNet and
upload the model to the diagnosis system in the cloud
server. Users collect images of citrus diseases and upload
images to our system through theWeChat applet in themobile
device. The system recognizes the uploaded images through
the trained model and returns the diagnosis results and treat-
ment advice to users.

B. SIMPLIFY DENSENET
To reduce the possibility of overfitting reduce the predic-
tion consumption, We appropriately removed the layers of
DenseNet.

Figure 5 is the framework of DenseNet model training pro-
cess. The main structure of the DenseNet-201 consists of four
different Dense blocks and the transition Layer which con-
nect each Dense block. Each Dense Block consists of 6, 12,
48, and 32 Bottleneck layers, respectively. Each Bottleneck
layer consists of BN-ReLU-Conv(1 × 1)-BN-ReLU-Conv
(1 × 1) [4], where BN is the Batch Normalization, ReLU is
the rectified linear unit and Conv(1 × 1) is the convolution
of 1 × 1. In the last Dense Block, we removed five Bottle-
neck layers and added the Batch Normalization, activation
function, global average pooling, and softmax layers to form
the simplified DenseNet. We use the original dataset and data
augmentation dataset to fine-tune the simplified DenseNet to
get our model.

VI. EXPERIMENTAL RESULTS AND ANALYSIS
A. SYSTEM ARCHITECTURE
The experiments were conducted with the Intel(R) Core(TM)
i7-7800X CPU@ 3.50GHz, 64.00 GB RAM and one Nvidia
GeForce GTX 1080 Ti GPU. In order to avoid repeated
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TABLE 3. Data augmentation samples of citrus diseases.

FIGURE 5. The structure of simplified DenseNet.
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TABLE 4. Date augmentation methods.

TABLE 5. Number and proportion of citrus diseases after data
augmentation.

development work, deep learning has a large number of
frameworks. In this paper, we used the Keras framework.

B. TRAINING
The training set, validation set, and test set are constituted
by randomly extracting images from the dataset with the
ratio of 6:2:2 for each category. We use the training set and
validation set to train the network, and the test set is used to
evaluate the performance of the trained model.

We first train the DenseNet with the dataset, save the
model, then reload the model and delete some Bottleneck
layers for further training. All the networks are trained using
stochastic gradient descent (SGD), and momentum is set to
0.9. On our dataset, we train using batch size 8 and 50 epochs.
The initial learning rate is set to 0.001 and multiplied by
0.94 every two epochs. Our initial weight adopt the weight
of DenseNet on the ImageNet.

C. EXPERIMENTAL COMPARISON AND PERFORMANCE
EVALUATION
We use the dataset with data augmentation to training differ-
ent networks. The accuracy of different networks for test sets
is shown in table 6.

1) ACCURACY
The results show that the classification accuracy of our
dataset with data augmentation is improved in different
networks(+0.75%, +1.14%, +0.25%, +2%, +1%). The
classification accuracy of the simplified DenseNet-201 is
higher than that of the original network(+1%,+0.26%). The
highest classification accuracy is 88.53%, which used data

TABLE 6. The classification accuracy of the different network.

TABLE 7. The classification accuracy of the simplified DenseNet201 for
each category.

FIGURE 6. The impact of cutting the Bottleneck layers on the
classification results.

augmentation dataset with simplified DenseNet-201. This is
because, in data augmentation the three image flips methods
are designed to increase the number of training samples.
Increasing colors and contrast can provide different color
features and increasing the diversity of dataset, to improve
the generalization ability of the model. Simplifyed DenseNet
can alleviate the problem of excessive network complexity
for our dataset and alleviate overfitting.

We also investigated the classification results of each class
with the simplified DenseNet201 network, which are shown
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FIGURE 7. The comparison of time consumption.

in table 7. It can be seen that the classification accuracy of
HLB, Canker and Black spot reaches more than 90%, while
that of Anthracnose, Sand paper rust and Scab is lower. That
is because, as we can see in table 1 and table 5, Anthrac-
nose, Sand paper rust and Scab occupy less proportion in
the dataset, resulting in poor training results. Moreover, some
characteristics of citrus diseases are similar, which increase
the difficulty of recognition. At the same time, different
environment background and equipment will also affect the
classification results.

We set up experiments on the impact of the classification
accuracy with cutting different number of Bottleneck layers.
The experimental results are shown in figure 6. In the exper-
iments, the influence of the removal of 1, 2, 3, 4, 5, 6 Bottle-
neck layers is tested respectively. Experimental results show
that the highest classification accuracy is obtained with the
removal of five Bottleneck layers (88.78%).

2) TIME CONSUMPTION
In mobile service, the time consumption and real-time of
the diagnosis system is a very important issue. In Figure 7,
we compare the time consumption with different Bottleneck

layers for the original dataset and the dataset with data aug-
mentation.

3) OTHER EVALUATIONS
Recall, F1-score and MCC were used to evaluate our meth-
ods. The original DenseNet was trained with the original
dataset and dataset after data augmentation. The simplified
DenseNet networkwas trained using the same datasets. Aswe
can see from figure 8, the values of the three evaluations show
an upward trend, indicating that the method we proposed
has advantages over other methods. In general, the proposed
method has high classification accuracy for our citrus disease
dataset.

VII. DISCUSSION
A. HELP FOR FRUIT GROWERS
The purpose of our method is to break the barrier between
growers and experts so that growers can easily and quickly
determine the type of citrus disease and the treatment of citrus
diseases. Fruit farmers often have trouble communicating
with experts. Besides, Citrus diseases are widely spread and
rapidly transmitted, which will lead to economic loss if not
effectively treated in time. The detection, monitoring and
expert consultation functions set by our system can effec-
tively help farmers manage their orchards.

B. CNNS APPLIED TO CITRUS DISEASES
The traditional diagnosis method of citrus diseases is to judge
by the corresponding symptoms of fruits and leaves. Usually,
the image-based detection method of citrus diseases uses
the manual features of images, such as color features and
texture features. The lower layers of CNN can learn the
low-level image features, such as the edge and texture of
citrus fruit or leaf, while the higher layers can learn lower
layers features, and then form the high-level features (such as
the shape and texture of disease spots), and so on. This allows

FIGURE 8. The comparison of other evaluation.

87540 VOLUME 7, 2019



W. Pan et al.: Smart Mobile Diagnosis System for Citrus Diseases Based on DenseNet

CNNs to learn increasingly complex and abstract visual con-
cepts efficiently. This makes features of deep learning more
representative of image content and better detection effect
than traditional manual features.

C. SIMPLIFY NETWORK AND DATA AUGMENTATION
With the increase of network depth, overfitting may occur,
resulting in poor classification effect. Besides, the lack of
training samples may also cause this problem. Therefore,
we use the method of data enhancement and simplified net-
work to alleviate the overfitting phenomenon and improve the
precision of the citrus disease detection system.

VIII. CONCLUSION
In this paper, deep learning is applied to the identification
of citrus diseases. We construct a model to identify citrus
diseases using dense connection networks. At the same time,
the WeChat applet is used to realize the automatic identifica-
tion of citrus diseases and provides patent disease prevention
and treatment suggestions for fruit growers. Next, we will
continue to expand the dataset and further optimize our
method to achieve higher accuracy with the consideration of
the similarity and confusion of some disease characteristics.
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