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ABSTRACT Dealingwith air pollution presents amajor environmental challenge in smart city environments.
Real-time monitoring of pollution data enables local authorities to analyze the current traffic situation of the
city and make decisions accordingly. Deployment of the Internet of Things-based sensors has considerably
changed the dynamics of predicting air quality. Existing research has used different machine learning tools
for pollution prediction; however, comparative analysis of these techniques is required to have a better
understanding of their processing time for multiple datasets. In this paper, we have performed pollution
prediction using four advanced regression techniques and present a comparative study to determine the
best model for accurately predicting air quality with reference to data size and processing time. We have
conducted experiments using Apache Spark and performed pollution estimation using multiple datasets. The
Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) have been used as evaluation criteria
for the comparison of these regression models. Furthermore, the processing time of each technique through
standalone learning and through fitting the hyperparameter tuning on Apache Spark has also been calculated
to find the best-fit model in terms of processing time and lowest error rate.

INDEX TERMS IoT, smart city, air quality index (AQI), data mining, Apache Spark.

I. INTRODUCTION
Air pollution is recognized as one of the main detriments to
human health. According to the World Health Organization,
7 million people are at health risk due to air pollution [1]. It is
a leading risk factor for a number of health problems such as
asthma, skin infections, heart issues, throat and eye diseases,
bronchitis, lung cancer and diseases of the respiratory system.
Further to the health problems arising from air pollution, it
also poses a serious threat to our planet. Pollution emissions
from sources such as vehicles and industry is the underlying
cause of the greenhouse effect, CO2 emissions are amongst
the foremost contributors to the phenomenon [2]. Climate
change has been widely discussed at the global forums and
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has remained a burning issue for the world over the last two
decades, as a result of increased smog and damage to the
ozone.

The air pollution prediction problem has been addressed
in the past using statistical linear methods but these tech-
niques can provide poor estimations for air pollution due
to the complexity and variation in time-series data [3], [4].
Over the last 60 years, a number of machine-learning tech-
niques have been developed to help address the issues of
complexity.

A. SMART CITY AND AIR POLLUTION
A smart city is an urban municipality that utilizes infor-
mation and communication technologies (ICT) to provide
better health, transport and energy related facilities to its
citizens and enables the government to make efficient use
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of its available resources, for the welfare of their people.
Different types of data collection sensors are deployed at var-
ious points within the city which act as a source of informa-
tion for management of city resources. Better traffic control,
energy conservation, waste management, pollution control
and improvement in public safety and security are among the
fundamental objectives of developing a smart city.

In recent years, urban populations have grown rapidly due
to industrialization and the migration of people from rural
to urban areas. According to a UN report, approximately 54
to 66 percent of the world’s population will move to urban
areas by 2050 [5]. With the rise in population, reliance and
demand of transportation and energy are also increased, thus
adding further industry and vehicles to the cities. This, in
turn, increases the sources of pollution emissions, which is
becoming a major concern for local and national authorities
as well as leaders on the global stage. Local and national gov-
ernments wish to provide a better lifestyle for its inhabitants
through controlling pollution-related diseases. Thus, coping
with air pollution is one of the fundamental challenges in
urban areas and key goal for smart cities.

B. AIR QUALITY INDEX AND PM2.5
PM2.5 (which means particles less than 2.5 microns in diam-
eter) is a termwhich is used for the suspended solid and liquid
particles in the air e.g. ash, dust and soot [6]. These particles
may be emitted in combustion process from power gener-
ation or domestic heating or from the vehicles’ emissions.
Vehicles and industry are primary sources of PM 2.5 pollu-
tion, although such particulate matter may also be formed by
secondary sources such as the interaction of various gases in
the atmosphere. For example sulphur emissions from industry
may react with oxygen and water droplets in the atmosphere
to form sulphuric acid which is thus a secondary source of
particulate matter [7].

These particles, being extremely small and light, have a
tendency to stay in the air much longer than larger and heavier
particles. This increases the risk of them being inhaled by
human beings. Particulate matter of less than 2.5 microns is
recognized to have a more adverse effect on human health
than other pollution emissions. These particles can easily
enter the respiratory system through the inhalation process,
and there can badly affect the lungs and breathing. Moreover,
it has the potential to cause cardiovascular diseases in people
of almost every age group, with children and people above
65 particularly sensitive to its harmful effects [8]. It may
cause plaque in arteries or may result in hardening of arteries
thus leading to a heart attack. People who are already suffer-
ing from lung- or heart-related disease require special precau-
tionary measures to be taken in polluted environments [9].

The effects of PM2.5 were analyzed over the last
25 years [10]. It was estimated that approximately 4.2 million
people have died due to long term exposure to PM 2.5 in
the atmosphere, while an additional 250,000 deaths have
occurred due to ozone exposure. In global rankings of mor-
tality risk factor, PM 2.5 was ranked as 5th and attributed

for 7.6 % of total deaths all over the world. From 1990
to 2015, the number of deaths due to air pollution have
increased, especially in China and India [10]. Household
air pollution resulting from consumption of solid fuels in
the underdeveloped and developing countries is also a major
cause of mortality and possess a significant health challenge
in conjunction with ambient air pollution.

Due to the above-mentioned adverse effects, PM 2.5 con-
centration is actively monitored by municipalities around
the globe, and an air quality index (AQI) is calculated on
the basis of it. The air quality index is a function of the
concentration of pollutants, but the derivation of the value
of AQI varies across nations. It is a dimensionless number,
different values of which exhibit different quantities of air
pollution. If the PM2.5 concentration is lower, this is reflected
in a lower value of AQI while higher concentrations lead
to a higher. According to the United States Environmental
Protection Agency (EPA), there are six categories of AQI,
from Good to Hazardous. The value for the AQI is calculated
from concentration of pollutant by the followingmethod [11].

I =
Ihigh − Ilow
Chigh − Clow

(C − Ilow)+ Ilow (1)

where,
I = Air Quality Index
C = Pollutant concentration
Clow = the concentration breakpoints that is < C
Chigh = the concentration breakpoint that is >= C
Ilow = the index breakpoint corresponding to Clow
Ihigh = the index breakpoint corresponding to Chigh
Individual air quality indices are calculated for each

separate pollutant concentration and the highest of all the
values classify the location’s AQI at that given point in time.
Particulatematter, sulphur dioxide, ground-level ozone, nitro-
gen dioxide and carbon monoxide are important contributors
for AQI calculations. The AQI is calculated and reported
on hourly basis at most places to convey estimates of air
pollution to general public. When the AQI is particularly
high, people with heart and respiratory diseases may need to
avoid outdoor activities or may need to a use mask to protect
themselves. Observing people wearing masks is becoming
commonplace in some of the largest cities in the world,
particularly in China.

In an era of increasing connectivity, reducing costs and size
of technology, the concept of the Internet of Things (IoT)
is gaining significant traction. New systems that are based
on IoT sensors are continually being proposed [14]. Data
gathered from sensors can play a vital role in helping cities
manage and measure air quality. With the help of sensors that
generate data, decisions in smart cities can be made much
faster and easier than before. However, it should be recog-
nized that the processing of data brings its own challenges.

A significant challenge for smart cities concerns the han-
dling of information; it is necessary to make sure analysis
of data is both efficient and reliable. False interpretations
of data can lead to erroneous decisions, which can turn to
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be very dangerous. To ensure that the speed and processing
of communication sources are made robust, taking care with
predictions using artificial intelligence and the use of rigorous
data is required.

In this paper, we have performed pollution prediction
using the four different regression techniques mentioned in
Section III. We present a comparative analysis of these tech-
niques, based on recognized evaluation criteria. In this case
we use MAE and RMSE in order to determine the best
predictive model to estimate pollution. We have considered
air pollution in a number of cities in order to identify the most
accurate model.

Furthermore, given the requirement for real-time data pro-
cessing of smart city data to be efficient, we have analyzed
the processing time of these techniques through standalone
learning and through fitting the hyperparameter tuning on
Apache Spark. In this research, we have proposed the optimal
model in terms of both processing time and least error rate.

The remainder of this paper is organized as follows.
Section II consists of a review of related studies. Section III
describes the proposed architecture and estimation models.
The Data Analysis is presented in Section IV while results
and discussions have been addressed in Section V. Section VI
contains the system evaluation and the conclusions & future
work are presented in Section VII and VIII, respectively.

II. LITERATURE REVIEW
In recent years there have been a number of machine learning
methods proposed for solving air pollution prediction prob-
lems. In this section, we present and analyse some of the key
work in the field.

Asgari et al. [15] have analyzed the urban pollution and
mapped them according to the geographical areas considered.
They analyzed data in Tehran from the period of 2009 to
2013, using Apache Spark. Moreover, they have compared
the prediction accuracy of Logistic Regression and Naive
Bayes algorithm. They have found the Naive Bayes to predict
data more accurately than other machine learning algorithms
for classifying unknown classes of air quality. The paper
presents good results in terms of Apache Spark processing
time, however, the algorithm is not appropriate for real-
time time series prediction. In [16], the authors address the
prediction of air pollutants such as ozone, particle matter
(PM2.5) and sulphur dioxide. They use optimization and
regularization techniques to predict level of air pollutant for
the next day. They have predicted the values using the datasets
from two stations. One station predicts the values for O3 and
SO2 and the other holds values for O3 and PM2.5. They have
modelled the data based on similarity and have used liner
regression for grouping. Root- mean-squared error (RMSE)
was the evaluation criteria they employed. The limitations
with this work arise from Linear Regression models being
unable to forecast or handle unforeseen events. Moreover, the
data of only two stations is used in this study, which is also
limiting in its generality.

The classification of air quality index, and its effect on
health, was studied in [17]. The authors implemented a Deci-
sion tree method and Naive Bayes J48 for classification. The
results they obtained showed that decision tree algorithm
performs with 91.9978% accuracy. However, there are many
limitations with this research, including the issue that the
dataset usedwas limited.Moreover, the decision treemethods
are not to perform poorly over continuous variables and can
have issues with overfitting. Another research for classifying
of air quality index was proposed by the authors of [18]. In
their work the authors employed K-means algorithm; again,
in this research the dataset used was limited. Further issues
arise when attempting to predict future values, a weakness in
K-means methods.

Real-time Affordable Multi-Pollutant (RAMP) is a low-
cost pollution monitoring system for measuring pollutants,
first proposed in [19]. The authors devise a scheme that
reduces the cost of sensors, and utilize a random forest
method for predicting future values. However, the dataset
consists of data collected over only 2 weeks, which makes it
difficult to reliably assess performance. Furthermore, random
forest algorithm can encounter problems with overfitting,
especially when used with small datasets.

Bougoudis et al. have proposed a hybrid computational
intelligence system for combined machine learning (HISY-
COL) [20]. The method is used to identify correlation of air
pollutants levels with weather patterns in an attempt to find
the underlying cause of pollutants. They gather data from the
wider Attica area to examine the issue. The methods they
apply are ensemble methods using artificial neural networks
(ANNs) and Random Forests. They claim the accuracy is
increased using such an approach, however the feed-forward
neural network fails in accurately predicting the continuous
values. Moreover, the training data is also very limited in
this research. Neural networks with two phases have been
employed to train meteorological parameters and then used
for analysis of air pollutants with some success, resulting in
increased accuracy [21]. Unfortunately the authors have only
considered single stations with a few hours’ data. Again, the
neural network is susceptible to faces overfitting when using
small datasets.

Some of the limitations of computational models for air
quality are discussed in [22]. The authors propose machine
learning techniques for forecasting the O3 in different coun-
tries. They used sparse sampling and randomized matrix
decompositions as a pre-processing stage to reduce the
dimensionality of the data. They then use a random forest
regression technique to forecast for the next 10 days. How-
ever, the authors only consider one pollutant, O3, and the data
subsample size is small. Dynamic Neural Network (DNN)
have also been used for Air Pollution prediction. In [23], the
authors use such an approach on data generated from their
low cost sensors. Experiments were conducted on two weeks
of data.

Ghoneim has developed a method to predict ozone concen-
tration in smart cities based on a Deep Learning approach,
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using a feed-forward neural network [24]. The data used
in the study was from the city of Aarhus in the Nether-
lands. The author performed comparisons between the new
method, Support Vector Machines (SVM), and Neural Net-
work machine learning algorithms. The results demonstrate
that deep learning neural network schemes perform well,
accurately measuring the pollution value. The author only
considers one pollutant and solves the problem using a linear
method. There is no mention of how the real-time data will
be maintained. In [25], the concentration of ozone in Tunisia
is studied. The authors have used three monitoring stations
for measuring ozone concentration and used Random Forests
and Support Vector Regression for future prediction. They
have found Random Forests to be a more accurate estimator
for predicting ozone. However, the data from three stations
is limited and only one variable is considered for future
prediction.

Another study for forecasting air pollution in Canada uti-
lizes a multilayer perceptron neural network (MLPNN) [26].
The authors address the issue of air quality prediction and
model accuracy. However, the amount of data used in the
study is limited and the computational cost for seasonally
updating of the model is large.

A deep learning technique for decreasing the error rate of
time-series analysis is proposed by authors in [27]. They have
made comparison between a neural network with auto regres-
sion moving average (ARMA), and support vector regression
(SVR) models. Although, the accuracy has been increased,
the processing time is not mentioned. Two recent studies
propose management schemes to handle the large volumes
of data by providing a Big Data management architecture
[28], [29], the former specifically considering prediction of
air quality in China. Unfortunately the investigators have not
implemented the system in either case.

A method for air simulation based on big data is proposed
in [30]; the authors perform a comparison of MapReduce
Hadoop and Spark for simulating air quality. They have
used the dataset of Texas 179 sensors and found that per-
formance benefits of 20∼25 % for the Spark solutions over
MapReduce. They have mentioned that real time decision-
making can be performed, but did not mention the prediction
accuracy. Another Apache Spark based AQI prediction sys-
tem using Random Forest, implemented using the Spark dis-
tributed on multiple clusters is given in [31]. However, while
Random Forests can be used for classification of data, the
method is not used for real-time analysis of time series data.

Recently, in China, air pollutant data of different cities has
been analyzed using an ensemble Neural Network technique
for 16 cities in China [31]. Although, accuracy of predictive
model is improved, the processing time is not discussed.
Furthermore, this technique is only applicable to comparison
of different regions in an offline-mode, and not useful for real-
time processing of data within cities.

Chang et al. [32] propose a cloud-based ETL (Extract-
Transform-Load) framework for Air Quality analysis and
prediction. The authors worked on pre-processing of data

collected from a variety of sources and have achieved up to
81% accuracy using RNN.

One study has monitored data in five cities in China and
analyzed the occurrence areas and percentage of various
concentration ranges of PM2.5 [10]. The authors derive an
assessment of air quality index, using statistical approaches,
for each city and determine effects of winter-heating in the
two cities - Beijing and Shenyang. However, prediction and
future data processing are omitted from this study.

Research recently published in the Journal of Thoracic
Disease used ground-based data of particulate matter in con-
junction with a suite of remote sensing and meteorological
data products [13]. Given that this is published in a medical
journal, rather than a computer sciences (and related) journal,
the techniques are not discussed explicitly. This is in contrast
to recent research analyzing pollution in combination with
metrological parameters [33]. Using various machine learn-
ing techniques, they have usedmeteorological data to classify
PM2.5 values and also performed regression analysis to find
the coherence.

One study has analyzed personal health information, using
techniques to ensure data confidentiality [34]. The investiga-
tors recorded the personal details as study identity numbers
prior to uploading to a cloud-based system for analytics.
Important information for urban planning was obtained using
data mining techniques on the obtained environmental and
behavioral data. A study was conducted to analyze PM2.5
pollution, and its relationship with other meteorological fac-
tors such as temperature and humidity [35]. The data was
fromChengdu, China and the purpose of the studywas to pro-
vide insight to improve local air quality. It is argued the results
will help authorities to formulate future policies for control of
emission in China. In [36], meteorological data and PM2.5
concentration data were obtained during the period January
1, 2013 to December 31, 2013. The spatial distribution of
the study area shows that the western part is most seriously
affected by PM2.5 pollution. The correlation between PM2.5
concentration data and meteorological data depicts that tem-
perature is negatively correlated with PM2.5 concentration
while precipitation is positively correlated with PM2.5.

Daily air pollution predictions of 74 cities in China were
studied using a machine learning technique in [37]. Five
different classification techniques were adopted with dif-
ferent features groups coming from WRF-Chem models to
forecast results. They worked on feature selection technique
and the results showed that ANN has the limitation of a low
convergence rate. In [38], the authors present a study that
proposed an algorithm that showed better predictive ability,
with increased R2 and decreased RMSE, when conducted
on Hong Kong data. It was shown that Extreme Learning
Machine (ELM) performs well in terms of precision, general-
ization and robustness. No significant differences were found
between the prediction accuracies of each model. ELM pro-
vided the best performance on indicators related to prediction
such as R2 and RMSE etc. The authors achieved 95 RMSE
and training time of 0.07s [38].
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FIGURE 1. Smart city air pollution monitoring architecture.

III. PROPOSED ARCHITECTURE
A. PROPOSED ARCHITECTURE
In this paper, a 4-layer architecture for predicting air pollution
has been proposed as shown in Fig 1. These layers are:

• Layer 1 - Data gathering
• Layer 2 - Communication
• Layer 3 - Data Management
• Layer 4 – Application

Different layers in the architecture have different functional-
ities as described below:

1) DATA GATHERING
This layer gathers data from different heterogeneous devices
connected in smart city. Different air pollutants for exam-
ple ozone, nitrogen dioxide, sulphur dioxide and particulate
materials etc. are calculated by sensors deployed at different
places in the city. Since lots of data is gathered from different
sources, so collection and aggregation takes place here. Data
may vary in formats, thus all the pre-processing and initial
filtration takes place here. Pre-processing is carried out and
the unnecessary information is detected and removed at this
layer.

2) COMMUNICATION
This layer is responsible for transferring all the data from
data collection layer to further layers. This layer consists
of different technologies like 3G, 4G, LTE, Wi-Fi, ZigBee
and other communications technologies. All the data transfer
from IoT devices to data processing layer takes place here.
This layer can also be used for gateways that are efficient
enough to process real- time processing. Fog Computing can

be used to increase the latency rate. Initial data processing
and real time decision can be processed here.

3) DATA MANAGEMENT / STORAGE LAYER
This is the main layer which is responsible for storing and
analyzing data. Since real-time processing is required in
analysis, so different third party tools can be combined here.
For example Spark, VoltDb, Storm etc. can be used for real
time processing. This layer is also capable for handling and
storing large amount of data in HDFS system. Different other
systems can be used for historical data query and analysis.
Both In-memory and offline data analysis takes place at
this layer. It can also be used for learning through different
machine learning algorithms. Predictions and pattern finding
also takes place in this layer.

4) APPLICATION
This layer is interface of all the meaning full information.
This last layer is connected with the real-time devices; hence
events generated are transferred to them. Reports and data
in form of charts and dashboards are displayed using this
layer. End users of this layer are government agencies who are
responsible to monitor pollution. This data is then utilized to
take important decisions. This layer can also announce all the
pollution related information. It is the interface where people
interact tomonitor the pollution statistics andmake decisions.

IV. METHODOLOGY AND ESTIMATION MODELS
A. REGRESSION TECHNIQUES
1) DECISION TREE REGRESSION
The process of non-parametric supervised learning for the
purpose of regression and categorization/classification is
termed as Decision Trees (DTs) [39]. The primary objective
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of the DTs is to yield a predictive model for the values of the
outcome variable with the help of simple decision rules that
have been derived from the essential features of the data.

Classification and regression trees (CART) do not calculate
the sets of decision rules, however, they are used for the quan-
titative outcome variable(s) [40]. By using the threshold and
characteristics that spawn the greatest amount of information
at each node, binary trees are developed by the CART.

2) RANDOM FOREST REGRESSION
The random forest ensures that every tree in the ensemble
is generated from a sample with replacement (bootstrapping)
from the training set [42]. Moreover, while a tree is being
generated, the selected split is the best split in a random subset
of features instead of being the best split among all alterna-
tives. As a corollary to this randomness, the bias of the forest
may increase a little bit, however, owing to the averaging, its
variance is usually reduced, which may compensate the rise
in the bias, leading to a superior model on the whole.

3) GRADIENT BOOSTING REGRESSION
The generalization of boosting to an arbitrary differentiable
loss function is termed as the GRBT [43]. It constitutes an
effective and precise solution that could be utilized for the
classification as well as the regression problems. Numerous
fields have found the pertinent applications of GRBT includ-
ing the ecology and the web search ranking.

4) ANN MULTI-LAYER PERCEPTRON REGRESSION
Through training on a dataset, the supervised learning algo-
rithm that learns a function f ():Rm →Ro is termed as
Multi-layer Perceptron (MLP), where o is the number of
output dimensions and m is the number of input dimen-
sions [44], [45]. Given a target y and set of features X=x1,
x2, xm, it may come to learn a non-linear function approxi-
mator for regression as well as classification. The presence
of one or more hidden layers between input and output
layers differentiates multi-layer perceptron from the logistic
regression.

B. IMPLEMENTATION MODEL
We have also designed an implementation model as shown
in Fig 2 which follows the architecture. Data is generated by
sensors through different devices located in the city for exam-
ple, pollution calculating devices. Initially, the data is filtered
and processed at the layer 1 to remove all the metadata.

This streaming data is provided to the system on layer 2
where real-time processing events take place. Moreover, this
data is stored to Hadoop application of different machine
learning algorithm, which help them in making real time
decisions.

C. DATA SET DESCRIPTION
We have used data set of different cities of China to evaluate
and compare the prediction performance of above mentioned
regression techniques for data of different regions and size.

FIGURE 2. Implementation model.

The dataset consists of five cities of China which include
Guangzhou, Chengdu, Beijing, Shanghai and Shenyang. The
data set period is from 1 Jan 2010 to 31st Dec 2015 [46].
It consists of different meteorological variables and
PM2.5 recorded from different locations. Table 2 contains
the details of dataset.

Data set contains 15 parameters mentioned as:
No (row number), year, month, day, hour, season,

PM2.5 concentration (ug/m3), Dew Point (Celsius Degree),
Temperature (Celsius Degree), Humidity (%), Pressure (hPa),
cbwd: Combined wind direction, Iws: Cumulated wind speed
(m/s), precipitation: hourly precipitation (mm),Iprec: Cumu-
lated precipitation (mm).

D. BASIC STATISTICAL ANALYSIS
Table 3 shows baseline characteristics of Data set showing
mean and standard deviation. Among them, Guangzhou’s
PM2.5 was 53 ug/m3

± 42 ug/m3 which was recorded as low-
est and PM 2.5 of Beijing and Shenyang were 85.6 ug/m3

±

83.5 ug/m3 and 78.7 ug/m3
± 75.9 ug/m3 which were

recorded as the highest respectively.
In order to evaluate the relation of PM2.5 with other metro-

logical variables, we have computed correlation matrix of all
the five cities. Table 4 shows the co-relation matrix results of
PM2.5 with other meteorological variables in Shanghai city
only.

During our experiments we have found that PM2.5 has
a negative correlation with temperature and also a negative
correlation with wind speed which depicts that lowering
the temperature increase the amount of PM2.5. In winters,
the PM2.5 level increases due to burning of fossil fuels
in China. We have showed the co-relation matrix of only
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TABLE 1. Limitations of air pollution forecasting techniques.

TABLE 2. Dataset description.

Shanghai city, data set of other cities may also be correlated
in the same way.

V. SYSTEM EVALUATION
A. TESTBED USED
We have conducted our experimentation on an i5 machine
running the Ubuntu 14.04 operating system. The algorithms
have been implemented using the Python Programming

Language and pre-processing and time series evaluation
was conducted using Panda. Machine learning algorithms
employed the scikit learn library - an open source machine
learning library. To plot graphs the plotly library has been
used. Evaluation of performance has been conducted using
sklearn metrics. All hyper-parameters are tuned using ten-
fold cross validationmethod and theGrid SearchCV function.
This function is capable of making an exhaustive search over
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TABLE 3. Baseline characteristics of dataset.

TABLE 4. Co-relation matrix of shanghai city.

TABLE 5. Comparison of regression techniques.

TABLE 6. Processing time in secs.

specified parameter values, defined by the user. In order to
evaluate the performance on Spark, we have used spark learn
library provided by DataBricks.

B. EVALUATION CRITERIA
We evaluate performance using the standard measures, MAE
and RMSE.

1) MEAN ABSOLUTE ERROR (MAE)
Mean absolute error is used tomeasure the averagemagnitude
of the errors in a set of data values (predictions), without
any consideration of direction [48]. In a test sample, MAE
is the average of the absolute differences between actual and

prediction observations. It is calculated as in Eq (2):

MAE =
1
n

∑n

j=1
(yj − ýj) (2)

where,
n = Number of observations
yj = Actual value
ýj = Predicted value

2) ROOT MEAN SQUARED ERROR (RMSE)
The RMSE is also used to calculate the average magnitude
of the error. It is obtained by taking the average of squared
differences between actual vs predicted values and taking the
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FIGURE 3. (a) RMSE for different regression techniques. (b) MAE for different regression techniques.

FIGURE 4. (a) RMSE for different regression techniques. (b) MAE for different regression techniques.

square root of the final result [48]. It is calculated as:

RMSE =

√
1
n
(
∑n

j=1
(yj − ýj)

2) (3)

In order to compare the datasets we normalize the RMSE as
follows [49]:

Normalized RMSE =
RMSE

ymax − ymin
(4)

where,
ymax =Maximum value of data set
ymin =Minimum value of data set

VI. RESULTS AND DISCUSSION
A. BEIJING CITY
Beijing city has the highest reported values of PM2.5 in
China. We have applied the aforementioned regression tech-
niques on Beijing city data set and predicted the maxi-
mum and minimum values of pollution in the city and
compared it to actual values. To do this we used the data from

1st Jan 2010 to 21 Dec 2015 for training, and predicted for
the next week on 22 Dec 2015 to 31 Dec 2015. Prediction
results for Gradient Boosting Regression (GBR), Decision
Tree Regression (DTR), Multi-layer Perceptron Regression
(MLP) and Random Forest Regression (RFR) are presented.
The poor perfomrance is supported by considering the error
rate calculation shown in Figure 4, showing the RMSE is 0.08
after normalizing, and a MAE of 29.3%, much higher than
other techniques. The RMSE and MAE obtained by using
MLPR is also high. Comparatively, DTR and RFTR have
performed much better for identifying the peak values on this
dataset. The RMSE achieved using Random Forest regression
is 0.0725 after normalizing and gives an MAE of 16%, much
better than both Gradient Boosting regression and Decision
Tree regression.

B. SHANGHAI CITY
For the city of Shanghai, the data was trained on pollution
values obtained from 1st Jan 2010 to 21 Dec 2015 and pre-
dictions were conducted for the next week on 22 Dec 2015
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FIGURE 5. (a) RMSE for different regression techniques. (b) MAE for different regression techniques.

FIGURE 6. (a) RMsE for different regression techniques. (b) MAE for different regression techniques.

to 31 Dec 2015. The results indicate that both Decision Tree
and Gradient Boosting regression were unable to accurately
predict the maximum values. The MAE and RMSE for all
methods are presented in Figure 6. The MAE obtained for
DTR and GBR was 22% and 17% respectively, while the
RMSE was 0.09 and 0.07 respectively. These values are
higher than the other two techniques. MLP performed much
better not only in identifying the peak values but also achieved
the lowest RMSE (0.03) and the lowest MAE (13.84%).
Random Forest regression performed almost as well as MLP,
resulting in an RMSE of 0.05 and an MAE of 17%.

C. SHENYANG CITY
Regression analysis has been performed on Shenyang city’s
data set and predictions obtained. The MAE and RMSE for
each of the techniques is presented in Figure 8. From the
graphs, it is clear that MLPR and RFR achieved the best
results for predicting the pollution levels in terms of RMSE.

MLPR resulted in a RMSE of 0.062, only slightly poorer than
the 0.059 obtained using Random Forests. The RMSE results
for GBR and DTR are similar (0.102 and 0.0872) and much
worse than the other two techniques. In terms ofMAE,MLPR
performs far better than all other methods, with a result of
13.65%, far superior to the results of Decision Tree regression
which achieved 21.3%.

D. GUANGZHOU CITY
Regression analysis was also performed on data obtained
from the city of Guangzhou and predictions obtained. Again,
the data for pollution values from 1st Jan 2010 to 21Dec 2015
was used to train the model and predictions calculated for
the next week on 22 Dec 2015 to 31 Dec 2015. The data
set is smooth with only one extraordinary peak at the start
on December 22, 2015. Observing Figure 10, it is evident
that GBR does not perform well in predicting the pollution
values in this data. Neither it could identify the peak values
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FIGURE 7. (a) RMSE for different regression techniques. (b) MAE for different regression techniques.

nor accurately predict pollution as a whole. The MAE for
Gradient Boosting regression was 27.8% while the RMSE
was 0.17, both much higher than all other methods, and
indeed poor performance when compared to all methods
on other cities. MLP and Random Forest regression were
again the best performing methods. MLP achieved an MAE
and RMSE of 12.2% and 0.045 respectively, while Random
Forest regression performed only slightly worsewith anMAE
of 13.1% and an RMSE of 0.05. The Decision Tree method
performed much better than GBR, ond only slightly worse
than Random Forests, with anMAE of 14.36% and an RMSE
of 0.06.

E. CHENGDU CITY
Predictions for the city of Chengdu, obtained by applying
the various regression techniques, are presented in figure 12.
The MAE for Gradient Boosting regression was 14% and
the RMSE achieved was 0.113. Random Forest regression
performed the best in accurately predicting the results. It
achieved an RMSE of 0.08 and an MAE of 10.5 %. MLP
can be seen to be the second best technique with an MAE
of 9.8 % and an RMSE of 0.108.

F. DISCUSSION
In the previous section, results of all the four regres-
sion techniques on different data sets have been presented.
The relationship between PM2.5 levels and meteorological
parameters has also been calculated and presented in preced-
ing section. It was found that PM2.5 has a negative correlation
with temperature and also a negative correlation with wind
speed which implies that lower the temperature of the city,
the higher the amount of PM 2.5 concentration in the city
will be. This can be explained by considering the fact that the
lower temperature causes the density of air to increase, thus
increasing the potential of more suspended particles in the
air. Dense air stays in the atmosphere for a longer time than
light air, and so the concentration of PM 2.5 is recorded as
higher at low temperatures. Similarly, when the wind speed
is high, PM 2.5 concentration is lower in the city. This is due

to the fact that higher wind speed causes the particles to be
washed away from the atmosphere of a particular location
where sensors are located. In winter, we observe the PM2.5
level in China increases, and this is likely to be due to the
burning of fossil fuels.

Of the four techniques tested, Decision Tree regression has
the advantage of being simple to understand and implement.
Furthermore, the processing time of Decision Trees compares
favorably to other techniques. However, it must be recognized
the performance does not compare well with other models –
the mean absolute error is between 8% to 21%, while RMSE
is between 0.06 to 0.24.

Random Forest regression is an ensemble method of
multiple trees. It reduces the overfitting of single trees by
combining several trees. This model was able to identify the
peak values. Moreover the processing time was also less than
other models. The MAE for the different data sets ranged
from 6% to 18 % while the RMSE ranged from 0.05 to 0.18.
Random Forest regression also performed well after hyper-
parameter tuning.

For the dataset, with a large amount of historic data,
Random Forest regression performs the best among all four
regression algorithms. We have validated our approach with
field trials and have shown the performance comparison
against different algorithms.

We have validated our approach with field trials and
have shown the estimation performances between different
algorithms.

The error rate computed for different data sets is presented
in table V. It is evident that the Gradient Boosting regression
method has the highest error rate compared to other three
regression techniques, for most of the data sets. The Random
Forest regression technique achieves the lowest mean abso-
lute error and RMSE.

Table VI presents the time, in seconds, taken by the differ-
ent regression models for learning and prediction on test data.
For evaluation, we have initially run the algorithms without
setting the parameters. The lowest processing time was taken
by Decision Tree regression and Random Forest regression
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when compared to Gradient Boosting regression and Multi
Linear Perception. We then performed hyper parameter tun-
ing on a Spark single node and calculated the results. It
was found that Random Forest regression has performed best
overall in terms of error time and processing rate.

VII. CONCLUSION
In this work, we have analyzed and compared four existing
schemes for solving the air pollution prediction issue. The
techniques were Decision Tree regression, Random Forest
regression, Multi-Layer Perceptron regression and Gradient
Boosting regression. We have compared the techniques with
respect to error rate and processing time. The simulation
results show that Random Forest regression was the best tech-
nique, performingwell for pollution prediction for data sets of
varying size and location and having different characteristics.
Its processing time was found mush lower than the gradi-
ent boosting and multi-layer perceptron algorithms. Further-
more, its error rate was found to be the least among all four
techniques. Although the processing time of Decision Trees
was found to be the lowest, its error rate remained higher than
most techniques and it was not able to properly identify the
data peaks in almost all data sets. In comparison, Random
Forest regression took less time than the other two techniques,
and just higher than Decision Trees; it also performed well in
identifying the peak values and accurately predicted the data
with a low error rate. Therefore, we can deduce the conclusion
that Random Forest regression was the best technique among
the four algorithms considered. Gradient boosting regression
has performed the worst of all algorithms, as it has achieved
highest processing time in almost all data sets and has given
a very high error rate in most cases.

VIII. FUTURE WORK
In the future, we aim to investigate the performance of these
techniques on the multi-core environment of Spark. Further-
more, we also intend to investigate the other factors effecting
the air pollution.
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