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ABSTRACT Nowadays with the rapid development of technologies, machine vision has been used widely
in various industries. The main applications of machine vision in industrial product lines are quality
control (QC) and quality assurance (QA). The intelligent defects and anomalies recognition throughout the
supply chain have come to be an integral part of quality control systems, in particular, in the food and
pharmaceutical industries. In these industries, it is a legal requirement in manufacturing processes which
can lead to minimizing the total number of defected products as well as maximizing the performance.
In this paper, the machine vision has been utilized to monitor and control the proper packaging of drugs in
pharmaceutical product lines. The main goal is counting the number of blister cards within a drug package.
To tackle this problem, a new model based on object detection, feature extraction, and classification is
proposed. Thanks to several strong approaches, such as the Haar cascade, HOG, ORG, Gabor wavelet, Radon
transform, KNN, and SVM, and the accuracy over 88% is achieved in our experiments.

INDEX TERMS Machine vision, quality control, object detection, object counting, Blister counting, SVM,
KNN, Radon transform.

I. INTRODUCTION
Quality control (QC) is a set of operations such as measure-
ment or testing which is applied to a product to determine
whether its specifications comply with technical standards
or not. One of the main duties of a quality control system
is to supervise production and in the case of any problem,
it should be capable to cease production line and prevent the
production of low quality or damaged products. The quality
of pharmaceutical products has great significance for health-
care services providers, assurance companies, standardiza-
tion organizations, and patients. As a result, its inspection
has become more crucial and urgent with increasing attention
[4], [61]. In addition, in order to achieve zero defect QC
systems, machine vision systems have emerged as intelligent
technologies for visual inspection of different attributes in
wide range industries [4], [61]. For examples, in [21] an
algorithm has been proposed for describing an automated
inspection system in order to test slate slabs by a 3D color
camera and study slate slab characteristics through using
some algorithms in computer vision. In their model, texture
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analysis had been used to extract required features before
applying a neural network classifier [21]. In [44], authors
proposed an algorithm of computer vision in order to mea-
sure and inspect O-rings. In their design edge detection was
followed by twomainmodules. The first module for detecting
a defect of O-rings and the second one for measuring its
dimension and thickness [44]. In [57], a plane for automatic
illusion regarding inspection system for robot vision was pro-
posed. In that system, through using of intensity histogram,
features were extracted and for amplifying the difference in
primary features, a submodule using a neural network was
deployed before sending it to the classifier. Then, they applied
the stacked auto-encoder as an amplifier to get the evolved
features just because those are more discriminative [57].
Afterward, assessment of brightness quality of the image
was interpreted to the problem of classification. The Soft-
max classifier was used for identification of image bright-
ness quality via final features that had been evolved [57].
In [61], an automated machine vision system (MVS) for
inspection of liquid medical injection was designed. In this
algorithm, a captured raw sequence of images was gained and
then an algorithm for segmentation was applied according to
the difference in image sequence by using a fuzzy cellular
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neural network (FCNN). Finally, particles and bubbles could
be distinguished from the image sequence via the method
of classification and moving tracking. In [59], a system for
automated optical inspection was developed. It contained
integrated linear motors [48], lighting device and CCD cam-
eras for detection of the area along with holes location on
a PCB. Drillings defects were classified into missing and
multi-holes as well as aperture error through the use of
recognition and matching approaches. In [12], at the first,
removing noise from a binary image was done using some
preprocessing methods then fabric defects could be detected
from a binary image through the labeling algorithm along
with size filtering. In the case of successive appearance of
defects, defects were saved in a memory queue. Extraction of
defects could be done when the storing comes to end.

A vision-based quality control system for pharmaceutical
factories is modeled in this work. To the best of our knowl-
edge, there is a few works concentrating on counting blister
cards within a drug package while moving in a conveyor belt.
So we targeted designing and developing such a system based
on computer vision techniques. In this paper, drug packages
are detected using some object detection algorithms such
as Haar cascades and template matching (TM) algorithms.
Afterward, features are extracted using HOG, ORB, Radon
transform andGabor wavelet. In the end, our algorithmwould
be finalized with SVM and KNN classifiers to make a deci-
sion about the number of blisters within a package. The rest of
this paper is constructed as follows: In Section II, we discuss
related works. In Section III, the methodology and proposed
model are introduced. Simulation results are then presented
in Section IV and finally, Section V contains conclusions.

II. RELATED WORKS
There are a lot of applications for object detection algorithms.
In [28], a novel method which is able to detect the face in
analog cameras was proposed [28]. First, an efficient method
for calculation of integral image via using of cumulative
line sum was implemented then, in order to avoid division,
an alternative approach found on compact integral image
generator was suggested. One of the most degrading fac-
tors in object detection problems is illumination variations.
An upgraded feature descriptor for better detection of objects
under different illumination condition, named Haar contrast
feature was proposed in [12]. This feature uses exactly the
Haar-like feature prototype and by using the normalization
factor, the feature was able to compute contrast. The nor-
malization factor was designed to show the average intensity
in a feature region. A new model for object detection was
evaluated in [28]. In that method, several innovative ideas
for Adaboost learning was presented. Firstly, non-adjacent
Haar-like features with all topological properties and sec-
ondly a new Adaboost algorithm based on topology were
suggested [19]. Thirdly, a scheme for tuning the parameters
of cascade for Adaboost cascade learning was presented.
Finally, the introduction of estimation of Gaussian kernel
density to Adaboost was done [19]. In [43], a method for

estimation of the Rotation, Scaling, and Translation (RST)
transforms, relevant to unknown images from their projection
was developed. To fulfill this goal, the Radon transform was
defined to encounter the problem of rotation using an angle
between 0 and 2π . The application of the algorithm can be
extended on spatial image sonogram. Moreover, the algo-
rithm is useful in raw data in projections. In [51], authors
tried to understand whether some pre-filters such as a curve
pre-filter and pre-filters for edge detection/smoothing were
able in object detection accuracy improvement of ORB or not
(without having a noticeable effect on the runtime). More-
over, a new survey on co-variance ellipses was done in order
to evaluate the performance of the filter and determining
the threshold in Hamming distance [51]. In the suggested
technique of denoising in [47], the noisy image was divided
into a great number of patches which were overlapped. Also
by use of Scale Invariant Feature Transform (SIFT), local
features were extracted from each patch. Afterward, for clas-
sification of the patches into two classes like flat patches
and texture patches, the Support Vector Machine (SVM)
was used. The texture patches proceeded through gradient
histogram preservation (GHP) and reconstruction of the flat
patches was done by sparse based denoising method analysis
K-means Singular Value Decomposition (K-SVD) [1], [47].
Lastly, through merging the final results of the denoising
tasks, the reconstructed image was gained. In [41], the goal
of the paper was to take a model based on clustering by
suggesting a different technique. In this method, a faster k
nearest neighbor (KNN) technique was developed to replace
the routine mean shift method. Moreover, for robustness,
ideas from ensemble consensus clustering were incorporated
considering hyperparameters. [42] presented two famous and
pioneer feature extraction methods that are being used. One
of these methods was Gabor wavelet based feature extraction.
This method is used in capturing orientation, frequency, and
locality. It also provides information about multi-resolutions
texture, both in spatial and frequency domains. The sec-
ond method was a statistical feature extraction method. This
uses texture-based feature extraction methods like the lin-
ear binary pattern (LBP), gray level co-occurrence matrix
(GLCM), the histogram of oriented gradient (HOG) and gray
level run length matrix (GLRLM). These methods show the
connection between the intensity of pixels in two images
or pixel group. Moreover, estimation of statistics of first-
and second-order related to the image properties was done
using this method [42]. Apart from segmentation and tumor
detection, with respect to this application, a research about
how effective and complex feature extraction methods are,
was done.

III. METHODOLOGY
The main task of a quality control system is to super-
vise production procedure to prevent any defect and dam-
age in final goods. In this paper, a new model for blister
counting in the pharmaceutical production line is presented.
The proposed algorithm is divided into three main steps:
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FIGURE 1. Block diagram of our proposed algorithm for counting blister
cards within drug packages.

object detection, feature extraction, and classification. Object
detection is implemented using Haar cascade and template
matching (TM) methods while feature extraction is done
by HOG, ORB, Gabor Wavelet [4], [5], [26], and Radon
transform [4], [38]. At the final step, features are fed into
SVM and KNN classifiers to make a decision among four
defined classes Null, One, Two, and Three which are the
number of blisters cards may be found in a drug package.
Fig. 1 shows the block diagram of our proposed algorithm.

A. DATASET
For designing an efficient machine vision system, every
aspect of the procedure from the dataset to the implementa-
tion phase should be considered accurate. In this work, to gen-
erate a proper dataset, several important terms were taken
into consideration: intensity and color of the light source,
angle of view, distance, and moving object’s speed. Since

FIGURE 2. Some selected samples from our database: DB1. (a) Null,
(b) one, (c) two, and (d) three.

FIGURE 3. Some selected samples from our database: DB2.
(a) Null-Type A, (b) one-type B, (c) two-type A, and (d) three-type B.

the rate of emitted light varies depended on environmental
conditions, gathering samples in different light intensities and
colors was done. In addition, angles between the camera and
a drug package and their distances have great significance.
Due to the fact that a drug package is carried by a conveyor
belt, when a camera is located in front side with a fixed angle
it can capture images in different angles linearly. In order to
emphasize scalability, we also changed the distance between
the camera and a package in database creation steps. As a
result, two databases named DB1 and DB2 were created.
In Figs. 2 and 3, some samples are depicted. Fig. 4 also
indicates more information about data distribution for all
classes.

For object detection problem DB1 and DB2 are deployed
while for the classification problem, the bounding box
Ground truth information of drug packages are required for
all images in DB1 and DB2. This information was cre-
ated using powerful annotation software: the LabelImg [55].
As a result, two databases named DB3 and DB4 were also
developed. These new databases include all patches of drug
package images according to DB1 and DB2, respectively.
We use DB3 and DB4 in the learning phase of our proposed
classifiers.
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FIGURE 4. Distribution of samples in each class in our dataset (DB1 and
DB2).

TABLE 1. Template matching (TM) list with descriptions.

B. OBJECT DETECTION
The main step of our model which presented before is the
object detection. In this paper, some important template
matching algorithms and Haar cascade are used in order to
compare detection accuracy. Some different types of template
matching algorithms are described in the next section. After-
ward, the Haar cascade algorithms will be explained in detail.

1) TEMPLATE MATCHING
Template matching (TM) is a technique to find a small
object from an image which matches to a template object
[20]. It compares a template image with sliding a window
throughout an input image to probe the most similar window
[20]. In TM, the procedure usually is run with zeros padding
operation in the reference image and exploring the center
point of a template image [20]. Table 1 shows TM methods
of OpenCV libraries [40] that are implemented and compared
in our work.

2) HAAR CASCADE
A very successful method of Viola and Jones [56] is the
typical cascade classifier [13]. The technique starts with Haar
features phase in which an object detection is done using a

FIGURE 5. Haar-like features [13].

high differentiator between a non-object and an object [13].
The procedure of object detection from this method con-
sists of four main parts: integral image, Haar-like features,
adaptive boosting or the Adaboost and cascade classifier
combination [37].

Fig. 5 shows the Haar-like characteristics by default. These
can be used with all scales in the boosted classifier and
computed so fast from an integral version of the image to be
detected [13].

The difference between the sums of pixels of the dark area
calculates this feature using below formula [13], [15]:

F(Haar) =
∑
area

FWhite −
∑
area

FBlack (1)

where
∑

area FBlack is the sum of pixels of the dark area and∑
area FWhite is the sum of pixels of the white area. As the

Haar-like features get higher than a predefined threshold, this
means that an object (or more) is within the area.

In order to filter a large number of objects within the
image efficiently, the Integral image technique is used [15].
It is used for calculating the amount of the Haar like fea-
ture rapidly via modifying each pixel into a new image
representation [16], [50]. In the input image, each pixel of
the integral image has an amount which is built up from the
top and left of the pixel position [16].

The Adaboost is a widely used classifier to train a large
number of features. In the detection process, instead of only
one kind of feature, different types of features with various
scales and positions are used. That is why the calculation
in the detection process slows down [63]. It is an algorithm
which is used in the Viola and Jones [56] method in detection
procedure in order to decrease the number of features which
are not relevant. Usually, Adaboost is used to find features
that have a high degree of differentiation [63]. This algo-
rithm urges to find these features via evaluating every feature
against the training data using the feature values. Most effi-
cient features have the highest boundary between an object
and non-object [16]. It is deployed to enhance the classifica-
tion performance with simple training and combining a lot of
weak classifiers into just one strong classifier [26]. A weak
classifier has a correct answer but with a degree of truth which
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is less accurate, comparing to a strong classifier which has a
correct answer with an accurate degree of truth [26].

Viola and Jones [56] also introduced a classifier with cas-
cade structure in order to speed up the detection step [37].
The Adaboost learning algorithm selects a group of Haar like
features in each stage of cascade. While detecting almost all
candidates in the first stages, the classifier is trained to decline
most of the negative subwindows [8], [39]. This structure can
accelerate the detection process greatly as most of negative
images can be thrown away during the first two or three
stages and the computation can be focused on just object like
subwindows [37]. The stage classifier evaluates subwindows
in sequences and in each stage the result of each Haar-like
features is accumulated [19]. The accumulated value is com-
pared with a stage threshold value when all the features in the
stage are computed. This is done to see whether the current
subwindow is an object like candidate or not. In the case
that the result of the previous stage is positive, the next stage
will be activated. In order to determine if the subwindow
contains an object, the candidate should pass all the stages in
the cascade. To implement Haar cascade classifier, we used
OpenCV libraries [28].

C. FEATURE EXTRACTION
After detection of a drug package, proper features should
be extracted from it. In this work, some strong methods
such as HOG, ORB, Radon transform and Gabor wavelet are
candidates to tackle this issue.

1) ORB FEATURES
Combination of the Feature from Accelerated Segment
Test (FAST) key point detector and Binary Robust Inde-
pendent Elementary Features (BRIEF) descriptor with some
changes is called ORB [51]. Two main features of ORB
which can be highlighted are being resistant to noise and
rotation invariant [25]. Legacy experiments evidently demon-
strate how ORB is more than two orders of magnitude faster
than SIFT, while performing as well in many situations [25].
Bymodifying the intensity threshold between the center pixel
and pixels in a circular shape ring around the center, a set
of binary tests over a patch is implemented by the original
FAST proposal [17]. To evaluate the corner intensity, the Har-
ris corner measure has been used [25]. Computation of the
moment mpq of the patch Ip and centroid C can be done by
Equations 2 and 3 [17], [51]:

mpq =
∑
x,y

xpypI (x, y) (2)

C = (
m10

m00
,
m01

m00
) (3)

The relative orientation of the patch can be defined via the
construction of a vector which starts from the patch center O
and ends at the centroid C as below [17], [51]:

ω = Atan2(m01,m10) (4)

The patch description has been provided starting from the
BRIEF operator, a bit string representation constructed from
a set of binary intensity tests. Given a smoothed image patch
Ip of an intensity image, a binary test can be performed
as [17], [51]:

τ (Ip, x, y) =

{
1 Ip(x) < Ip(y)
0 Ip(x) ≥ Ip(y)

(5)

The final feature of image patch Ip, b(Ip) is also defined as
a weighted summation of n binary tests [17], [51]:

b(Ip) =
∑
1≤i≤n

2i−1τ (Ip, xi, yi) (6)

The intra patch locations for the tests, therefore the choice
of vector influences the quality of the descriptor itself
[17]. Some sampling tests from 5 × 5 subwindow of the
31 × 31 patch window which have been chosen for the
descriptor, running each test opposed to all training patches
could be a solution for this. The result is a predefined set
of 256 tests called Binary Robust Independent Elementary
Features (BRIEF) [25], [51].

L =
(
x1, . . . xn
y1, . . . yn

)
(7)

Area Filtering: After running a TM algorithm, we have
one object which can be either the true or false object but
the output of Haar cascade could be multi-objects (which are
detected by the algorithm) or nothing. After implementing
the Haar cascade method on the input image area, a filter-
ing process is done to reject an unwanted object which is
detected. The area filtering is done to reject objects that are
considered too small or very large to be the correct object.
Assuming the width and height of the detected object is W0
and H0 respectively, the area is A0 = W0×H0 and according
to Equation 8, an appropriate object is held (H ) while others
will be removed (H ):

AS =


H A < α

H α ≤ A ≤ β
H A > β

(8)

where AS is the selected area and α and β are pre-defined
thresholds.

2) HOG FEATURES
For taking out the features in a video frame, Histogram
Oriented Gradient (HOG) [15] is also considered in our work.
The HOG is a feature descriptor that attracts a lot of attention
in object recognition applications [30], [49]. The band gesture
is distinguished and classified by HOG descriptors through
a distribution of pixel gradients in the cell [30]. By using
magnitude and direction of the gradient of a pixel, every
single cell of the image has a histogram constructed [30].
The intensity i(x, y) at every single cell of the input image
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is used for calculating Gradient m(x, y) and its orientation
θ (x, y) [22], [24], [29], [53], [60]:

m(x, y) =
√
f 2x (x, y)+ f 2y (x, y) (9)

θ (x, y) = tan−1
fy(x, y)
fx(x, y)

(10){
fx(x, y) = I (x + 1, y)− I (x − 1, y)
fy(x, y) = I (x, y+ 1)− I (x, y− 1)

(11)

According to the gradient m(x, y) and its direction θ (x, y)
in each cell of p×p pixels, generation of a weighted histogram
of the gradient of intensity is done [22], [27]. At this stage
direction of gradient m(x, y) is quantized θ to N orientations
and afterward generation of histogram of oriented gradients
becomes complete [10], [45]. At the last stage, normalization
of the histogram is done [27], [54]. Here each count of the
histogram is divided by sum of HOG features in the cell q×q
[22], [24], [29], [53], [60]:

vni =
vi√∑q×q×N

k=1 v2(k)+ ε2
(12)

where vni represents n′th HOG features and ε is a near zero
constant which is added to prevent the division by zero [22].

3) RADON TRANSFORM
There is an operative technique in the analysis of signal
between the spatial domain and its projection space called
Radon transform which is defined as an integral transform
including the integral of the function over straight lines in
each image [3], [32]. For a 2D image f (x, y), Radon transform
is described as [2], [4], [6], [7], [32], [33], [36]:

g(r, θ) = <(f (x, y)) =
∫∫

(f (x, y)δ

× (r − xcos(θ )− ysin(θ))dxdy (13)

In which the distance between the origin and the projection
line is r . The projection angle is shown by θ and δ() denotes
the pulse function [9], [43].

4) GABOR WAVELET
A very useful tool for analyzing texture such as image
retrieval classification and segmentation is Gabor
wavelet [34]. Its filter bank is one of the most practical tools
for extracting directional textural features [34]. In the case
that a Gabor function is used as themother wavelet, the Gabor
wavelet (GW) can be contemplated as a wavelet trans-
form [46]. For 2D signals, a bidimensional Gabor wavelet
is defined as below [5], [18], [42]:

gw,θ (x, y) =
1
√
σv

exp (−
v2

2σ 2
v
)

1
√
σu

exp (−
u2

2σ 2
u
) (14)

where [2], [33], [36]:

u = xcos(θ )+ ysin(θ) (15)

v = −xsin(θ )+ ycos(θ ) (16)

Here σv and σu are scale parameters in the direction of the
wave and in orthogonal direction respectively [5]. At each
point (x0, y0) a pixel neighborhood I (x, y) of size w × w
is considered [5]. I (x, y) represents the image intensity at
pixel (x0 + x, y0 + y) [5]. At first, according to Equation 17,
I (x, y) should be normalized to a new image I ′(x, y) with
constant energy [35]. In this formula, m(x0, y0) denotes the
mean value of I (x, y) while v(x0, y0) indicates its variance
[2], [5], [33], [36]:

I ′(x, y) =
V

v(x0, y0)
[I (x, y)− m(x0, y0)] (17)

So after the normalization process, the mean value of
I ′(x, y) is equal to zero and its norm is V = 1 independence
of a point (x0, y0). Afterward, computation of the local pro-
jections of I ′ on each filter of the bank is done. The projection
of I ′ on a Gabor wavelet of frequency w and direction α is a
complex number αw,α [2], [5], [33], [36]:

αw,α =

∫ W/2
−W/2

∫ W/2
−W/2 I

′(X ,Y )gw,α(x, y)dxdy

‖gw,α‖
(18)

Aw,α =
1
W 2Real(αw,α) (19)

Now the following features can be obtained for a given
point (x0, y0):

(w, θ) = Arg maxAw,α (20)

where w and θ are the estimated frequency and orientation in
the sub-image, respectively.

D. CLASSIFICATION
The last part of our blister counting algorithm is feeding
extracted features into a proper classifier. In our work, KNN
and SVM are selected for this goal. KNN includes simple
implementation and its performance of classification is sig-
nificant. In comparison, the transformation of a nonlinearly
separable problem into a linear one can be done by the SVM.
In the next sections, we describe the SVM and KNN models
in more details.

1) SVM
A powerful machine learning method which was developed
in the early 1990s is called Support Vector Machine or SVM
[23], [58]. The method is based on the projection of data into
the feature space and then probing the separating hyper plan
[23], [58]. Furthermore, the transformation of a nonlinearly
separable problem into a linearly separable problem can be
done using SVM. The initial SVM which is designed for
binary classification applications is not usable in problems
with multi-classes classification [23], [58]. Currently, SVM
is one of the greatest methods for different classification
tasks including text, voice, image data and etc. By designing
suitable kernel functions, it can be applied in complex data
types. Below are some of the general kernels which are used
in such data [14], [47]:
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pth Degree Polynomial

K (xi, xj) = (xi, xj + 1)p (21)

Radial bases (RBF) [14], [47]:

K (xi, xj) = e−‖
xi−x

2
j

2σ2
‖ (22)

Multi-layers perceptron (MLP) [14], [47]:

K (xi, xj) = tanh(βxi.xj + δ) (23)

The objective function of the dual problem should
be maximized. So the dual problem is defined as
Equation 24 [14], [47]:

W (α) =
∑
i

αi −
1
2

∑
i

∑
jαiαjyiyjK (xixj)

i, j ∈ 1, · · · , n (24)

where 0 ≤ αi ≤ C ,
∑

i αiyi = 0, xi is the region index,
and xj is the color index. After solving, the α matrix can
be found [14]. The bias and y-classification are shown as
Equations 25 and 26:

b =
1
‖s‖

∑
i

[yi −
∑
j

αjyjK (xj, x)] (25)

y = sign(
∑
i

αiyiK (xi, x)+ b) (26)

In which the nonzero value of α matrix is shown by s and x
denotes the input matrix. Finally, making a decision about the
class of input data can be achieved depending on the sign of
the classifier.

2) KNN
The K-nearest neighbors or KNN is a very popular method
in data mining and statistics [11], [41]. It is a method that
calculates distances among all training samples and every test
samples [11], [41]. Then we have the nearest neighbor of all
test samples. The label of each sample is assigned using a
majority rule. It is clear that KNN has simple implementation
and results show that it has a great implementation perfor-
mance [11], [41]. The KNN contains two major steps [11],
[31], [41]: allocation of optimal samples [62] and allocation
of different optimal values of k for different samples in test
data [62]. To select the optimal k in KNN great efforts have
been put [11], [31], [62]. For example in [31], authors indi-
cated that the optimal value for K in all test samples could
be K =

√
n with n > 100 (n is the number of samples were

involved in the training phase).

E. ACCURACY
The performance of a method could be evaluated using dif-
ferent evaluation metrics. Some of these metrics such as
accuracy, specificity, sensitivity, precision, average accuracy,
Jaccard index record, Dice coefficient, and F1 score are
defined in Table 2 [52]. In these expressions, TP stands
for True Positive which is the number of samples that are

TABLE 2. Evaluation metrics [52].

classified correctly that belongs to one of the classes. TN or
True Negative is the number of samples which are classified
correctly and does not belong to any of classes. False Pos-
itive (FP) is the number of samples which are misclassified
to one of the classes or number of samples that are classified
into the class that they do not belong to that class. Finally,
FN which stands for False Negative is the number of samples
that don’t belong to any classes but classified as it belongs to
one of the classes. In this work, Accuracy was used to make
a comparison among different approaches.

IV. EXPERIMENT AND RESULTS
In this paper, template matching (TM) and Haar cascade were
used for object detection. Also for feature extraction, ORB,
Radon transform (RT), Gabor wavelet (GW), and HOG were
applied. Finally, in the classification section, we used KNN
and SVM. Results have been tested on DB1 to DB4 (See
Section III-A) using Python and OpenCV environment.

A. DETECTING A DRUG PACKAGE
Drug package detection algorithm tries to find the location
of a drug package in the input frames. Each detected object
in frames has a different width and length. The number of
detected objects may also vary. Frames which have been
extracted from the video may contain a drug package with
a background or background itself. In this paper, six TM
methods named CV_TM_SQDIFF, CV_TM_SQDIFF_NORMED,
CV_TM_CCORR, CV_TM_CCORR_NORMED, CV_TM_CCOEFF,
CV_TM_CCOEFF_NORMED and Haar cascade were compared
for detection of a drug package. In the next section, discus-
sions and comparisons among all TM methods with achieved
results of Haar cascade algorithm on DB1 and DB2 are
presented.

1) DETECTING A DRUG PACKAGE: TEMPLATE MATCHING
In this section, a comparison among all TM methods men-
tioned in previous sections is drawn. In this regard, Fig. 6
demonstrates different results of TM algorithms. The statisti-
cal results of these algorithms are also shown in Table 3 and
Table 4. Found on results of these tables, it is evident that TM
algorithms are not capable enough to get accurate results.It
can be viewed that the best accuracy about 51.74% has been
achieved by TM_CCOEFF_NORMED for 500×700 images while
other TM algorithms got lower accuracies in comparison.
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FIGURE 6. Detection of a drug package based on template matching.
(a) TM_CCOEFF_NORMED in DB1 (b)TM_CCOEFF_NORMED in DB2 (c)TM_CCOFF in DB1
(d)TM_SQDIFF in DB1 (e)TM_SQDIFF_NORMED in DB1 (f)TM_CCOFF in DB1.

TABLE 3. TM algorithms comparison for a drug package detection in DB1.

TABLE 4. TM algorithms comparison for a drug package detection in DB2.

2) DETECTING A DRUG PACKAGE: HAAR CASCADE
An important point that should be considered is that despite
having powerful methods for feature extraction and classifi-
cation, we will not have a high accuracy counting system in
the case of failure in the drug package detection step. For this
purpose, in the object detection stage of the proposed algo-
rithm, we have used Haar cascade method. In order to have
a wider presentation of obtained results, not only Accuracy
but also Specificity, Recall, Precision, Jaccard-index score,
Dice coefficient, and F1- score are demonstrated in Table 5.
Table 5 shows the fact that the accuracy of the smaller dataset
(DB1) with single package type outweighs the larger dataset

FIGURE 7. The drug package estimated position vs. video frame for a
sample video (video 1 with image size 150×250). (a) x-Axis (horizontal
variation) and (b) y-axis (vertical variation).

TABLE 5. Using Haar cascade for a drug package detection.

with two types A and B. For example, it is about 90.07% for
500× 700 images in DB1 comparing to 84.60% for the same
sizes in DB2.

3) DETECTING A DRUG PACKAGE: COMPARING HAAR
CASCADE AND TMS
In order to make a wider comparison between Haar cascade
and TMs, Fig. 7 is depicted. In this new experiment, a sample
video (Video 1) is used. It contains a moving object (a drug
package) that is moving horizontally from the right to left and
stop at its end. X andY in Fig. 7 (a) and (b) are estimated posi-
tions of the drug package throughout the Video 1. Obtained
results indicate that the proposed Haar cascade algorithm
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FIGURE 8. Feature extraction based on Radon transform for Null & One. (a) A detected drug package (Null). (b) Masked image (Null).
(c) Radon transform (Null). (d) Masked RT (Null). (e) A detected drug package (One). (f) Masked image (one). (g) Radon transform (one).
(h) Masked RT (one).

accurately tracks the object position and outperforms all TM
methods strongly. Consequently, it would be a proper choice
in object detection stage in our model.

B. COUNTING BLISTER CARDS: FEATURE EXTRACTION
AND CLASSIFICATION
After object detection, its proper features should be extracted.
For this purpose, Radon transform (RT), Gabor wavelet, ORB
and HOG were implemented. Fig. 8 and Fig. 9 shows the
generated output using RT. In this stage, Radon function
is deployed for the masked image resulting from the Haar
cascade algorithm. Due to the fact that blister cards within a
package are located horizontally, the angle ranges around π

2
havemore important information about the directional pattern
and its variation. Therefore in order to reduce the size of
the feature vector and also increase run time performance,
a small patch which named Masked RT is extracted around
the π

2 from RT sinogram. Fig. 8 and Fig. 9 show the results
of applying RT on the masked input image.

It has been shown in these figures that Masked RT images
follow special patterns for each class: Null, one, Two and
Three. We found that the number of dark cloud points in
Masked RT images are equal with the number of blister cards
so outputs from RT potentially can lead to an acceptable
distinction between all classes. As a result, we have used this
feature of RT for counting blister cards.

Besides, in order to draw a wide comparison, simulation
results for all proposed feature extraction methods including
GW, ORB, HOG, and RT are presented in Table 6 and Table 7
for Ground truth drug package image datasets (DB3 and
DB4). After applying a feature extraction algorithm, feature
vectors should be fed into a classifier. In this work, two strong
classifiers SVM and KNN are candidates to tackle decision
making task among four defined classes. In our experiments,
DB3 andDB4were split in to train and test dataset by 0.8 split
ratio. Based on achieved results, our proposed approach based
on RT outperforms all other methods with the accuracy of

TABLE 6. Classification results (in percent) for DB3 (Ground truth (GT)
drug packages).

TABLE 7. Classification results (in percent) for DB4 (ground truth (GT)
drug packages).

about 100%. Regarding classifiers, better results were evi-
dently obtained by KNN in comparison to SVM. It implicitly
shows that our data set would not be easily separable using
the SVM decision planes. In fact, the SVM deploys linear
hyperplanes to discriminate all classes while the KNN is
capable to produce a highly convoluted decision boundary as
it is driven by the raw training data itself.

In addition, Fig. 10 demonstrates a deeper comparison
between two superior feature extraction methods: RT and
HOG via depicting confusion matrix results. It can be
observed that HOG experienced more challenge to discrim-
inate among Null & One and also One & Two classes.
This ultimately decreases total accuracy for HOG comparing
to RT.

At the last stage, simulation results have been pre-
sented for all steps from the object detection to the fea-
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FIGURE 9. Feature extraction based on Radon transform for Two & Three. (a) A detected drug package (two). (b) Masked image (two).
(c) Radon transform (two). (d) Masked RT (two). (e) A detected drug package (three). (f) Masked image (three). (g) Radon transform
(three). (h) Masked RT (three).

FIGURE 10. Confusion matrix for Top-2 feature extraction approaches: RT and HOG. (a) Confusion matrix of Radon transform
and (b) confusion matrix of HOG.

TABLE 8. The prediction accuracy (in percent) comparison for our
proposed blister counting system.

ture extraction (RT) and classifications in Table 8. The
scenario was implemented for original datasets DB1 and
DB2 rather than DB3 and DB4. Due to the degrading effect
of object detecting step in our cascade system, achieved
accuracies in this stage is lower than previous experiments
in Tables 6 and 7.

V. CONCLUSION
The inspection of different elements in packaging systems for
a pharmaceutical product is aimed at ensuring that medicines

will hand over safely to end users and patients. To the best
of our knowledge, there is no similar work in the literature
that fully concentrated on blister counting in product lines.
Therefore, the innovative and new model for blister counting
in drug production lines was presented in this paper. Our
model included the object detection, feature extractions and
classificationsmethods to solve a challenging object counting
problem. The object detection is a very important step in our
proposed system. For object detection, we have compared
template matching (TM) and Haar cascade algorithms. It has
been observed that the TM algorithms could not result in a
proper accuracy and in the best scenario just reached about
50% while Haar cascade led to acceptable accuracy around
90%. Afterward, in the feature extraction step, several strong
methods such as Radon transform, Gabor wavelet, HOG and
ORB algorithms have applied. Obtained results indicated
that Radon transform outperformed others while HOG was
the second best. In the classification stage, the SVMandKNN
have been used. In comparison to SVM, better results were
relatively obtained with KNN. Ultimately, the total accuracy
ofmore than 88%was obtained based on our best model using
Haar cascade, Radon transform, and KNN.
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Todays, deep learning methods are achieving state-of-the-
art results in a lot of scientific problems. Specially, Convo-
lutional Neural Networks (CNNs) have been used for many
challenges in computer vision. CNN obtained outstanding
performance on different tasks, such as visual object recogni-
tion, image classification, handwritten character recognition
and more. CNNs are fully data-driven and can retrieve hierar-
chical features automatically by building high-level features
from low-level ones, thus obviating the need to manually
customize hand-crafted features. In the future works, we are
going to deploy deep learning algorithms to improve the
accuracy of our object counting system as much as possible.
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