
Received April 6, 2019, accepted June 11, 2019, date of publication June 21, 2019, date of current version July 9, 2019.

Digital Object Identifier 10.1109/ACCESS.2019.2924218

Hybrid Micro Genetic Multi-Population
Algorithm With Collective Communication
for the Job Shop Scheduling Problem
MARCO ANTONIO CRUZ-CHÁVEZ 1, MARTÍN H. CRUZ ROSALES2, JOSÉ CRISPÍN
ZAVALA-DÍAZ2, JOSÉ ALBERTO HERNÁNDEZ AGUILAR2, ABELARDO RODRÍGUEZ-LEÓN3,
JUAN CARLOS PRINCE AVELINO4, MARTHA ELENA LUNA ORTIZ5,
AND OSCAR H. SALINAS6
1Research Center in Engineering and Applied Sciences (CIICAP), Autonomous University of Morelos State, Cuernavaca 62209, México
2Faculty of Accounting, Administration and Informatics (FCAeI), Autonomous University of Morelos State, Cuernavaca 62209, México
3Department of Systems and Computing (SyC), Veracruz Institute of Technology, Veracruz 2779, México
4Department of Mechanic Metal (DMM), Veracruz Institute of Technology, Veracruz 2779, México
5Department of Research and Technological Development (IDT), Emiliano Zapata Technological University of Morelos State, Emiliano Zapata 62760, México
6Academic Division of Information and Communication Technologies (DATIC), Emiliano Zapata Technological University of Morelos State, Emiliano Zapata
62760, México

Corresponding author: Marco Antonio Cruz-Chávez (mcruz@uaem.mx)

This work was supported in part by the Thematic Collaboration Networks of PRODEP through the SA-DDI-UAEM/15/451 Project, from
2015 to 2016.

ABSTRACT This paper presents a hybrid genetic algorithm with collective communication (HGACC) using
distributed processing for the job shop scheduling problem. The genetic algorithm starts with a set of elite
micro-populations created randomly, where the fitness of these individuals does not exceed a tuned upper
bound in the makespan value. The computational processes distribute the micro-populations collectively.
In the micro-populations, each individual’s search for good solutions is directed toward the solution space
of the fittest individual, identified by an approximation of genetic traits. In each generation of the genetic
algorithm, the best individual from each micro-population migrates to another micro-population to maintain
diversity in populations. Changes in the genetic sequence are applied to each individual by the simulated
annealing algorithm (iterative mutation). In this paper, the results obtained show that the genetic algorithm
achieves excellent results, as compared to other genetic algorithms. It is also better than other non-genetic
meta heuristics or competes with them.

INDEX TERMS Genetic approximation, hamming distance, processes, barrier, landscape, micro-population.

I. INTRODUCTION
The Job Shop Scheduling Problem (JSSP) has a variety of
applications in the manufacturing industry, one of which is
found in the maquiladora industries. The problem is to find
the optimal scheduling with fixed limited resources. The
resources are the machines that execute the jobs required by
the manufacturing system. Each job requires a certain num-
ber of operations. Finding an optimum scheduling for these
machines, enables great savings in the use of resources, this
can increase production while requiring less resource invest-
ment. This means manufacturing companies can increase
productivity. In complexity theory, the JSSP is classified as
an NP-complete problem [1], making it a very interesting
problem for the scientific community.

The associate editor coordinating the review of this manuscript and
approving it for publication was Shankarachary Ragi.

There are several strategies to accelerate the search for
good solutions in the JSSP which use hybrid genetic algo-
rithms (GA) or GA with distributed processes. In [2] include
priority rules within the genetic evolution process with a
hybrid heuristic, in order to obtain the shortest processing
time to reduce the search space. They also include a local
search to improve GA performance. In [3] present a hybrid
genetic algorithm, which constructs schedules using a prior-
ity rule. The priorities are defined by GA itself, where the
applied crossover is via a procedure called parameterized
active schedule. This procedure prevents a premature GA
convergence and applies a local search heuristic to improve
solutions. In [4] propose several genetic operators for a hybrid
genetic algorithm. They propose a new crossover operator
which works as a function of the machines present in the
JSSP. They also propose amutation operator whichworks as a
function of the critical path to increase diversity in the micro-
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population, which helps local optimal solutions stand out.
They also propose a local search operator that improves the
performance of GA. In [5] propose a hybrid genetic algorithm
with a multi-parent crossover which recombines more than
two parents to obtain a single new offspring. In [6] present
a simulation of a parallel quantum genetic algorithm model,
in which they propose a migration scheme that applies a
control strategy between universes (sub-populations). They
also apply a quantum crossover strategy, where they transfer
fitness information of one or more individuals from universe j
to universe i. This transfer influences the evolution of uni-
verse i and uses a coarse grained parallel model in the GA.
In [7] present an agent-based parallel approach with a genetic
algorithm, where the initial micro-population and GA are
executed by agents of JADEmiddleware. The communication
between agents is via message passing within the island
model. The micro-population is divided into small subpop-
ulations and the best individuals migrate between islands.
In [8] present a hybrid parallel micro genetic algorithm
based on the combination of a GA with asynchronous colony
and a GA with autonomous immigration. An autonomous
migration operator is applied to exchange the best solution
in the system. It uses two types of populations, large and
small, and applies a coarse grained parallel model (island
model). It adapts the system, on each island setting up three
asynchronous colonies and one master colony. In [9] present
a parallel hybrid GA with specialized crossover and muta-
tion operators which use path-relinking concepts and taboo
search. The GA uses model islands (independent subpop-
ulations) of an initial population of size N. It creates a
subset L which consists of the best individuals from each
island, evaluated in every iteration of the GA on each island.
If the fitness stagnates, the Hamming distance is calculated
for all the individuals of L. In this case, two subpopula-
tions are merged which reduces the number of subpopula-
tions. The thread continues until there is a single population
of size N. The results presented are benchmarks of small,
medium and large size, and they are quite good. They have
less than 2.5% RE for big problems, but do not present a
study of the efficiency (speedup) of the parallel algorithm.
In [10] present a parallel and agent-based local search genetic
algorithm. The researcher applies a parallel local search by
means of a multi agent system, each agent possessing a
special behavior. Asadzadeh uses JADE middleware to build
agents that communicate with each other in a peer-to-peer
manner. The island model is used to implement the GA.
The micro-population is divided into small subpopulations
and the migration of the best individuals between islands
is realized. The local search procedure uses the neighbor-
ing search variable method. In [11] present a hybrid island
model genetic algorithm and proposes a naturally inspired
self-adaptation phase strategy, which obtains a better balance
between exploration and exploitation in the search within the
solution space. The best individuals are selected to conduct
a local search process and the worst individuals to conduct
a global search process. The roulette operator is applied for

selection in the migration of individuals. A coarse grained
parallel model is used in the GA. In [12] present an island
model genetic algorithm and proposes an inspired evolution
model with different evolution methods. A naturally inspired
migration selection mechanism is proposed, where the worst
individuals are the first to migrate to other populations. This
is done to improve the search for better solutions and to delay
convergence. In [13] present a parallel artificial bee colony
algorithm, where there are several colonies in different hosts
of the network and exists communication between colonies
by a dynamic migration strategy to determine when a colony
must communicate with each other. In [14] present an island
model memetic algorithmwith a new naturally inspired coop-
eration phase to improve the exploitation capabilities of an
island model. Several techniques are applied to improve the
exploration capabilities, such as a diversity-based population,
an incest prevention-based tournament selection method, and
a similarity-and-quality based replacement method. In [15]
present a hybrid algorithm that combines three heuristics, ant
colony (AC), simulated annealing (SA) and GA, and it is
executed in parallel with OpenMP directives. AC generates
initial population, while in SA the perturbation is performed
using the crossover genetic operator. Each offspring replaces
parents using acceptance criterion in SA.

In this paper, a hybridmicro parallel genetic algorithmwith
collective processes communication is applied using theMes-
sage Passing Interface (MPI). The parallel model used is the
master-slave. The crossing in each micro-population is done
using a genetic approach oriented toward the best individual
of the micro-population. Iterative mutation is applied to each
individual by means of the simulated annealing algorithm.

This paper is structured in the following manner.
Section one gives a brief introduction. Section two
describes the mathematical model and disjunctive formu-
lation of the job shop scheduling problem that is used.
Section three presents the proposed Hybrid Micro Genetic
Algorithm Multi-Population with Collective Communica-
tion. Section four shows the experimental results for some
benchmarks of JSSP. Finally, the conclusions drawn by the
present work are explained.

II. MATHEMATICAL MODEL AND DISJUNCTIVE
FORMULATION OF JSSP
The mathematical model considers one objective function
and various sets of constraints. The objective is to minimize
the makespan, which is defined based on starting time s and
processing time p of the last system operation j. It can be
expressed as (1). There are several sets of constraints: a set J
of n jobs, where J = {J1, J2, . . . Jn}; a set M of m machines
where M = {M1,M2, . . . ,Mm}; and a set O of operations
where O = {1, 2, 3, . . .}. These operations form k subsets of
operations for each one of the jobs (Jk ⊆ O) and machines
(Mk ⊆ O).
Each operation j has a threading time of pj. In a job Jk ,

each pair of operations i, j possesses a precedence relationship
which is represented (i ≺ j). Only one operation performed
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FIGURE 1. Representation of a JSSP with four jobs and four machines
using a disjunctive graph.

by a machine Mk can be executed at any given point in time.
The mathematical model can be represented in the following
manner:

Min f =
[
max
j ∈ O

(
Sj + pj

)]
(1)

sj ≥ 0 ∀ j ∈ O (2)

si + pi ≤ sj ∀ i, j ∈ O, (i < j) ∈ Jk (3)

si + pi ≤ sj ∨ sj + pj ≤ si ∀ i, j ∈ O, (i, j ∈ Mk) (4)

The constraints in (2) indicate that the operation’s start time, j,
must be greater than or equal to zero; meaning only positive
values are accepted. Constraint (3) is a precedence constraint.
It indicates that within one job which contains operations
i and j, in order for j to begin, i must be completed. The
constraints in (4) are disjunctive. These constraints ensure
that two operations, i and j, which are performed by the same
machine are not carried out simultaneously.

Figure 1 shows the disjunctive graph model G = (A, E,
O) for a JSSP of 4x4 (four machines and four jobs). This
disjunctive graph is formed by three sets. The operations set,
O, is made up of the nodes G, numbered one to sixteen. The
threading time appears before each operation. The beginning
and ending operations (I and ∗ respectively) are fictitious,
with threading times equal to zero. Set A is composed of
conjunctive arcs, each one of these arcs unites a pair of
operations that belong to the same job. Operations 1, 2, 3 and
4 are connected by a conjunctive arc and therefore form job
one. Operations 5, 6, 7 and 8, are connected by another con-
junctive arc and therefore form job two. Jobs three and four
are made up of the operations 9, 10, 11, 12, and 13, 14, 15, 16,
respectively. Each arc ofA represents a precedence constraint.
For example, in job one, operation two must finish before
operation three begins. Set E is composed of disjunctive arcs.
Each arc that belongs to E unites a pair of operations that
belong to the same machine. It can be seen that operations
1, 6, 10 and 13 are executed by machine one and united
by disjunctive arcs. Operations 2, 5, 9 and 14 are executed
by machine two and united by disjunctive arcs. Likewise,
machines three and four execute operations 3, 8, 12, 15 and 4,
7, 11, 16 respectively. Each machine forms a clique (a subset
of E that is completely connected). Each arc of E represents a
resource capacity constraint between a pair of operations that
belong to the same machine. This type of restriction indicates

FIGURE 2. Hybrid micro genetic multi-population algorithm with
collective communication (HGACC) for the JSSP.

that the machine cannot execute more than one operation
during the same time interval.

III. HYBRID MICRO GENETIC MULTI-POPULATION
ALGORITHM WITH COLLECTIVE COMMUNICATION
(HGACC)
The HGACC works under the parallel master-slave model
and performs communication by SPMD message passing.
Under this parallel model, the most costly algorithm calcu-
lations (initial elite micro-population and iterative mutation)
are performed by the slave process. The sharing of knowl-
edge between populations (migration and approximation of
genetic traits) is performed by the master process. The com-
munication between computational nodes is collective. This
communication requires synchronous sending of algorithm
information, from the slave nodes to the master node as well
as from the master node to the slave nodes. A communication
block exists while data is being sent from the slave to the
master nodes. This small block is released the instant the
last process executed in the slave nodes finishes sending its
information to the master node.

A. DESCRIPTION OF HGACC
Figure 2 shows the flow sequence of the hybrid micro genetic
algorithm multi-population with collective communication:

1. Initially, the algorithm begins its execution at zero pro-
cess. It defines the types of MPI data that are necessary
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for the management of an array of structure matrices.
With the definition of the new MPI data type, an MPI
data matrix is created that will contain a set of micro-
populations. Each row i defines a micro-population,
and each coordinate (row i, column j) defines an indi-
vidual (a solution to the problem). The genetic repre-
sentation of an individual is shown in Figure 4, where
the work and machine characteristics are presented.
The file is read. The file contains information on the
problem (benchmark) which is stored in the matrix of
micro-populations in each coordinate (i, j).

2. The first generation is defined and the data is sent to the
n processes collectively, bymeans of theMPI_Scatter()
function. The micro-populations are distributed evenly
among the processes, one micro-population per pro-
cess.

3. In each process i, a micro-population of feasible indi-
viduals is generated through an elitist selection. This
selection is bound by amaximum aptitude value, which
should not be exceeded (see section III.B).

4. The fitness of individuals in all micro-populations is
evaluated.

5. In each process i, the micro-population is sent to pro-
cess zero collectively with the other n-1 processes by
means of theMPI_Gather() function.

6. Micro-populations are synchronically sent to process
zero from all n-1 processes. The MPI_Barrier() func-
tion is used for synchronization.

7. The necessary results from each micro-population are
stored in the output file, as is the fitness value, the ham-
ming distance and the execution time.

8. The stop criterion is evaluated. If the number of gener-
ations has been reached, then the algorithm ends.

9. Genetic operators are applied independently in each
micro-population: elite migration (see section III C),
tournament selection, and genetic trait approximation
(crossover-directed, see section III D). In each micro-
population, the tournament selection randomly chooses
a pair of individuals, compares them, and chooses the
one with the best fitness. Then the crossover-directed is
conducted with the individual that has the best fitness
in the micro-population, and the winner of the tourna-
ment. This selection is made to complete the size of the
micro-population.

10. After applying the genetic operators, the micro-
populations obtained in the n processes are sent collec-
tively by means of the MPI_Scatter() function. They
are evenly distributed among the micro-populations
with the n processes, onemicro-population per process.

11. In each process i, the iterative mutation operator is
applied to each individual of the micro-population,
by means of simulated annealing quenching (see
section III E).

12. The fitness of individuals in all micro-populations is
evaluated.

FIGURE 3. Creation of individuals for the initial elite micro-population.

13. In each process i, the micro-population is sent to pro-
cess zero collectively with the other n-1 processes by
means of theMPI_Gather() function.

14. Information is sent to zero process for all n-1 processes.
The sending is synchronized using the MPI_Barrier()
function.

15. The new generation is counted.
16. Algorithm execution returns to step 7.

B. INITIAL CONSTRUCTION OF ELITE
MICRO-POPULATIONS
Due to the time it takes to construct each initial elite micro-
population, the work is distributed among slave processes.
Figure 3 presents the construction of a feasible individual to
be part of an initial elite micro-population.

Each individual in themicro-population is randomly gener-
ated. The scheduling algorithm [16], is used to repair the pop-
ulation that was created randomly at the beginning. There-
fore, it does not affect the performance of HGACC, i.e., it
only repairs solutions that are infeasible to have an initial
population completely feasible. Afterwards, there is no need
to repair anymore since all solutions generated by HGACC
are then feasible.

The scheduling algorithm works with a symbolic repre-
sentation of integer values to represent an individual [16].
The representation does not require a binary encoding, so a
decoding of a genotype to a phenotype is not needed either,
which makes HGACC a more efficient algorithm because
it reduces time consumption in every generation. In [16],
two representations are employed: an integer (phenotype) and
a binary type (genotype), but in this work it is exclusively
used the integer representation. The genetic representation
of an individual is generated by two matrices with integer
values (Figure 4). There are other convenient representations
for JSSP, such as those explained in [17]. The integer rep-
resentation [16], is suitable for applying the algorithm of
scheduling which is implemented in all HGACC; first, to
repair the initial population by converting infeasible solutions
to feasible ones and then, to merely calculate the value of
fitness of each individual since it is no longer required to
repair any individual.

To accept the new individual feasible randomly gener-
ated as part of the elite micro-population, its fitness value
must be less than or equal to an upper bound. This upper
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FIGURE 4. Representation of an individual and its chromosomes for a
4x4 JSSP problem.

bound is defined by a tuning, which is a function of the
time needed to obtain the total number of required micro-
populations. This time should not exceed 5 minutes. Once the
new individual has a fitness less than or equal to the upper
bound, it becomes part of an initial elite micro-population.
Obtaining an elite micro-population allows the HGACC to
initiate in a good solution space. There is great diversity
in the genetic traits among individuals in any given micro-
population, because the creation of each individual is random.
The creation of micro-populations benefits the efficiency of
HGACC, because the number of individuals is small. There
is a maximum of 5 individuals per micro-population, which
also allows for the convergence of each micro-population
without considering the length of the chromosome that forms
the individuals [18]. Themigration operator avoids premature
convergence in the HGACC.

C. MIGRATION ELITE
In HGACC, diversification is performed by iterative simu-
lated annealing and the exploitation of the search space is
made through genetic approximation. Yet, the diversification
and exploitation is improved in HGACC with the migration
of elite solutions in each population, which improves conver-
gence towards better solutions.

The migration process is performed between micro-
populations in the master process. Access to all the micro-
populations is obtained, which avoids the transfer of data
between nodes of the computational cluster. This transfer
could otherwise lead to slack time in the algorithm, because
HGACC works synchronously. In addition, the communica-
tion process could be less efficient because there would be
small information packets transferred between computational
nodes. This inefficiency would be reflected in the speed up
of the algorithm. Migration applies to only one individual
from each micro-population, to the individual with the best
fitness value (elite individual). With this type of migration,
each elite individual transfers its genetic traits to another
micro-population by applying the crossover-directed proce-
dure. In the next generation, the new elite individual from
each micro-population migrates to another micro-population
chosen randomly but in a balanced way. This elite migration
procedure maintains the diversity of each micro-population
and avoids early convergence of the algorithm.

D. APPROXIMATION OF GENETIC TRAITS
The genetic approximation process is performed indepen-
dently in each micro-population via the master process. This
genetic approximation is performed by pairs of individuals,
applying the crossover-directed operator (elite individual,
individual i), to the n-1 individuals of the micro-population.

The crossover consists of the following steps. From the
elite individuals, all possible feasible neighbors (offspring)
are generated. They are generated using the neighborhood
function N1 [19] that performs the permutation of pairs of
adjacent operations which belong to the critical path gener-
ated in the individual. Each feasible neighbor k is generated
by a single permutation of the elite individual. The Hamming
distance of each neighbor k is evaluated with respect to the
individual i. Neighbor k is chosen because it has greater
resemblance to individual i, demonstrated by its smaller
Hamming distance. Neighbor k substitutes individual i, hence
k is integrated into the micro-population. The genetic approx-
imation between individuals allows each micro-population to
perform a search directed toward a good solution space.

Genetic approximationmakes an intensified search, choos-
ing the minimum Hamming distance of the offspring k in
regard to the individual i. Thus, the resulting offspring will
acquire the biggest resemblance to the individual i by obtain-
ing greater genetic characteristics of it, but it also maintains
the genetic characteristics of the elite individual. This can be
seen as an implicit crossover in which the procedure selects
an offspring k without taking into account its fitness value,
but keeping the genetic characteristics of a solution where
the elite individual is selected. By employing this procedure,
the premature convergence of the algorithm is prevented and
the exploration of a much larger space of solutions is allowed
as well, all by keeping good genetic characteristics. At this
point of the algorithm it is in some cases sacrificed part of
its performance when lower quality solutions are chosen for
maintaining a further exploration to preserve a good perfor-
mance on a global basis. Preliminary tests in HGACC showed
that if only offsprings k are chosen to improve the solution,
the algorithm converges prematurely to solutions of much
lower quality than those obtained in this work. The genetic
approximation manages a tabu list that prevents from choos-
ing the last 8 offspring k(tuned value) previously selected
from the same elite individual.

There are other types of neighborhoods, such as N4, N5,
N6 and the one proposed in [20]. However, N1 is selected
to generate small changes in the genetic characteristics of
the new offspring obtained from the elite individual. Hence,
the elite individual presents a very large neighborhood when
applying N1, which makes it easier to find offspring with
closer genetic characteristics to the individual i, due to awider
range of offspring options to compare and select.

The crossover is an implicit process since once the off-
spring is picked, it shows genetic characteristics of both the
elite individual and the individual i. The advantage of the
implicit crossover is that the chosen offspring will never be an
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infeasible solution, and therefore will not require any type of
repair to make it feasible, so this is what makes the algorithm
more efficient in its execution.

E. ITERATIVE MUTATION WITH SIMULATED ANNEALING
Iterative mutation is applied to each individual in each micro-
population by the simulated annealing algorithm (SA). The
iterative mutation allows an exploitation of the solution
space through neighborhood searches in each individual. The
applied mutation uses the neighborhood function N1 and the
critical path generated in the individual. From this path, pairs
of adjacent operations are exchanged. Each permutation of
operation pairs is identified as a mutation on one of the
chromosomes of an individual. Figure 4 shows the repre-
sentation of the genetic information of a solution (Sindividual)
of a feasible individual for the JSSP problem in Figure 1,
with 4 machines and 4 jobs. Each row defines one of the
individual’s chromosomes. It provides information about the
operations required to execute each job according to the
precedence order. It also specifies information about the oper-
ations executed by each machine, consistent with the prece-
dence order defined by the problem solution. For example,
on chromosome 1, the first column indicates the job number
(J1) and machine number (M1). Columns 2 through 5 indicate
the operations required by J1. According to the precedence
order defined by the JSSP, operation O1, is executed first,
then O2, followed by O3, and finally O4. Columns 6 through
9 indicate the operations that have to be performed by M1.
According to the feasible solution that represents the individ-
ual, the precedence order of operations for M1 requires that
O13 is executed first, then O1, followed by O10, and finally
O6. The permutation of a pair of adjacent operations is done
only on machines. For example, the adjacent pair (O13, O1),
which belongs to chromosome 1, can be swapped if both
operations belong to the critical path. This would be a muta-
tion in the individual (Sindividual), as shown in Figure 4. The
mutation generates a new solution (S ′individual). The simulated
annealing algorithm performs the mutation in an iterative
way, as presented in Algorithm 1.

The iterative mutation using simulated annealing is pre-
sented in Algorithm 1.

1. Sindividual is the individual (solution of JSSP). The vari-
able k counts the number of SA executed in the iterative
mutation. The following are initialized: the final tem-
perature Tf , the initial temperature To, the coefficient of
temperature β, and the best solution Sbest , obtained by
iterative mutation (at the beginning this is a very large
value).

2. The internal cycle begins, which executes theMetropo-
lis algorithm until equilibrium is achieved, when the
size of the Markov Chain (MC) is reached. A neigh-
borhood function N1 is used. This generates a mutation
S ′individual . This mutation is accepted as a new individual
if the energy in the system decreases. If the energy
in the system increases, S ′individual is accepted as a

new individual according to the acceptance probability,
Paccept , obtained by the Boltzmann function. If the new
individual fitness, (Sindividual), is better than the best
fitness, (Sbest ), then Sbest is upgraded.

3. The temperature is decreased with β. Step 5 continues
as long as the final temperature is not reached in the
SA.

4. If the number of SA (NSA) for iterative mutation has
not been reached, then a new SA is begun in step 3,
using the new individual Sindividual obtained.

5. Sbest is the new individual obtained by iterative muta-
tion that replaces the individual that initiated SA.

Algorithm 1 Simulated Annealing Algorithm That Imple-
ments Iterative Mutation
1. Obtain Sindividual
2. Perform an initial iteration k= 0, initialize values of To,
Tf , β, Sindividual , Sbest

3. Start the annealing k = k + 1:
4. T = To
5. While the final temperature Tf is not reached,
6. While equilibrium is not reached:

6.1. Generate state S’individualby means of a
mutation in Sindividual

6.2. If fitness(S’individual) - fitness(Sindividual)<= 0
the state is accepted as the
current state, Sindividual = S ′individual

6.3. If fitness(S’individual) - fitness(Sindividual) > 0
the state is accepted with the probability

Paccept = e
−

 fitness
(
S
′

individual

)
−fitness(Sindivudual )

T


6.4. Generate a random numberα, uniformly
distributed between (0,1)

6.5. If α<Paccept the state is accepted as the
current state, Sindividual = S ′individual
6.6. If fitness(Sindividual)< fitness(Sbest )then
Sbest = Sindividual

6.7. If equilibrium is not reached, return to 6
7. T = T∗β.
8. If T >= Tf , return to 5
9. If k<NSA, return to 3 in order to begin a new annealing

Simulated annealing does not necessarily choose a new
solution that improves the individual, since it depends on
the acceptance criterion involving the Boltzmann function,
which also accepts poor solutions, allowing escaping from-
local optimal solutions. So when this strategy is employed
it finds the best solutions thereafter. Hence, by mutat-
ing iteratively and using specific information of the prob-
lem, such as mutating a position in the order of opera-
tions that belong only to the critical path, the result is a
new genetic material of better quality that did not exist
previously.
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IV. EXPERIMENTAL RESULTS
A computational cluster was used in these experimental tests,
consisting of four nodes, a Motherboard with two processors,
six core, Intel Xeon 3.06GHz, 48 total cores, 96GB RAM,
switch InfiniBand 40Gb/s, each node with InfiniBand board
40Gb/s, O. S. Centos 5.5. gcc compiler, MPI libraries.

In this paper, HGACC is evaluated only with square
instances because they are more difficult to solve than the
rectangular type [21]. Fifty-four problems of different sizes
were taken from the OR-Library [22]. The problem instances
used were: FT06, FT10 [23], ORB01 to ORB10 [24], ABZ5,
ABZ6 [25], LA16 to LA20, LA36 to LA40 [26], TA1 to
TA10, TA21 to TA30 [27], YN1, YN2, YN3, YN4 [28],
DMU06 to DMU10 and DMU46 [29]. HGACC is com-
pared with twenty algorithms that are found in the liter-
ature, most of population. The algorithms are: BRK-GA.
A Biased Random-Key Genetic Algorithm [30]. SAGen.
Simulated Annealing Genetic [31]. ACOFT-MWR. Ant
Colony Optimization with Fast Taboo - Most Work Remain-
ing. [32]. TSSA. Tabu Search and Simulated Annealing [33].
HPSO Hybrid Particle Swarm Optimization [34]. EPPX.
Extended Precedence Preservative Crossover [5]. PPSO. Par-
allel Particle Swarm Optimization [35]. cGA-PR. Coarse-
Grained Genetic Algorithm with Path-Relinking [9]. PaGA.
Parallel Agent-Based Genetic Algorithm [7]. HGAPSA.
Hybridization of Genetic Algorithm with Parallel Imple-
mentation of Simulated Annealing [36]. HIMGA. Hybrid
island model genetic algorithm [11]. NIMGA New island
model genetic algorithm [12]. IIMMA, improved island
model memetic algorithm [14]. TGA, Tabu-based Genetic
Algorithm [37]. IEBO, Guided local search with Itera-
tive Ejections of Bottleneck Operations [38]. TS/PR, Tabu
Search/Path Relinking, [39]. AntGenSA, hybrid algorithm
Ant Colony System-Simulated Annealing-Genetic Algo-
rithm [15]. UPLA, Upper-Level Algorithm [40]. PABC,
Parallel Artificial Bee Colony Algorithm [13]. ALSGA,
Agent-based Local Search Genetic Algorithm [41].

A sensibility analysis was carried out in order to define the
parameters of HGACC as Elite Upper Bound (UB), Gener-
ations Number (GEN), Micro-populations Number (NPOP),
Micro-populations Size (SPOP), Crossover rate (% CROSS),
and Number of simulated annealing (NSA). For simulated
annealing, the following were defined: initial temperature
(T0), final temperature (Tf ), coefficient of temperature (α)
and Markov Chain (MC). Table 1 shows the results of this
analysis for small, medium and large problems.

HGACC was executed with several different numbers of
micro-populations, (each micro-population is executed by a
process). Figure 5 presents, for problem YN1, the diversity
that exists in individuals applying crossover-directed, and
the influence of the elite migration operator, with different
numbers of micro-populations (2, 6, 12, 24, and 48). It is
observed that as the number ofmicro-populations increases in
the algorithm and the time approaches 2 hours, the diversity
of the individuals tends to decrease because the hamming
distance reduces in value. This indicates that as the number of

TABLE 1. Tuned parameters of hybrid micro genetic multi-population
algorithm with collective communication (HGACC).

FIGURE 5. YN3-20x20. Solution diversity in HGACC with different
numbers of micro-populations (processes 2, 6, 12, 24 and 48), with
crossover-directed. Average of 30 tests.

micro-populations increases, the influence of the elite migra-
tion operator also increases because the other parameters
of the algorithm are applied independently in each micro-
population. The only parameter that has a global influence
on the micro-populations is the elite migration operator.

Figure 6 shows the influence of the crossover-directed
operator for the problem YN1, when applied and not applied
in micro-populations. It is observed in a time interval of 1.5 to
11 hours, when crossover-directed is not applied, the popula-
tion diversity is larger for any number of micro-populations
(processes, P12, P24 and P48) than when crossover-directed
is applied (P12C, P24C and P48C). When crossover-directed
is applied, diversity tends to converge faster, as shown by
the Hamming distances for any number of processes (P12C,
P24C and P48C). It is also observed that whether crossover-
directed is applied or not, there is a reduction in the diver-
sity of the micro-populations as the number of processes
increases. This is due to the influence of the elite migration
operator. In each iteration of the HGACC, the elite individual
shares the genetic characteristics of the micro-population
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FIGURE 6. YN1-20x20. Solution diversity in HGACC with different
numbers of micro-populations, processes (a) 12, (b) 24, c (48). Average
of 30 tests, with crossover-directed (C) and without crossover-directed.

from which it emigrated to the micro-population to which
it arrived. For this reason, a reduction in the diversity of
individuals betweenmicro-populations is observed. If there is
a large number of micro-populations (number of processes),
more elite individuals will emigrate to share their genetic
traits with very small populations, because for every micro-
population there is an elite individual whomigrates to another
micro-population. If populations are very large, the influence
of the elite migration operator decreases.

Figure 7 presents the influence of the crossover-directed
operator for the YN1 problem, as reflected in the perfor-
mance of HGACC as the number of generations increases.

FIGURE 7. YN1-20x20. Performance of HGACC in different numbers of
generations and twelve micro-populations, without crossover-directed
(G1-G50) and with crossover-directed procedure (G1C-G50C). Average of
30 tests.

TABLE 2. Results obtained with HGACC for small JSSP problems. 30 tests.

For a set of 12 micro-populations, it can be observed that
in any generation, the set of micro-populations is more con-
centrated when the crossover-directed operator is used and
more dispersed when the crossover-directed operator is not
used. The dispersion of the micro-populations shows that
a large number of individuals do not display good results
with respect to makespan. The best performance of the set
of micro-populations in HGACC occurs when the crossover-
directed operator is applied. Independently, however, in gen-
erations 45 and 50, some individuals are observed to improve
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TABLE 3. Results obtained with HGACC for medium problems of JSSP.
30 tests.

TABLE 4. Results obtained by HGACC for 20X20, large problems of JSSP.
30 tests.

when crossover-directed is not applied. The convergence of
HGACC, is observed to start in generation 45C.

Figure 8, presents the influence of the crossover-directed
operator for the problemYN1, as reflected in the performance
of HGACC as the number of generations increases. For a
set of 24 micro-populations, it can be observed that in any
generation, the set of micro-populations is more concentrated
when the crossover-directed operator is used, and more dis-
persed when the crossover-directed operator is not used. The
dispersion of micro-populations shows that a large number
of the individuals do not show good results with respect
to makespan. The best performance of the set of micro-
populations in HGACC occurs when the crossover-directed
operator is applied. In addition, in the generations 5C to 50C,
it can be observed that a large number of individuals reach the
best solutions when applying this operator. The convergence
of HGACC is observed starting at 25C.

Figure 9, presents the influence of the crossover-directed
operator for the problem YN1, as demonstrated by the per-
formance of HGACC as the number of generations increases.
For a set of 48 micro-populations, it can be observed that

FIGURE 8. YN1-20x20. Performance of HGACC in different generation
numbers and twenty four micro-populations. Without crossover-directed
operator (G1-G50). With crossover-directed operator (G1C-G50C). Average
of 30 tests.

FIGURE 9. YN1-20x20. Performance of HGACC with forty-eight
micro-populations and different numbers of generations. Without
crossover-directed operator (G1-G50). With crossover-directed operator
(G1C-G50C). Average of 30 tests.

in any generation, the set of micro-populations is more con-
centrated when the crossover-directed operator is used, and
more dispersed when the crossover-directed operator is not
used. The dispersion of the micro-populations shows that
a large number of individuals do not display good results
with respect to makespan. The best performance of the set
of micro-populations in HGACC occurs when the crossover-
directed operator is applied. In the 5C to 50C generations, it is
observed that a large number of individuals improve with the
application of the operator. The convergence of HGACC is
observed starting in generation 30C.
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TABLE 5. Efficiency and efficacy results for Fisher, Thompson, and Lawrence benchmarks.

Figures 7, 8 and 9 show that when the crossover-directed
operator is applied and the number of populations in the
HGACC increases, the populations tend to bemore dispersed.
This is due to the fact that when there are a greater number of
populations (number of processes), it is possible to carry out
a greater exploration in the solutions space because there are
a greater number of individuals working on the HGACC. For
example, if there are 5 individuals in each micro-population,
and 12 populations, there are a total of 60 individuals. If there
are 48 populations, there are a total of 240 individuals. There-
fore, in general, large populations obtain a greater variety in
the aptitude of the individuals, which is reflected in Figure 9.

Figure 10 shows the histograms for the DMU06, DMU07,
DMU08, DMU09 and DMU10 problems. In three his-
tograms, HGACC presents frequencies in which the distribu-
tion is skewed to the right of the midpoint. In one histogram,
HGACC presents frequencies in which the distribution is
skewed to the left. In the other histogram, HGACC presents
frequencies with central distribution.

The frequency distribution for DMU06 (Figure 10a) is an
isolated peak (22 results), which is skewed to the right of
the midpoint. Fitness results are in the range of 3282-3287.
There are 2 results at the fitness midpoint (makespan). At the
extremes of the histogram, a greater tendency is observed
for obtaining quality results, with a ratio of 3 quality results
to 2 poor ones.

The frequency distribution for DMU07 (Figure 10b) is
skewed to the left of the midpoint. It can be seen that there
are 6 results at the midpoint of the makespan. Results are in

the range of 3082-3091. At the extremes of the histogram,
a greater tendency is observed for obtaining quality results,
with a ratio of 9 quality results to 3 poor ones.

The frequency distribution for DMU08 (Figure 10c) is
skewed to the right of the midpoint. It can be seen that the
most frequent result, of which there are 8, is to the right
of the makespan. Results are in the range of 3215-3222.
It can be seen that there are 7 results at the midpoint of
the makespan. At the extremes of the histogram, a smaller
tendency is observed for obtaining quality results, with a ratio
of 2 quality results to 8 poor ones.

DMU09 (Figure 10d) shows an isolated peak frequency
distribution which is skewed to the right of the midpoint.
It also shows that the most frequent result, of which there are
14, is to the right of the makespan. Results are in the range
of 3135-3144. It can be seen that there are 8 results at the
midpoint of the makespan. At the extremes of the histogram,
a smaller tendency is observed for obtaining quality results,
with a ratio of 1 quality result to 7 poor ones.

DMU10 (Figure 10e) shows a central frequency distribu-
tion. The most frequent result for the makespan is reported
9 times. Results are within the range of 3001-3008. At the
extremes of the histogram, a greater tendency is observed for
obtaining quality results, with a ratio of 5 quality results to
4 poor ones.

Graphs 10(a), 10(c) and 10(d) show the right skewed distri-
bution, which indicates that more than half of the makespan
obtained in the 30 tests of HGACC are poorer than the
arithmetic mean, which is the midpoint of the histograms.
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FIGURE 10. HGACC histograms for the problems DMU (06-10)-20x20.

In 10(b) and 10(e), the left skew indicates that more than half
of the makespan obtained in the 30 tests of HGACC are better
than the arithmetic mean.

Figure 11 presents the landscapes for problems YN1, YN2,
YN3 and YN4, when all genetic operators (tournament selec-
tion, elite migration, crossover-directed, iterative mutation)
are applied. The values of the HGACC parameters are pre-
sented in Table 1. The graphs are presented according to three
important parameters of the HGACC: the diversity between
the individuals (D-Hamming), the convergence of the algo-
rithm (number of generations), and the fitness of the individ-
uals (makespan). These graphs are analyzed with respect to
the 240 total individuals present in the 48 micro-populations.

It is observed in the four graphs that at the beginning, dur-
ing the first five generations, the fitness of the individuals
have the poorest values. These values improve as the num-
ber of generations increases and the diversity of individuals
decreases. There is also a group of diverse individuals who
always maintains a very poor aptitude value as the genera-
tions pass. For the YN1 problem, Figure 11 (a) shows that this
higher percentage appears above a Hamming distance of 200.
For problem YN3, it appears in a lower percentage and is
observed in Figure 11 (c), where the Hamming distance is
above 250. For the other two problems, YN2 and YN4, Ham-
ming distances above 250 appear. For the four problems, it is
observed that as Hamming distance decreases, there is a point
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FIGURE 11. HGACC landscapes for the problems YN (1-4)-20x20.

at which the fitness of a small group of individuals improves
considerably as the number of generations increases. For
YN1, this improvement is close to a Hamming distance
of 160; For YN2, this improvement is close to a Hamming
distance of 240; For YN3, this improvement is close to a
Hamming distance of 230 and for YN4, this improvement is

close to a Hamming distance of 240. For the four problems,
it is observed that after further decreasing Hamming distance,
the fitness of the individuals tends to be poorer again. With
these results and according to the presented landscape, it is
possible to understand that the diversity in the solutions is
not directly or inversely proportional to the effectiveness in
the fitness for this type of problems (YN1 to YN2), but
that there is an interval in the That there is a good diversity
among individuals and in which the fitness of the individuals
is of very high quality, but also there are intervals with a
greater or very little diversity in which the quality of fitness is
very poor or of regular quality among individuals. Diversity
among individuals is evaluated by each micro-population
independently. It is also evaluated by each pair of individuals
that make up a micro-population, that is, each individual vs.
the best individual in the micro-population.

Figure 12 presents the landscape for problems DMU06,
DMU07, DMU08, DMU09 and DMU10, when all genetic
operators are applied (tournament, elite migration, crossover-
directed, iterative mutation). The values of the HGACC
parameters are presented in Table 1. The graphs are presented
according to three important parameters of the HGACC,
the diversity between the individuals (D-Hamming), the con-
vergence of the algorithm (number of generations) and the fit-
ness of individuals (makespan). The analysis of these graphs
is with respect to the total 240 individuals that exist in the
48 micro-populations. It is observed in the four graphs, that
during the first four generations, the fitness among individu-
als has the poorest value, but improves as the number of gen-
erations increases and the diversity of individuals decreases.
There is also a group of very diverse individuals who always
maintain a poor aptitude value as the generations pass. In Fig-
ure 12 (a) it can be seen that for the DMU06 problem, this
higher percentage appears above a Hamming distance of 180.
For the DMU07 problem, this phenomenon appears in a lower
percentage, and can be observed in Figure 12 (d) to have a
Hamming distance above 290. For the other three problems
(DMU07, DMU08, and DMU10), the group of individuals
with very poor aptitude values appears with a Hamming
distance above 280. For all problems, it is observed that as the
Hamming distance decreases and the number of generations
increases, fitness, on average, tends to improve considerably.
However, when studying all five problems, it is evident that
not all of them achieve the best fitness quality when the diver-
sity between individuals is close to zero and the number of
generations reaches 20. For example, for problems DMU07
(Figure 12b) and DMU10 (Figure 12e), the best fitness in
the 20th generation is obtained with individuals who have a
Hamming distance close to 70 for both problems. Similarly,
for problem DMU10, the Hamming distance is about 120.
For DMU08 (Figure 12c), the best fitness in generation 20 is
obtained with individuals that have a Hamming distance of
about 130. For DMU06 (Figure 12a), the best fitness in gen-
eration 20 is obtained with individuals who have a Hamming
distance of about 50.The case for problem DMU09 is similar,
yielding a Hamming distance of about 60 (Figure 12d). The
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FIGURE 12. HGACC landscapes for the problems DMU (06-10)-20x20.

best fitness in generation 20 is obtained with individuals who
have a Hamming distance of about 90. With these results, and
according to the landscape presented, it can be understood

that on average, the diversity in the solutions is inversely
proportional to the effectiveness in fitness for this type of
problem (DMU06 to DMU10). Diversity among individuals
is evaluated by each micro-population independently. It is
also evaluated by each pair of individuals that make up a
micro-population, that is, each individual vs. the best indi-
vidual in the micro-population.

Table 2 presents the makespan results obtained with
HGACC for small problems. It is noteworthy that the opti-
mum value is obtained for all problems. This means the rela-
tive error is RE= 0. For all problems, a standard deviation of
zero is obtained. Table 2 presents the best runtime for obtain-
ing the optimal solution. The best time for the FT10 problem
was about 6 seconds. The best times obtained for the LA prob-
lems did not exceed 0.21 seconds. The best times obtained
for the ABZ problems did not exceed 12 seconds. In the
ORB problems, the least complicated problem was ORB07,
which reached optimal solution in less than 0.08 seconds. The
most complicated of these problems was ORB06, for which
the optimal solution was obtained in less than 16 seconds.
The result of makespan that appears most often in the 30
tests is presented as mode and is shown in Table 2. For all
problems, the mode is the optimal solution. The result of
makespan presented as the median in the 30 executions is
also the optimal solution. For all problems, the median is the
optimal solution. When the median is the optimal solution,
it can be understood that at least half of the 30 tests obtained
the optimal solution. The problem that requires the greatest
number of generations to find optimal value is ORB05, which
requires 2 generations. Seventeen problems, out of eighteen,
require only one generation to reach the optimum value.

Table 3 presents the results of MS obtained with HGACC
for medium problems. It is noted that for almost all problems,
the optimum value is obtained, resulting in a relative error
RE = 0. In most problems a standard deviation of lower
than 1 is obtained. Table 3 presents the best runtime for
obtaining the optimal solution. The shortest time for LA
problems was LA38 which took 115.9 seconds and one gen-
eration. LA40 took about 48 minutes and three generations,
which was the longest time. The shortest time for the TA
problemswas the problemTA04which took 61.6 seconds and
one generation. The longest time was the TA06 with a time
of about 71 minutes and fifteen generations. Only in problem
TA07 was the optimal value not found and the RE=0.08.

The result of makespan that appears most often in the
30 tests is presented as the mode and is shown in Table 3.
Twelve of fifteen medium size problems show the mode as
the optimal value. In problems where the mode is not the
optimal value, the greatest difference (mode-optimal) is 2,
as seen in problem TA06. The smallest difference is 1, as seen
in problem TA07. The result of makespan is presented as
the median in 30 executions. For most problems, the median
is the optimal solution. When the median is the optimal
solution, it can be understood that at least half of the 30 tests
obtained the optimal solution. The problem that requires the
greatest number of generations to find the optimal value is the
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TABLE 6. Efficiency and efficacy for Applegate-Cook, Adams, Lawrence, Taillard, Yamada-Nakano, and Demirkol et al. benchmarks.

TA06 problem with 15 generations. Seven problems require
only one generation to reach the optimum value.

Table 4 presents the results of makespan obtained with
HGACC for big problems. It is observed that most of the
obtained values were very close to the known bound, in fact
for two of the problems the obtained value equaled the known
bound. The greatest relative error found was RE = 1.59%
for the problem DMU46 in generation 4. The lowest relative
error was RE = 0 for the problems DMU08 and YN3 in
generations 5 and 8 respectively. The DMU46 problem was
the largest relative error found, RE = 1.59 in generation 8.
The largest standard deviation was 12.62 for the problem

DMU07, and the least standard deviation was 0 for the prob-
lemYN2. Table 4 presents the best execution time for the best
solution found. The shortest time for YN problems in which
the UB was obtained was for the YN3 problem with a time
of about 76 minutes in generation 6. The longest time was
for the YN4 problem with a time of about 772 minutes in
generation 49. The shortest time necessary to obtain the UB
was about 31 minutes, for the DMU08 problem in genera-
tion 5. The longest time, for the DMU07 problem, was about
23 hours in generation number 14. The result of makespan
that appears most often in the 30 tests is presented as the
mode.
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TABLE 7. Parallel algorithms, efficacy for Fisher and Thompson, Applegate-Cook, Lawrence, Taillard, Yamada-Nakano, and Demirkol et al., benchmarks.

In Table 4, it can be seen that none of the large size
problems show mode with the best UB. In DMU prob-
lems, the largest difference between the mode and the UB
(mode-UB) is 68, for DMU46. The smallest difference is 11,
for DMU08. It can be noted that the highest relative error
obtained for the large problems DMU (06-10) was RE =
0.74 and the smallest was RE = 0. This indicates that the
efficacy of HGACC is competitive because RE < 1 for the
known UB. For the DMU46 problem, the efficacy is not
very good because 1.59 <= RE <= 3.82. The relative error

obtained with mode for the YN problems shows that the RE
is in the range of 0 <= RE <= 2.57. This indicates that the
MS found in 30 tests and repeated in each YN problem, has
a RE in this interval with respect to UB. The relative error
obtained for mode in the DMU (06-10) problems shows that
the RE is in the range of 0<= RE<= 4.2. This indicates that
the MS found in 30 tests, and repeated in each DMU (06-10)
problem, has a RE in this interval with respect to the UB.
The result of makespan presented with the median obtained
from the 30 tests, shows that in none of the problems was the
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median the UB. The problems that caused most difficulty in
obtaining good results with respect to the mode and median
were problems DMU06, DMU09 and DMU46.

Table 5 presents the results for the Fisher, Thompson, and
Lawrence benchmarks. The results of the proposed HGACC
algorithm show that the best results reported in the literature
are obtained with a BRK-GA (B-G) algorithm. HGACC,
together with BRK-GA (B-G) and TS/PR, obtained the opti-
mum for LA40. With regard to the execution time, HGACC
is competitive for most benchmarks. For problems LA36 to
LA40, the time is greater with respect to the other algorithms.
The exception is with the genetic SAGen, which has greater
execution times and does not reach the optimum value in
all LA problems. ALSGA (AGA) algorithm does not report
execution time. In the case of HGACC, the optimum is
reached for all problems. Table 5 shows that HGACC has
better performance in efficacy than most of the population-
based algorithms and it competes with the BRK-GA (B-G)
population algorithm. It is also observed that HGACC is
competitive with algorithms that are not population-based.

Table 6 presents results for the Applegate-Cook, Adams,
Lawrence, Taillard, Yamada-Nakano and Demirkol et al.,
benchmarks. The results for the proposed HGACC show
that it obtains the best results reported in the literature for
most of the benchmarks. The failure to achieve the known
results are at no greater than 0.33% RE in the YN prob-
lems, 0.74% RE in the DMU06 to DMU10 problems, and
1.59% RE in the DMU46 problem. These results show that
HGACC is very competitive with respect to the other algo-
rithms presented. In terms of time, HGACC is competitive
with the ACOFT-MWR (A-M) algorithm. The exception can
be seen in the results obtained by HGACC, with respect
to the BRK-GA (B-G) algorithm for the DMU problems.
In HGACC, 0< RE< 1.59 and in BRK-GA (B-G), the opti-
mum is reached in all the DMU problems. Table 6 shows that
HGACC achieves better performance in efficacy than most
of the presented population-based algorithms and it competes
with the BRK-GA (B-G) population-based algorithm. IEBO
algorithm obtains all the Op/LB of the benchmarks used, but
it is not a population-based algorithm. The TS/PR algorithm
has also better performance than HGACC, but it is not a
population-based algorithm neither. HGACC achieves better
performance in efficacy than ACOFT-MWR (A-M), EPPX,
and UPLA (UP), these are not population-based algorithms.

Table 7 presents a comparison of the relative error of
algorithms with the threads/processes (parallel/distributed)
vs. HGACC for the Fisher and Thompson, Applegate-Cook,
Lawrence, Taillard, Yamada-Nakano and Demirkol et al.
benchmarks. It is difficult to compare these algorithms
because very little recent information was found in litera-
ture for parallel/distributed algorithms, and the results pre-
sented did not address the variety of problems that HGACC
does. Nonetheless, in all results for the proposed HGACC,
it can be noted that HGACC has better performance with
respect to the other algorithms in the literature that use
the threads/processes which are presented in this paper.

FIGURE 13. Average Speedup for the HGACC algorithm for MT10, YN1,
YN2, YN3, and YN4 benchmarks.

The exceptions were the DMU06 and DMU09 problems.
The relative error that HGACC presents is in the range of 0
to 0.33% without DMU problems and 0 to 0.75 in DMU
problems. The relative error that PPSO presents is in the range
of 29 to 68% without DMU problems. The relative error of
cGA-PR is in the range of 0 to 2.49%without DMU problems
and 0.13 to 1.15 in DMU problems. The relative error of
PaGA is in the range of 0 to 12.4% without DMU problems.
HGAPSA has a relative error in the range of 0.79 to 1.92%
without DMU problems. HIMGA has a relative error in the
range of 0 to 1.01% % without DMU problems. NIMGA
has a relative error in the range of 0 to 3.0 % without DMU
problems. IIMMA has a relative error in the range of 0 to
0.55% without DMU problems. Table 7 shows that HGACC
reports better performance than the population-based parallel
algorithms.

Figure 13 shows that the speedup is influenced by the
communication between nodes of the computational cluster
(data transfer via InfiniBand networks). An increased num-
ber of processes lead to greater data transfer because each
running process needs to transfer data to the master node (see
Figure 2). Therefore, it can be seen that the speedup moves
away from the ideal as the number of processes increases. It is
also noted that the speedup for the YN4 problem is farther
from the ideal when compared to other YN problems. This
may be because the YN4 problem takes more time to find
feasible individuals when performing the iterative mutation.
This causes the run time to increase with greater numbers
of processes (micro-populations). If this is true, then YN1,
YN2 and YN3 may find feasible solutions more easily in
iterative mutation since they have better speedup when the
number of processes increases. Regardless, it is important to
recognize that the behavior of the speedup is very good for
all YN problems since the speedup is close to the ideal in the
evaluation interval for the four instances of large size.
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For a small size problem such as the FT10 problem, it can
be observed that the speedup is of lower quality when com-
pared to the YN problems as the number of running processes
increases.

Figure 13 shows that for the F10 problem, data transfer
between the slave nodes and the master node becomes more
inefficient with 24 processes. This is because each node in
the computational cluster has 12 processing cores (each core
executes one HGACC process). When transferring between
two nodes (master-slave), the data sending in the HGACC
becomes slower than when sending between the processes
belonging to the master node (maximum 12 processes, one
per core). This also happens for the YN problems. The differ-
ence is that in the FT10 problem, small datasets are sent. This
is because the genetic representations of each individual con-
tain 10 chromosomes, and each chromosome has 21 genes,
for a total of 210 genes per individual. For YNproblems, there
are 820 genes per individual. Figure 4 illustrates the genetic
representation of an individual. Based on the size of infor-
mation sent for small problems and large problems, it can be
understood that it is more convenient to send large datasets
between master-slave nodes, because the FT10 speedup is
less efficient than the speedup for large problems. There is
a limit for data sending between nodes of the computational
cluster. This limit is the bandwidth of 40 GB/s, which the
nodes have as a maximum for data transfer.

V. CONCLUSIONS
There is a balance between the crossover-directed operators
and elite migration, which allows for convergence control in
the algorithm. According to the tuning of these parameters,
a convergence behavior was obtained, which was sufficient,
as shown by the high quality results of the algorithm for the
benchmarks used in this work.

The influence of the crossover-directed operator gener-
ally allows, on average, for all individuals in each micro-
population to present higher quality fitness than when the
operator is not applied. It is also possible to conclude that
the exploration of the solution space improves when a greater
number of micro-populations are given. This is due to the
diversity that exists in micro-populations. Such increase in
quality of the exploration occurs when there are smaller
micro-populations and a greater number of these.

Finding a quality aptitude for individuals does not always
depend on the diversity of the micro-population. It also
depends on the problem to be solved, as was observed in the
landscape analysis of the YN and DMU problems. In general,
there is a tendency to find good aptitude with lower diversity
among individuals to YN and DMU problems.

The results obtained with HGACC are of excellent quality
as compared with the sequential algorithms proposed in the
literature. HGACC reports better performance in efficacy
than most of the population-based algorithms compared in
this work, and it is competitive with the BRK-GA (B-G)
population algorithm. IEBO algorithm obtains all the Op/UB
of the benchmarks used, but it is not a population-based

algorithm. The TS/PR algorithm shows also better per-
formance than HGACC but it is not a population-based
algorithm either. It was also observed that HGACC is com-
petitive and some times better with non-population-based
algorithms presented in this work. With respect to the par-
allel/distributed algorithms, HGACC presents higher quality
results in the majority of the problems evaluated in this work.

According to the speedup results obtained for large and
small problems, it can be concluded that in order to have good
efficiency in speedup, it is advisable to send large packets
of information when using collective communication. This is
dependent on having good bandwidth and transfer speed in
the computational cluster.

The main contribution of this work is the design of a
genetic procedure with micro-populations, which applies in
a balanced way a crossover that leads to elite solutions
and changes in the genetic sequence employing an iterative
procedure. This contribution creates a great performance to
explore and exploit the space of solutions through micro-
population that maintain genetic diversity. It should be noted
that applying genetic diversity to improve the performance of
the HGACC algorithm depends on the type of problem to be
solved.
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