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ABSTRACT Software engineering is a data-driven discipline and an integral part of data science. The
introduction of big data systems has led to a great transformation in the architecture, methodologies,
knowledge domains, and skills related to software engineering. Accordingly, education programs are now
required to adapt themselves to up-to-date developments by first identifying the competencies concerning big
data software engineering to meet the industrial needs and follow the latest trends. This paper aims to reveal
the knowledge domains and skill sets required for big data software engineering and develop a taxonomy
by mapping these competencies. A semi-automatic methodology is proposed for the semantic analysis of
the textual contents of online job advertisements related to big data software engineering. This methodology
uses the latent Dirichlet allocation (LDA), a probabilistic topic-modeling technique to discover the hidden
semantic structures from a given textual corpus. The output of this paper is a systematic competency
map comprising the essential knowledge domains, skills, and tools for big data software engineering. The
findings of this paper are expected to help evaluate and improve IT professionals’ vocational knowledge and
skills, identify professional roles and competencies in personnel recruitment processes of companies, and
meet the skill requirements of the industry through software engineering education programs. Additionally,
the proposed model can be extended to blogs, social networks, forums, and other online communities to
allow automatic identification of emerging trends and generate contextual tags.

INDEX TERMS Big data software engineering, competency map, knowledge domains and skill sets, topic
modeling, latent Dirichlet allocation.

I. INTRODUCTION
Today’s digital world is also called the era of big data.
Accordingly, big data systems are causing a transformation
in the architecture and methodologies of software engineer-
ing [1]. The volume and variety of data generated and shared
is increasing exponentially [2], [3]. In general terms, big data
refers to operations based on processing huge amounts of data
to reveal hidden patterns and correlations, and offer other
insights [2]. The valuable insights and implications derived
from big data-oriented services applications are used in intel-
ligent processes, such as guiding decision-making strategies
in business, science, society, and government [3]–[5].

Increasing demands for data-oriented services and applica-
tions in all industrial and social areas has led to intensification
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of software development activities related to big data [3]. Big
data-driven software applications are increasingly dominant
in today’s technological life cycle. Recently, big data-oriented
software systems have been embedded in manymodern prod-
ucts and services; thus, they have become more and more sig-
nificant around the world [1], [3], [4], [6], [7]. The economy
and industry are experiencing a computerized transformation
toward software- and service-based businesses for which
modern software systems can provide valuable inferences
from big datasets [3], [4], [8]. Throughout this transformation
process, software engineering has undertaken an important
mission in themodernization ofmany industries [3], [9]–[11].
However, the advent of big data systems has led to the emer-
gence of new issues and challenges that need to be resolved
using technology-based disciplines, especially software engi-
neering [3], [12]–[14]. Therefore, ‘big data software engi-
neering’ (BDSE) has taken its place in the literature as a
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new discipline and has become a widespread research and
application field in recent years [12], [13].

As a concept, big data is defined around 5Vs of vol-
ume, variety, velocity, veracity, and variability [6], [15].
BDSE involves advanced processes, methodologies, and
approaches that adapt the traditional software development
life-cycle according to these main characteristics (5V) of big
data [15], [16]. The big data-driven software development
process is conducted by combining big data operations into
the software development life-cycle phases [3], [12], [17].
During the development of ‘big data-oriented software appli-
cations’ (BDSAs), the most challenging period in terms
of BDSE is concerned with the scalable design of soft-
ware systems [10]. In the development life-cycle of BDSAs,
the system must first be designed with scalable architec-
ture [5], [13], [18]. In keeping with scalable architecture,
a BDSA is initially designed on a small data scale, and
then expanded to big data systems. This scalable architec-
ture allows faster and more efficient implementation of the
development steps of BDSAs, such as design, prototyping,
testing, diagnosis, and quality-assurance [3], [18]. Especially
in BDSAs with dynamic data streams, complications, such as
data replication, scaling, inconsistency and latency, as well as
real-time processing can be resolved usingmore sophisticated
software architecture [5], [6], [13], [19].

Given this background, BDSAs require a wide range of
vocational knowledge, skills, and competencies, unlike tra-
ditional software applications [10], [11], [18], [20]. The
software industry is a dynamic working environment based
entirely on qualified human resources [3], [9], [11], [20], [21].
The quality of BDSE-based products and services is closely
related to the competencies of BDSE specialists [3], [8], [22].
As BDSAs become more widespread, the demand for qual-
ified BDSE specialists is increasing day by day. For this
reason, BDSE is a growing field of employment in today’s
labor market. In this respect, a prediction report, published by
the McKinsey Global Institute, underlines that ‘‘the United
States alone faces a shortage of 140,000 to 190,000 people
with deep analytical skills as well as 1.5 million managers
and analysts to analyze big data and make decisions based on
their findings’’ [23]. Parallel to this report, research indicates
that ‘‘inadequate staffing and skills are the leading barriers to
Big Data Analytics’’ [24]. This data-oriented technological
transformation has led to the emergence of an innovative field
of expertise in terms of software engineering [14]. There-
fore, the number of BDSE-oriented job postings in online
employment platforms are increasing significantly [3], [25].
When viewed from this perspective, it is envisaged that the
identification of up-to-date knowledge and skills sought by
the BDSE industry will provide significant contributions to
meet the requirements for qualified labor in this area [21].

This study aimed to identify the knowledge domains and
skill sets required for BDSE. A semi-automatic method-
ology was proposed to analyze the collections of online
job advertisements (ads). Our methodology is based on the
semantic analysis of BDSE job ads using Latent Dirichlet

Allocation (LDA), a probabilistic topic model used to dis-
cover latent semantic patterns (topics) in a textual corpus.
Based on the topics discovered by LDA, we revealed the
essential knowledge and skills required for BDSE. A compe-
tency taxonomy for BDSE was then developed by mapping
the topics according to competency domains. Furthermore,
the technologies required for BDSE, such as programming
languages and tools, databases, data warehouses, and big data
tools were extracted.

II. BACKGROUND
The methodology of this study was based on a content analy-
sis of the textual content of BDSE job ads using probabilistic
topic models in order to reveal the knowledge domains and
skill sets required for BDSE. Therefore, the background of
the study is addressed under two subheadings: ‘‘big data
software engineering’’ and ‘‘topic models’’.

A. BIG DATA SOFTWARE ENGINEERING
Ever since the term big data emerged in the scientific lit-
erature, it has been a phenomenon closely associated with
software engineering. In particular, the increasing demands
and challenges related to BDSAs, which have emerged as a
natural consequence of the widespread use of big data, have
been a fundamental issue frequently highlighted in the liter-
ature, especially in the last few decades. Recent studies indi-
cate that products and services using BDSAs require more
advanced and specific professional knowledge and skills in
terms of software engineering principles, procedures and pro-
cesses [8], [13], [18], [20]. Although software engineering
is a data-driven discipline, software development processes
concerning big data systems require the use of more pro-
gressive knowledge and skills, such as scalable architecture,
real-time data processing, real-time coding, integration, and
testing. [3], [7], [8], [10], [11], [22], [25], [26].

BDSE is principally based on the simultaneous use of
software engineering processes with big data processing and
analytics [3], [4], [8], [17]. In particular, online analytical
processing and business intelligence are commonly employed
in most BDSAs [4]. Development of software applications
based on real-time data processing and analysis processes
using dynamic data streams has created a new area of exper-
tise in software engineering [3]. This is why meeting the
growing need of qualified specialists in BDSE has emerged as
a challenge that software engineering must resolve in the near
future [3]. This challenge, commonly defined as a big data
skills gap, has been discussed by a number of scientific stud-
ies and industrial reports [3], [4], [8]–[11], [17], [21], [23].
Considering research based on the analysis of job ads, it is
observed that a limited number of specific studies have been
carried out to reveal the knowledge and skill requirements for
the software engineering industry. A number of these studies
are only related to big data competencies [8], [17], [25], while
the rest solely focus on software engineering [9], [27]–[29].
To the best of our knowledge, this is the first experimental
study that specifically sets out the knowledge domains and
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skill sets required for BDSE in line with emerging market
demands. Our further analysis of online job ads is expected
to provide significant contributions in terms of identifying
and understanding the knowledge and skills needed in the
industry and meeting these requirements [8], [9].

B. TOPIC MODELING
Topic modeling is a probabilistic approach used for the dis-
covery of latent semantic patterns, called topics, in the col-
lection of unstructured documents. Topic modeling refers to
describing the semantic structure of documents in keeping
with the discovered topics. This approach is based on the
principle that topics have a percentage of random proba-
bility distribution in words within a document [30], [31].
Specific words are expected to be seen more frequently in
a document because a document is intuitively related to a
specific topic [31], [32]. The topics discovered by topic mod-
eling are actually semantic clusters created by words that are
often used together in a document [31]. In the identification
of latent semantic structures, the probability distribution of
each topic is calculated along with the distributions of top-
ics per document and topic assignments per word in each
document [30], [31].

LDA, a probabilistic and generative model, is one of
the topic modeling algorithms commonly used in text min-
ing [30]. The term ‘‘latent’’ in LDA is related to the discovery
of the semantic content of documents by analyzing the latent
semantic structures within the documents [33]. The genera-
tive approach in LDA is defined as the process of assigning
the words in a document to random variables, and semanti-
cally clustering them using a repetitive probabilistic process
based on a Dirichlet distribution [31]. LDA does not require
any labeling or training set, as it uses unsupervised learning
approaches [30]. Therefore, an LDAmodel can be effectively
applied to huge collections of documents in a given text
corpus to discover semantic patterns [30], [31], [34].

Recently, LDA has been widely used in text mining studies
conducted in different contexts, such as natural language pro-
cessing, information extraction, sentiment analysis, literature
research, and social trend analytics [31], [35]. Likewise, this
model has been employed as an effective method in some
studies that performed the analysis of online job advertise-
ments in various industries [9], [25]. The topic models that
were initially developed for the analysis of textual data are
now applied to different types of data, including genetic data,
images, videos, and social networks [31], [33]. For these
reasons, in this study, LDA was used as the method for topic
modeling.

III. METHODOLOGY
In this study, a semi-automatic methodology was proposed to
analyze the content of online BDSE job ads. In this context,
the methodology consisted of four main phases: data collec-
tion, data preprocessing, data analysis, and interpretation (see
Figure 1). Each phase of this methodology is described in
more detail in the following sections.

FIGURE 1. An overview of the research methodology.

A. DATA COLLECTION
For this study, indeed.com [36], an online employment
site offering comprehensive search and filter options, was
selected as the data source. The expertise areas of BDSE
include a wide range of job titles and descriptions. The query
and filter options were utilized to acquire the job ads that only
covered software and application development for big data.
Job ads were queried and filtered to find the ads containing
‘‘big data’’ and ‘‘developer’’, ‘‘big data’’ and ‘‘software’’, and
‘‘big data’’ and ‘‘application’’ statements in job titles; e.g.,
those with job titles, such as ‘‘big data developer’’, ‘‘big data
software engineer’’, ‘‘big data application developer’’, and
‘‘big data software developer’’. In this way, a more specific
data set was created within the scope of the study. Finally,
using an API developed by indeed.com, a data set consisting
of 2,638 online job ads published in a three-month period
from May 2018 to July 2018 was created.

B. DATA PREPROCESSING
The preprocessing stage is very important to improve the
quality analyses of unstructured text data [2], [37], [38].
Data preprocessing is an operation that must be undertaken
especially in the analysis of web-based unstructured textual
contents [2], [37]. In this study, the preprocessing applied to
the experimental data set consisted of several sequential steps.
Initially, the textual content was divided into words (tokens),
known as tokenization, to obtain meaningful attributes [39].
Thus, each textual content in the data set was represented
by a word vector. Then, punctuation, web links, private tags,
and meaningless characters were deleted. Stop words were
then removed from the texts to reduce the word space. In the
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preprocessing stage, ‘‘tm’’ package, a framework for text
mining applications within R, was used to remove punctu-
ations, numbers, stop words, html tags, and white space, and
convert all text to lower case. In order to eliminate the loss
of meaning in the text content, the stemming process was not
applied since the data set contained technical jargon, and the
word space representing the data set was composed of many
technical words.

With the completion of the preprocessing steps, each text
(job ad) in the data set was defined as a word vector. As a
result of preprocessing, the size of the word space for the
entire data set was reduced from 13,877 to 10,432. The
data set consisting of BDSE job ads was characterized by
10,432 unique words, which also referred to the size of the
word vector for each ad. The number of vectors was 2,638,
which was also the number of job ads. In this way, all text in
the data set was characterized as a word vector in the vector-
space model. The (word) vectors belonging to each ad were
combined to create a document-termmatrix (DTM) on which
to perform a quantitative analysis [39]. The creation of DTM
is based on the ‘‘bag of words’’ approach, and it provides
information about word frequencies without considering their
order [31], [32]. The DTM created for this analysis consisted
of 2,638 rows and 10,432 columns. In other words, the DTM
indicated that 2,638 job ads were represented by a word space
comprising 10,432 terms. The weighting process of the DTM
was performed by taking into account the frequency of the
words.

C. IMPLEMENTATION OF LDA-BASED TOPIC MODELING
This phase of the experimental analysis covered the imple-
mentation of topic models of the data set to reveal the
knowledge domains and skill sets required for BDSE in a
comprehensible manner. LDA is an effective topic model
suitable for the characteristic of this study based on the
semantic analysis of job ads. In LDA-based topic model-
ing, a topic is defined by a group of related words with
different probabilities [30]. For example, if a topic contains
words, such as human, genome, dna, rna, genetics, and gene,
this word cluster describes a topic related to genetics [31].
In LDA-based topic modeling, the distribution of topics in
documents and the distribution of words in topics are inde-
pendent of each other. More specifically, the same words
may appear at different rates in different topics. Similarly,
the same topics may appear at different rates in different
documents. This assumption in the LDA model is based on
a Bayesian joint probabilistic model. The aim of undertaking
LDA-based topic modeling in this study was to reveal the
latent semantic structures (word clusters) in the textual corpus
consisting of job ads.

In the implementation process of the LDAmodel, the prob-
ability distribution for each topic was calculated using the
Bayesian estimation technique along with a Dirichlet dis-
tribution. For the implementation of the LDA model in this
experimental analysis, we used MALLET [40] tool, which is
an implementation of the LDAmodel that employs the Gibbs

sampling algorithm [41]. MALLET was applied with differ-
ent iteration numbers and stabilized for 2,200 Gibbs sampling
iterations. Another important parameter for the application
of LDA is the number of topics indicated by T [31], [32],
which is a user-specified parameter that adjusts the granu-
larity level of the discovered topics. Different values ranging
from 30 to 60 were tried, and the desired modeling level was
obtained from T = 48. In the selection of the ideal number
of topics, the semantic consistency of the discovered topics,
and the distribution of the descriptive keywords in these
topics were taken into consideration. In the LDA model, the
researchers manually assigned topic names to the discovered
topics, consistent with the descriptive keywords. However,
one of the two main approaches was followed during the
naming process: The topic names were mainly given through
a meaningful combination of the first four keywords. In some
cases, the keywords all together defined a specific domain.
For such cases, the topic names were assigned by considering
the general meaning of all keywords. Therefore, the assigned
topic names might slightly vary according to the perspective
of the researchers.

IV. RESULTS
In order to better understand the competencies for BDSE,
first, the skill sets were identified from the data sets by topics.
Then, these skill sets were mapped into the competency
domains. Additionally, most in-demand tools for BDSE, pro-
gramming languages, programming tools, databases, data
warehouses, big data tools, and their combinations were all
analyzed to better identify the competencies. In the follow-
ing section, the results of the analysis are presented and
discussed.

A. IDENTIFICATION OF KNOWLEDGE AND SKILLS BY LDA
The job ads in the data set comprised a wide spectrum of
knowledge, skills and capabilities in different expertise areas.
This wide range of BDSE jobs extended the coverage of the
discovered topics. Therefore, the LDA-based topic modeling
analysis was performed on the job ads using different param-
eters, and as a result, 48 trending topics were determined to
reveal the knowledge domains and skill sets of BDSE with
optimal granularity. These topics are presented in Table 1,
together with the descriptive LDA keywords and topic rates.
The topics are listed in the table in descending order of
their rate. The names of the discovered topics were assigned
manually considering the descriptive keywords and their fre-
quencies. In Table 1, the first word was the most seen and the
last word was the least seen word in a topic. In this context,
the topic names were commonly assigned taking into consid-
eration the first four keywords. On the other hand, for some
topics, the keywords all together defined a specific domain.
The following six topic names were assigned considering
all keywords: data-driven languages, big data tools, license
fields, scripting programming, databases, and web services.

Table 1 indicates that experience, communication skills,
and hadoop ecosystem were among the competencies with
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TABLE 1. Discovered topics.

the highest demand in the BDSE industry. Other knowledge
and skills in the top ten were software development, testing,
cloud, deep-domain knowledge, analytical skills, data-driven
languages, and problem solving. The discovered topics also
covered various emerging trends, such as big data tools,
software architecture, programming languages, frameworks,
platforms, technologies, and competencies that shed light
on the priorities and demands in the ever-growing BDSE
industry.

B. MAPPING OF KNOWLEDGE AND SKILLS
BY COMPETENCY DOMAINS
This phase of the analysis aimed to categorize and present
the knowledge and skills in a more comprehensible manner.
To this end, a mapping process was performed by associating
the knowledge and skills with the competency domains and
workflows. The BDSE knowledge and skills revealed by
48 topics were mapped into 10 core competency areas, and a
competency map was developed for BDSE. The distribution
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TABLE 2. Competency map.

of the knowledge and skills according to the competency
areas are given in Table 2 with their percentages.

As shown in Table 2, the first four of the competency areas
are related to big data discipline, which consist of big data
frameworks, big data processes, big data analytics, and data
processing types. The total rate of these competency areas
related to big data is 31%. The next three competency areas
are related to the software engineering discipline, compris-
ing the software development lifecycle, programming, and
software development frameworks. The total rate of these
competency areas is 37%. The last three concern the inter-
disciplinary areas, consisting of vocational background, soft

skills, and work style at a rate of 32%. These 10 competency
areas are discussed in detail below.

The first competency area, big data frameworks (11.22%),
contains four knowledge and skill items consisting of the
Hadoop ecosystem, big data tools, data structures, and
databases. The second, big data processes (7.82%), has five
items, namely streaming-data integration, data reporting-
visualization, big data warehousing, scaling, and storage.
The third, big data analytics (7.07%), contains the four
items of analytical skills, machine learning, decision-support,
and business intelligence. The fourth, data processing
types (4.53%), has three items: real-time data, streaming
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processing, and big data processing. The fifth, software devel-
opment lifecycle (14.96%), consists of seven items: software
development, testing, design and scaling, business require-
ments, continuous integration, verification, and quality-
assurance. The sixth, programming (11.80%), has six items
comprising data-driven languages, scripting programming,
real-time programming, scalable programming, mapreduce
programming, and object-oriented. The seventh, software
development frameworks (10.62%), has five items, namely
cloud, platform, distributed systems, web services, and agile
development. The eighth, vocational background (12.53%),
contains five consisting of work experience, deep-domain
knowledge, license fields, professional training, and master
degree. The ninth, soft skills (11.19%), comprises four items:
communication skills, problem solving, project management,
and computational thinking. Finally, work style (8.26%) con-
tains five items, namely team-working, leadership, collabo-
rative environment, team-member, and initiative.

C. IDENTIFICATION OF THE MOST
IN-DEMAND TOOLS FOR BDSE
In today’s collective environments of software development,
a wide range of tools and technologies, such as programming
languages, frameworks, databases, and data tools are used
together. In order to reveal the tools and technologies required
for BDSE, the data set was analyzed using the keyword index-
ing technique [29]. The findings of this analysis were divided
into the four main categories of programming languages,
programming tools, database technologies, and big data tools,
which are discussed in detail in the following sections.

TABLE 3. Programming languages.

1) PROGRAMMING LANGUAGES
Being elementary tools of application development, many
programming languages have been developed for different
purposes from past to present. In order to identify the pro-
gramming languages used in BDSE, the data set consisting
of job ads was analyzed by keyword indexing. As a result,
the top 15 programming languages required for BDSE were
identified and are presented in Table 3 with their rates.

According to the results, Java is the most leading program-
ming language in this field, followed by Python and Scala.
The total rate of these three programming languages is 65%,
a high percentage indicating their leadership. The results
show the significant competition between Java and Python
in this field. Besides, the R programming language seems to
have a growing trend in data science in recent years.

TABLE 4. Programming tools.

2) PROGRAMMING TOOLS
Programming tools are often used in conjunction with pro-
gramming languages to develop software applications more
easily. These tools contain various types of utilities, such
as frames, libraries, and applications. As seen in Table 4,
Jenkins, a continuous integration tool developed in Java, is the
most in-demand programming tool in the BDSE. Maven,
a tool built for java projects, ranks second, and it is followed
by Spring MVC, an application and control tool for the
Java platform. The fourth is Apache Subversion, abbreviated
as SVN, is a software versioning and revision control system
distributed under an open source license. GitHub, a develop-
ment platform and version control system built around the
Git tool, ranks fifth among the tools. The sixth is Hiber-
nate, an open source object relational mapping (ORM) tool
that provides solutions for Java environments to map object-
oriented domain models. Moreover, JavaScript libraries con-
taining node.js, angular.js, jquery, and backbone.js seem to be
significantly utilized in the field of BDSE.

3) DATABASES AND DATA WAREHOUSES
Databases and data warehouses are an integral part of BDSE
with their active role in processes, such as data acquisi-
tion, processing and storing. There are many databases and
data warehouses designed for specific tasks. The 15 most
in-demand databases and datawarehouses in BDSE identified
in this study are given in Table 5 with their rates. The results
reveal that Hive, a data warehousing tool, ranks first. This
is followed by SQL, a database query tool; Hbase, a dis-
tributed column-oriented database; NoSQL, a new genera-
tion database; and Cassandra, a distributed database system.
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TABLE 5. Databases and data warehouses.

TABLE 6. Big data tools.

The total rate of these five items is 66%, showing their
dominance in this field.

4) BIG DATA TOOLS
Unlike traditional data processing, there are a large number
of tools used in big data processing for various purposes. The
existing big data tools focus on three processing paradigms:
big data processing, real-time data, and hybrid processing.
Table 6 presents the 15 most in-demand big data tools in
BDSE identified in this study. As presented in Table 6,
Hadoop, a widespread tool for big data processing, ranks
first. This is followed by Spark used both as a batch and as
a real-time processing tool. Then comes Kafka, which is a
distributed-streaming tool. This is followed by Aws, a cloud
service platform. The fifth tool is mapreduce which is a
programming model for big data processing. The total rate
of these five tools is 62%, which clearly demonstrates the
leading role of these big data tools in the BDSE field.

D. IDENTIFICATION OF THE MOST
IN-DEMAND COMBINATIONS
Today’s dynamic and collaborative software development
environments require combining many tools and technolo-
gies, such as programming languages, programming tools,

TABLE 7. In-demand combinations of programming languages and
databases or data warehouses.

TABLE 8. In-demand combinations of tools and databases or data
warehouses.

databases, and data warehouses. In this context, to identify the
combinations of tools and technologies with a high demand
in the BDSE industry, a further analysis was carried out
using keyword indexing. Considering the in-demand tools
and technologies given in the previous section, the 15 most
in-demand triple combinations consisting of programming
languages and database or data warehouses were identified.
In Table 7, the triple combinations are sorted in descending
order of their frequency of occurrence.

According to the results, the highest in-demand triple com-
bination is ‘Java + Python + Hive, followed by Java +

Python + Scala, and Java + Python + Sql. As clearly seen
in Table 7, the dominance of Java and Python in the BDSE
industry is noteworthy. The table also reveals combinations of
these two programming languages with different databases or
data warehouses. R and Scala are the two other programming
languages commonly seen in these combinations, and the
most common databases or data warehouses are Sql, Hive,
Hbase, Cassandra, and Nosql.

The 15 most in-demand triple combinations including big
data tools and database or data warehouses were also identi-
fied and are presented in Table 8. The combination with the
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highest demand was Hadoop + Spark + Hive, followed by
Hadoop + Spark + Kafka, and Hadoop + Spark + Hbase.
As big data processing tools, the leadership of Hadoop and
Spark in the BDSE industry is clearly seen in Table 8.

V. DISCUSSION
In this study, in order to better understand the competencies
for BDSE, first, the skill sets arranged by topic were identi-
fied from the data sets created using online job ads in this
field. Then, these skill sets were mapped into competency
domains. Based on these results, the following ten compe-
tencies were identified:

1. Big data frameworks
2. Big data processes
3. Big data analytics
4. Data processing types
5. Software development lifecycle
6. Programming
7. Software development frameworks
8. Vocational background
9. Soft skills

10. Work style
According to the results, in the BDSE field, Java,

Python and Scala are the most demanded programming
languages; Jenkins, Maven and Spring MVC presented as
the most demanded programming tools; Hive, SQL, Hbase
and NoSQL are listed as the most demanded databases;
Hadoop and Spark are the most demanding big data tools;
and finally, Java + Python + Hive, Java + Python + Scala,
and Hadoop + Spark + Hive are tool combinations with
the highest demand. The results of this study have important
implications for software engineering programs, which are
summarized below.

A. TOWARD REAL-TIME AND SCALABLE ARCHITECTURE
The discovered topics indicate a transformation from the
traditional software architecture to real-time and scalable
architecture. This revolution in software architectures aims
to eliminate the challenges encountered in the development
process of BDSAs considering that velocity and volume are
the main characteristics of big data. In this process, real time
and scalable architecture is considered as a solution to over-
come the difficulties experienced due to high velocity and
high volume of big data [26], [42]. Real-time applications on
continuous systems using big data streams require effectively
implementing processes, such as coding, testing, integration,
and automation in a real-time and scalable manner. In partic-
ular, the topics of design and scaling, real-time programming,
scalable programming, real-time data, and streaming process-
ing clearly demonstrate the tendency toward such architecture
(see Tables 1 and 2).

B. DOMINANCE OF CLOUD-BASED SERVICES
AND APPLICATIONS
Among the major themes of the discovered topics demon-
strating the BDSE knowledge domains and skill sets, many

were related to cloud-based services and applications, indi-
cated by the high rates of the topics of cloud and distributed
systems. Likewise, the fact that numerous tools and technolo-
gies used to develop BDSA are cloud-based supports this
idea. The tools revealed by our analysis, such as Python, Go,
Perl, Php, Kafka, Storm, Flume, Aws, Hbase, Cassandra, and
Pig are commonly used for the development of cloud-based
services and applications. These findings indicate that devel-
opers prefer cloud-based platforms over traditional platforms
to develop BDSAs, as also stated in other studies [1], [42].
This is because cloud computing resources provide numerous
solutions for BDSE specialists to store, manage and pro-
cess big data. Consequently, the findings obtained from the
analysis present cloud-based services and applications as an
innovative area offering numerous opportunities of research,
practice, and employment for specialists. For these reasons,
the impact of cloud-based services and applications on BDSE
cannot be disregarded.

C. FROM SOFTWARE ENGINEER TO DATA SCIENTIST
Software engineering has been a pioneering discipline, which
is closely related with data science. With the recent devel-
opments in data-driven technologies, the functional role of
software engineering in data science has become even more
evident. In particular, the advent of big data phenomenon
has led to noteworthy changes in data-driven knowledge and
skills needed in software engineering. As seen in the findings
presented in this paper (Table 2), of all knowledge and skills,
those related to big data have a total rate of 31%. More
specifically, according to the findings, there are four main
competencies in BDSE related to big data, consisting of big
data frameworks, big data processes, big data analytics, and
data processing types, in addition to software engineering
knowledge and skills. In light of these findings, it can be
concluded that expertise in BDSE requires a strong data-
driven background, as well as traditional software engineer-
ing skills [5], [18]. Besides, the extensive use of data-oriented
programming languages, such as Python, R, Scala, and Julia,
and big data tools is another indicator of the big data-driven
evolution in software engineering. From this perspective,
today’s software engineers can also be seen as data scientists.

D. TRANSITION FROM DATABASES
TO DATA WAREHOUSES
A relational database is defined as a system of manageable
data stores that are queried and updated using data manage-
ment language expressions. A database is the basic building
block for data solutions. Databases are designed to easily
access, read, write, search and delete the data they hold. They
are mostly used for online transaction processing (OLTP).
On the other hand, a data warehouse is a database specifically
designed for storing, filtering, retrieving, and analyzing huge
data collections or a group of databases. A data warehouse
is a system that combines data from many different sources
within an organization for the purposes of analysis, visu-
alization and reporting. The analysis reports obtained from
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complex queries contained in a data warehouse are also
utilized in decision support systems. Data warehouses are
used for online analytical processing (OLAP) that involves
complex queries for analysis and reporting, rather than OLTP.

As a result, data warehouses and databases are both rela-
tional data systems designed for different purposes. Data
warehouses are no better than databases, or vice versa. They
perform various different functions, each designed for a spe-
cific task. Ultimately, decision-support and strategy-setting
mechanisms in today’s data-driven business environments
necessitate fast and comprehensive data analysis. Especially
with the advent of big data, the transition from databases
to data warehouses has accelerated since the products and
services based on BDSAs mostly consist of processing, ana-
lytics, and reporting operations of data [35]. As also indicated
by our findings, the topics of streaming-data integration, data
reporting-visualization, big data warehousing, and scaling
(see Table 2) in the competency domain of big data processes
are closely related to data warehousing processes. This tran-
sition is also revealed by the four topics in the competency
domain of big data analytics; i.e., analytical skills, machine
learning, decision-support and business intelligence’’ (see
Table 2). In addition, the fact that Hive, a data warehousing
tool, ranks first among databases and data warehouses is
another important finding that supports this idea (see Table 5).

E. POWER OF SOFT SKILLS
In the most general sense, soft skills are defined as skills,
abilities and attitudes relevant to cognitive and personality
traits required for the implementation of technical knowledge
and skills in a workplace [8], [20]. The need for soft skills
and technical skills required for information technology pro-
fessionals is a key topic that has been frequently discussed in
recent scientific research and industrial reports [8], [11], [20].
In a similar study conducted on big data jobs [8], soft
skills concerning working in a team, leadership, and com-
munication skills were identified. In an another study [9],
the researchers emphasized the necessity of commutation
skills for software developers. Taking a different perspec-
tive, another study investigated the soft skills required for
processes in the software development life cycle to reveal
the effects of these skills on the software development pro-
cess [20]. The findings reported confirmed that soft skills
were among the most in-demand skills by the industry.

According to our findings, a wide range of soft skills
required for BDSE specialists are highly demanded. The
findings related to soft skills include the topics of commu-
nication skills, problem solving, project management, and
computational thinking (see Table 2). In particular, commu-
nication skills has the second highest rate among all topics.
Furthermore, the topics included in the competency domain
of work style can also be considered as soft skills. When
viewed from this perspective, the total rate of soft skills is
approximately 20% in all topics (see Table 2), which clearly
reveals their power among all knowledge domains and skills.

F. NECESSITY OF COLLABORATION AND TEAM-WORKING
Collaboration and team-working refer to the capability to
work together in synchronization with other team-members
to achieve comprehensive projects requiring the collective
use of individual skills through an effective sharing of
tasks, knowledge, and experiences. Collaboration and team-
working constitute a functional methodology effectively
implemented in recent software development projects [20].
Effective collaboration and well-designed team-working are
the key building blocks of an operational software project.
Many researchers have discussed the essential concepts and
approaches related to team roles and collaboration dynamics,
which are necessary for today’s dynamic software develop-
ment environments [8], [20]. Likewise, our findings related
to the competency areas of work style (see Table 2), namely
team-working, leadership, collaborative environment, team-
member, and initiative reveal the necessity of collaboration
and team-working skills for BDSE.

G. THE WIDE SPECTRUM OF KNOWLEDGE
DOMAINS AND SKILL SETS
Software engineering industry is one of the most demanded
and fastest growing professional fields all over the world.
This industry has extremely dynamic and competitive work-
ing environments with an ever-changing and progressing
demand for knowledge, skills, and abilities t. Our analysis
revealed the highly demanded knowledge domains and skill
sets for BDSE. The findings of the analysis demonstrate that
expertise in BDSE requires a wide spectrum of knowledge
domains, skill sets, and abilities. Considering these findings,
a conceptual competency map is proposed to organize these
knowledge and skills. This map consists of the following
ten competency domains: big data frameworks, big data pro-
cesses, big data analytics, data processing types, software
development lifecycle, programming, software development
frameworks, vocational background, soft skills, and work
style (see Table 2).

The discovered competencies demonstrate that expertise
in BDSE has an interdisciplinary proficient background that
requires the combined use of an extensive collection of both
technical and soft skills [9]. Although the priorities of com-
petencies differ from one position to another, employers in
the BDSE industry generally demand a collection of both
technical and soft skills, defined as the employability skill
set. In this regard, our findings offer a more comprehensive
viewpoint for BDSE employers to identify the employability
skill set necessary for the effective assessment of employee
candidates. The knowledge domains and skill sets also indi-
cate the necessity of a demand-driven educational approach
based on interdisciplinary collaboration in order to achieve
competency-based software engineering education [14]. Our
findings are also consistent with the industry reports and aca-
demic research that emphasize the use of technical and soft
skills together based on an interdisciplinary background con-
taining business science, data science, software engineering,

82550 VOLUME 7, 2019



F. Gurcan, N. E. Cagiltay: Big Data Software Engineering: Analysis of Knowledge Domains and Skill Sets

computer science, mathematics, statistics, and communica-
tion science [3], [8]–[11].

H. INSIGHTS INTO THE USE OF TOOLS
AND TECHNOLOGIES
BDSE specialists use an extensive collection of tools and
technologies containing programming languages, program-
ming tools, databases, data warehouses, and big data tools
and platforms to develop BDSAs in a more efficient way.
In the choice of these tools, the market needs and trends are
generally considered as a guide. The findings of this study
provide wide-ranging insights into the use of these tools,
technologies, and platforms targeting BDSE. The findings
reveal that the most in-demand programming languages for
BDSE are Java, Python and Scala. The importance of these
three programming languages for big data development envi-
ronments is also underlined by other studies [17], [43]. Like-
wise, the findings also show that Jenkins, Maven and Spring
MVC are the most in-demand programming tools for BDSE.
Besides, Hive is the most in-demand data warehouse tool, and
SQL is the most demanded database tool for BDSE. Finally,
Hadoop and Spark present as the most in-demand big data
tools for BDSE, consistent with other studies [6], [43], [44].
Regarding the combined use of programming languages and
database or data warehouses, Java + Python + Hive’ is the
most in-demand triple combination. For the combined use of
big data tools, the Hadoop+ Spark+Hive triple combination
has the highest demand in the BDSE field.

VI. CONCLUSION
Based on the results, it can be concluded that to satisfacto-
rily meet the industrial requirements, the BDSE tools and
skills identified in this research can be considered in soft-
ware engineering education and related life-long learning
programs. Additionally, the method proposed in this study
can be improved to automatically analyze the contents of
different job ads and regularly update the list of competencies
based on the new requirements of the industry. In this way,
the communication level of the industry and software engi-
neering education programs can be improved significantly,
and graduates of software engineering programs can gain
appropriate skills to fulfill the requirements of the industry.
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