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ABSTRACT A large number of IoT applications require the use of supervised machine learning, a type
of machine learning algorithm that requires data to be labeled before the model can be trained. Because
manually labeling large datasets is a time-consuming, error-prone, and expensive task, automated machine
learning methods can be used. To tackle the challenge in which an ancient character image needs to be
manually labeled, this paper explores the classification method of ancient Chinese character images based
on density peak clustering. We design a metric function of density peak clustering and propose an improved
density peak clustering method based on information entropy for ancient book image classification. The
method enumerates the distance threshold of clustering, then calculates the information entropy of the
clustering result, and determines the class distance threshold by analyzing the attenuation of the information
entropy, thereby completing the image clustering process. The improved metric function is used to calculate
the similarity between images. A greedy strategy is used as the basis of the merging operation of the
class members to achieve the purpose of increasing the degree of information entropy attenuation. The
experimental results on the dataset of the Yi character images prove that the method can accurately classify
unknown character images of ancient books.

INDEX TERMS Density peak clustering, information entropy, ancient character image.

I. INTRODUCTION
Machine learning in the IoT brings an interesting problem:
the best models need to be trained on large amounts of data,
and most IoT devices are still limited by storage space and
processing power. Therefore, the ability to efficiently transfer
large amounts of data from IoT devices to servers or the
cloud and improve data output is key to smart application
development. On mobile devices, numerous services offer
similar functionalities, and therefore it is important to select
an appropriate choice among these services [1]. An ensemble
learning-based method was proposed in [2] that is able to
identify similar neighbors and filter out fake neighbors. The
IoT generates huge amounts of data, which is one of its
defining characteristics. To manually label these data is a
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time-consuming, error-prone, and expensive task, and there-
fore machine learning methods are preferred. IoT devices
generate large amounts of heterogeneous data such as images,
audio, language, and time series, and different automated
methods are required to process these data. Image classifi-
cation technology is mainly used for optical character recog-
nition, handwritten text recognition, and the management and
retrieval of ancient character image data, and it is very impor-
tant in research on the recognition, retrieval and labeling
of ancient character images. In image classification studies,
supervised classification often requires labeled data. Usually,
in the process of studying a model, the modeled training
and testing will be carried out using labeled public datasets.
In research on the image recognition and retrieval of ancient
books, the image dataset generally needs to be normalized
into the data form corresponding to the model. These datasets
often must be manually labeled and processed, which takes a
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FIGURE 1. System service architecture.

lot ofmanpower andmaterial resources. Thesemanpower and
time requirements additionally hinder the research progress
of the subject. Since people have different criteria for judging
things, manual labels may be inconsistent, and there may be a
risk of incorrect labeling during labelingwork that takes place
over a long period of time. In summary, the consistency and
objectivity of manual labeling are not guaranteed. Using sam-
pleswith incorrect annotations can have negative effects, such
as reduced image recognition rates and image retrieval errors.
Therefore, it is especially important to study and explore how
to better label ancient images. The system service architecture
is shown in Fig. 1. To select or recommend useful services,
many types of information can be utilized to improve the
results, such as location [3], [4], [5]. The behavior of the
system reflects its functions, so the design of a service system
is an important process [6]. The evaluation of a service [7] can
help to improve its quality. Researchers have been studying
clustering analysis techniques for a long time, and a large
number of clustering algorithms have emerged. According to
their core ideas, they can be divided into partition-based clus-
tering methods, hierarchical-based clustering methods, spec-
tral clustering methods, and density-based clustering [8], [9].
Classical clustering algorithms based on partitioning ideas
include algorithms such as K-means and K-medoid [10],
which are complicated by the calculation of the distance
between all sample points after each adjustment of the group-
ing of one sample point. The calculation increases exponen-
tially with the increasing amount of data, and therefore it is
not suitable for the cluster analysis of large-scale data. Such
clustering algorithms often need to give the number of target
clusters and cannot achieve the clustering of nonspherical
data well. In practical applications, such algorithms tend to
be completely different because of the given key thresholds of

clustering, and it is possible to obtain diametrically opposite
clustering results. Hierarchical-based clustering algorithms
usually have two clustering strategies: bottom-up and top-
down. The condensed hierarchical clustering algorithm is a
classical hierarchical clustering algorithm. However, the hier-
archical clustering method cannot adjust the upper layer
structure in the process of clustering, and its time complexity
is at least the square of the data amount, which makes it
inefficient when clustering large-scale data. The hierarchical
clustering algorithm has a high dependence on the critical
threshold of clustering, and under different thresholds, it will
produce completely different results. Based on graph theory
and matrix analysis, the method of spectral clustering is used
to map high-dimensional data in low-dimensional space by
calculating the eigenvalues and eigenvectors of the Laplacian
matrix, which can effectively process irregular data [11].
The density-based clustering method replaces the similarity
between sample points by the density of sample points in
space. According to the spatial density distribution of sample
points, the spatially large enough spaces are grouped together
to form a cluster. This method is capable of finding a family
of any shape in the sample space and is able to eliminate noise
to some extent. Classical density clustering methods include
DBSCAN [12], OPTICS [13], and DENCLUE [14]. In recent
years, Rodriguez and Laio proposed a density peak clustering
algorithm [15]–[17]. This method is very popular because of
its simple idea and good clustering effect [14], [16], and it
has also been widely applied [18]. Aiming at the obvious
characteristics of the feature image of ancient Chinese text
segmentation, we propose an improved method based on
density clustering for already segmented good text images,
using the information entropy to evaluate the optimal density
clustering value. It is able to accurately classify unknown
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ancient document character images. The main contributions
of this work are as follows:
• We constructed a handwritten Yi character dataset. The
Yi characters used in this paper are cut from the scanning
documents of Yi classics, and we apply normalization
and binarization to these image slices. After these steps,
the images we obtained are binary images of the size
100× 100.

• We propose an improved density peak clustering algo-
rithm that uses the change of entropy to find the best
clustering threshold. It is effective under the situation of
large difference of density.

The rest of this paper is organized as follows. We first
provide a brief review of related work in Section 2. Then,
we describe our proposed method in Section 3. Before con-
cluding, we present our experimental results in Section 4.

II. RELATED WORK
In the IoT environment, various devices generate different
types of data, and it is necessary to analyze the hidden
complex features behind these data. Yin et al. used a matrix
factorization integrated convolutional neural network (CNN)
to learn deep features [19], and on service recommendation
tasks, their method achieves a high quality-of-service (QOS)
prediction accuracy. In general, the image annotation can be
implemented either manually or automatically. ImageNet is a
classic image database for manually annotating datasets [20].
In addition, its annotation work is mainly achieved by the
‘‘Amazon Mechanical Turk’’ platform based on crowdsourc-
ing technology utilizing 48,940 staff from 167 countries [21].
This scale of the manual annotation of image methods is
not affordable to the average organization or individual,
as it consumes a lot of manpower, material and financial
resources. However, many researchers who have manually
labeled datasets have also designed many image annotation
tools, such asMIT’s LabelMe [22] and IAT-ImageAnnotation
Tool [23]. Some commonly used tools are shown in Table 1.
Mature results and technologies have been achieved for the
problem of the implementation of automated image organi-
zation and annotation by distributing known metadata infor-
mation. In the traditional image annotation method, feature
design and representation are first carried out, including
image preprocessing, feature extraction and feature selection,
which are also commonly referred to as feature design and
representation. The process mainly extracts features for the
image color, image texture, geometric shape, light and dark
light and then uses a machine learning algorithm to clas-
sify and divide and thereby complete the labeling process
[24], [25]. In the automation research of image annotation,
there are classification-based image annotation methods,
image annotation methods based on an overview associa-
tion, and search-based annotation methods. Cusanod et al.
proposed a support vector machine method characterized by
a color histogram [26]. In the same period, Chang et al.
proposed a Bayesian point learning machine method based
on color texture features [27]. Li and Wang proposed

a hidden Markov method based on the wavelet trans-
form [28]. Additionally, Yang et al. proposed a multi-
instance learning method based on image segmentation and
regional underlying blending features [29]. These studies are
all classification-based annotation models. These methods
obtain relatively good results, but the model is not general-
ized, still depending on the annotation of the initial sample,
and is complicated. The research on and development of
classification-based annotationmodels is closely linked to the
development of machine learning classification techniques.
Comaniciu and Meer [30] proposed theMean shift algorithm,
which is a commonly used local feature extraction method
and can be used to implement classification annotation. There
are also visual word packagemodels [31], Fisher vectors [32],
SPM methods based on sparse coding, locality-constrained
linear coding, and SVMs [26], [33]. With the development
of deep learning, model-based image annotation technology
has made a great breakthrough. Vinyals et al. proposed an
automatic image annotation based on the Encoder-Decoder
framework. The method proposes features by a convolu-
tional neural network and then applies LSTM to gener-
ate the target language, thus generating picture description
text [34]. Xu et al. proposed two different attention mech-
anisms to extract image attributes through multi-instance
learning for label text reorganization and complete image
description [35]. Zhou et al. used the Tex-Conditional method
to combine image features to complete the annotation of
images [36]. Wang et al. proposed a method based on CNN-
RNN [37] that uses the VGGNet model to perform training
and then multitag training and finally recognizes the detec-
tion. The input LSTM is used to describe the generation [38].
This method preserves the high-level semantic information
of the image. At present, most of the methods of image
annotation using deep learning are based on improving the
structure and parameters of neural networks and improving
the accuracy of the labeling [39]. This type of method is
mainly based on neural network structures such as CNN,
RNN, SSD, YOLO, and FastRNN [37], [40]. In the image
annotation method based on probability association, the cor-
relation between the image region feature and the labeled
word is mainly analyzed, and then the new image annotation
word is inferred. Mori et al. proposed a method for labeling
images by using keywords and a visual vocabulary. This is
the earliest proposed image annotation [39]. Bouzaieni and
Tabbone proposed an image annotation method based on the
overview graph model [41]. Search-based annotation enables
the automatic annotation of images through massive image
retrieval and an analysis of the network [42], [43]. With the
research on and development of the Semantic Web, many
research results have been achieved through the Semantic
Web-based analysis of annotation technology [44], [45]. In
summary, the problem of labeling a sample set remains
unresolved for images of ancient books. Therefore, in order
to address these challenges, we propose an image labeling
method based on density peak clustering. This method not
only can complete the unsupervised annotation of images
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TABLE 1. Descriptions of common tools for image annotation.

but can also improve the degree of image automation by
combination with the classification-based image annotation
method, the image annotation method based on the introduc-
tion, or the search-based annotation method.

III. METHODS
Since the DPC algorithm needs to map the product χ and ρ
according to the class density ρ and the minimum interclass
distance δ, the class center threshold is manually selected.
Therefore, as the distribution of the relationship map is dif-
ferent, the results of the manual selection will be different.
When the amount of data of the members is particularly large,
it is very difficult to construct a relationship diagram of all
the member points and manually select them. Therefore, this
paper proposes a density peak clustering method based on
an information entropy improvement. The core idea of this
method is to use the distance threshold to enumerate the
possible values and perform clustering to obtain an iterative
solution for the information entropy. The experimental results
show that upon merging classes, the information entropy
will undergo fault attenuation. By determining the number
of faults, the number of suspicious clusters can be estimated.
The use of greedy strategies and the sharing of nearest neigh-
bors for the expansion of intraclass elements can make the
attenuation of the information entropy more obvious.

A. CLUSTERING FEATURE SELECTION AND SIMILARITY
MEASURE
1) MINKOWSKI DISTANCE
To complete the merge operation of the set in the target
space of the cluster, the similarity calculation of the target
object is required. Commonly used similarity calculation

functions have a Markov distance and a Mahalanobis dis-
tance. In the given clustering target space, any two pictures
obey the same distribution and for any picture i, there are
Xi = (x1i , x

2
i , x

3
i , · · · ). m, n are the row and column values of

the picture, respectively. The Minkowski distance is defined
as (1), where i > 0, j > 0, k > 0, r ≥ 1, and 6ij is the
covariance matrix corresponding to Xi and Xj.

d(Xi,Xj) =

(
n∑

k=1

‖xk − yk‖r
) 1

r

(1)

2) MAHALANOBIS DISTANCE
The Mahalanobis distance is the covariance distance of the
data. It can calculate the similarity between two samples
more effectively. Different Euclidean distances are scale-
independent. The Mahalanobis distance is defined as (2).
If the covariance matrix is a unit matrix or a diagonal matrix,
the Mahalanobis distance is equal to the Euclidean distance.

d(Xi,Xj) =
√
(Xi − Xj)T6−1(Xi − Xj) (2)

3) SELF-DEFINED SIMILARITY
According to the key point distribution characteristics of
ancient book image data, a self-defined metric can be used
to calculate the similarity between two images. To com-
prehensively consider the data distributed in the cluster
space, we defined a set of equations as (3)-(6). Specifically,
the description is given as follows: letM be the point quality
of the image, which represents the information entropy value
in the two-dimensional space of the given image. ρ is the
point density, which represents the information entropy value
of each key point calculated. F is the point force used to
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evaluate the tightness between multiple images, and J is the
Mahalanobis distance between the two images.

M = −
L∑
i=n

xi
m ∗ n

log

(
xi∑m∗n
j=0 xj

)
(3)

ρ =
M∑L
i li

(4)

J =
√
(Xi − Xj)T6−1(Xi − Xj) (5)

F =
M1 ∗M2

J2
(6)

B. DENSITY PEAK CLUSTERING (DPC)
In the DBSCAN algorithm, much effort is required to deter-
mine the two thresholds of MinPts and Eps, and the thresh-
old is completely dependent on experimental tuning and
research experience. The parameter Eps defines the radius
of the neighborhood around a point x; it is called the
ε-neighborhood of x. The parameter MinPts is the minimum
number of neighbors within the ‘‘Eps’’ radius. Compared
with the DBSCAN algorithm, in the DPC algorithm, we first
calculate the density value ρi of the data points and the
minimum interclass distance δi of the data points and then
calculate the product γ of the data point density values ρi
and δi. It is possible to construct a map of the δ and γ
distributions of the members of the collection so that the
center of the class can be visually discovered. In the DPC
algorithm, the calculation formula of the density ρ is defined
as (7). Dc is the clustering threshold of the model, which is
the number of members used to classify the class. In [15], it is
mentioned that δi is calculated according to the formula (8),
which is the minimum value of dij that satisfies ρj greater
than ρi from point i to all sample points, which can divide the
points into different centers. The specific formulas for ρi and
δi are given as (7) and (8), respectively.

ρi =
∑

χ (dij − dc) (7)

δi = min
j:ρj>ρi

(dij) (8)

For ρi, let x = dij−dc, when x < 0, thenχ (x) = 1; otherwise,
χ (x) = 0. Therefore,

∑
χ (x) represents the sum of the points

i to all sample points satisfying dij less than dc. In [16],
the Gaussian kernel function is used for dataset processing,
and the processed result represents the local density of the
data field at point i. In the experiment, we also find that as
the dataset size increases, the calculation cost of parameters
such as ρi will increase. To address this issue, we design δ
with local dynamics. On the other hand, for the algorithm,
the maximum value δi of dij satisfying ρj greater than ρi from
point i to all sample points can be obtained as (9).

δi = max
j:ρj>ρi

(dij) (9)

C. IMPROVE DPC WITH INFORMATION ENTROPY
In the clustering method based on the density peak, although
the class center can be quickly found by hand, the class

division of the set is determined. However, this method has
certain constraints on the applicable scene. For example,
when the amount of data is huge, it is difficult to practice
the method of constructing the distribution map of ρ and δ
to obtain the threshold. Moreover, since it is a distribution
map for γ and δ, there is a distribution condition that is not
easily distinguishable, which introduces difficulty in man-
ually selecting a threshold. To address the latter problem,
new variables can be constructed to reduce the likelihood of
distribution symmetry.

1) SELECTION OF CLASS DENSITY CENTER
In DPC, the center of the class density is selected according
to the class density ρi, and it is solved by the formula (7).
However, in [15], the center of the γ decision class is man-
ually evaluated and depends on the product of ρi and δi. In
the model of this paper, no manual intervention is needed
to evaluate the class center. For each different dc value,
the corresponding class density center will change. Once the
class density center is determined, a partition-based cluster-
ing method can be used. This paper chooses to use shared
nearest neighbor (SNN) [46] for clustering.

2) STEP SIZE
In [16], the starting point for the growth of dc is from 0 to
infinity. To speed up the enumeration speed of dc, we use the
variance of the metric as a growth factor to control the growth
rate, which can speed up the enumeration speed. If the drop
in entropy is found to be severe, then dc is backtracked, and
the pace of growth is slowed down to dc percent, traversing
the enumeration, and similar growth operations are repeated
until the dc enumeration is complete or H is attenuated to
0. The variance can represent the degree of dispersion in the
similarity measure. The standard deviation (10) can be used
as the growth step to describe the average of the distances
from each sample point to the mean. When the information
entropy drops sharply under the standard deviation, the cur-
rent pace of dc is used as step size, and enumerating from the
last moment, it can speed up the enumeration and avoid the
loss of important dc values.

S =

√∑n
i=1(Di − D̄)2

n− 1
(10)

3) INFORMATION ENTROPY EVALUATION
In the DPC algorithm, when the number of elements in the
range of dc is larger, it means that the information value
existing in the dc range is higher. Then, if the elements in
the range can be regarded as a class, then when the class
merge operation occurs, the information entropy will drop
rapidly. Because the entire space becomes more consistent
and less confusing, the value of the information is also
reduced. As classes merge, the information entropy will even-
tually equal zero. To this end, we propose to use information
entropy to improve the DPC method. According to the local
density ρ of each point and the minimum distance value d ,

VOLUME 7, 2019 81695



Y. Weng et al.: Improved Density Peak Clustering Based on Information Entropy for Ancient Character Images

FIGURE 2. The entropy changes with the growth of δ.

the point where the local density is the largest and that has
the largest distance value is selected as the cluster center,
and then the clustering is completed. When dc takes different
values, the local density ρ and the minimum distance value
d of different sample points are obtained, and at this time,
a corresponding measure of the entropy is obtained in the
model. By evaluating the falling gradient value of the infor-
mation entropy, we can know that the value of dc obtains its
optimal density clustering result at the stagnation point. The
information entropy is calculated by (11).

H = −
n∑
i=1

ci
N

log
( ci
N

)
(11)

In (11), Ci is the number of members of the first cluster
and N is the total number of sample points. When the initial
time of the cluster is dc, then each member in the system
model is a separate class, and then the information entropyH
has its maximum value. As dc increases gradually, the infor-
mation entropy value of the system will gradually decrease,
the degree of change of the entropy value of the system under
different dc values will be analyzed, and the optimal value
of dc can be finally determined. The proposed solution is
to use the information entropy stability range to evaluate
the aggregation state of the cluster without using γi. In this
algorithm, the values of δi are subjected to a process of cluster
execution, and the feasibility of calculating and evaluating the
new data point merging operation is dynamically determined.
The specific algorithm is shown in Algorithm 1.

IV. EXPERIMENTS
A. PUBLIC DATASET
We select several public datasets with which to conduct
experiments, as described in [15], including Aggregation,
Flame, andUnbalance. Detailed descriptions of these datasets
are shown in Table 2. Using Algorithm 1, we obtain the
experimental results. For the Aggregation dataset, Fig. 2(a)
shows the results in [16]. The comparison shows that the
threshold can be foundmore clearly by a reasonable Gaussian
density (mainly by finding the inflection point), but this
method relies heavily on the selection of kernel functions,
and the interclass Gaussianization may produce new errors.
According to Fig. 2(b), the distance parameter Eps, and the

Algorithm 1 Calculate Distance Threshold dc
Input: dataset X = (x1, x2, · · · , xn)
Output: dc
1: Distance dij = distance(xi, xj)
2: dc = minj(mini(dij)), dmax = maxj(maxi(dij))

3: Step size: Learningstep =
√∑n

i=1(di−d̄)2

n−1
4: repeat
5: ρi =

∑
χ (dij − dc)

6: pilei = {i|∀i, ρi = maxi(ρ)}
7: Sort ρi in descending order
8: pilei = {i|∃i, ρi = max(ρ)}
9: initialize pilei = {pile1}
10: repeat
11: pilei = {k|k /∈ pile, and ∀k, ρk = max(ρ)}
12: until ρi = {φ}
13: Merge class pile
14: H = −

∑n
i=1

ci
n log

( ci
n

)
15: until The value of H converges
16: return dc

TABLE 2. Dataset description.

class evaluation thresholdMinPts, the density peak clustering
is performed. The ρ and δ relationships calculated by Flame
and Aggregation based on the Gaussian kernel function are
shown in Fig. 3. Although the range of values selected by
Flame’s data center can be clearly seen in the left figure, for
Aggregation, the selection of cluster center points is not easy.

However, the possible prediction values generated by the
information entropy enumeration evaluation method can be
used to find the exact range of threshold values. For example,
in Fig. 4, (b) is the convergence of the suspicious threshold
of the path dataset. In Fig. 4(b), the manual selection is the
observation result when the dc value is 0.05. At this time,
the number of clusters is large, the system is unstable, and
the information entropy is large. With the further dc growth,
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FIGURE 3. Threshold distributions of flame and aggregation.

FIGURE 4. Clustering for the path dataset.

FIGURE 5. Clustering results.

the number of classes in the systemwill decrease; after falling
to a stable state, the dc growthwill onlymerge when it reaches
the minimum distance between classes, and the information
entropy will decrease. Prior to this, the information entropy
was stable. Therefore, it can be clearly seen from Fig. 4(b)
that dc will have hierarchical information entropy attenuation.
Fig. 5 shows the effect of clustering on the above-mentioned
datasets. According to the experimental results, the improved

density peak clustering algorithm solves the problem that a
manual input threshold is required.

B. YI CHARACTER IMAGE DATASET
The Yi people are a minority in China, and the words they
use are called the Yi language. The writing format is straight
from the left, and there are no punctuation marks. The litera-
ture is rich in content and covers all aspects of the ancient
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FIGURE 6. Yi character image examples.

FIGURE 7. Construction procedure of the dataset.

TABLE 3. Accuracy.

society of the Yi people, objectively reflecting the history
of the development of the Yi society. Some examples of Yi
characters are shown in Fig. 6. In this part, the main content
of the handwritten Yi character recognition will be detailed,
which is divided into two parts: the construction of the dataset
and the experiment.

1) THE CONSTRUCTION OF THE DATASET
There are several steps in the construction of the dataset:
First, crop images of Yi characters from scanned documents
of Yi classics. Second, these pictures are then binarized and
normalized. Third, the clustering algorithm is implemented
using these image slices as the input. Finally, class labels are
added to the clustering results. Fig. 7 shows a flow chart of
the construction of the dataset. The Yi characters used in this
paper are cut from scanned documents of Yi classics, and we
apply normalization and binarization to these image slices.
After these steps, the images we obtained are binary images
of size 100× 100.

2) IMPROVED DPC ON YI CHARACTER IMAGE DATASET
To evaluate the experimental results of the clustering model
and other clustering models, in Table 3, we present a sta-
tistical description of the clustering accuracy of K-means,
DBSCAN, DPC, and the improved DPC. The difference
between the positive and negative accuracies in the table is
the deviation from the case where the threshold is manually
selected multiple times. The density peak clustering method
based on information entropy improvement is not based on
human intervention, so the accuracy deviation is relatively
small.

V. CONCLUSION
In the era of the IoT, IoT devices by their nature collect
or generate large amounts of data from the environment,
which cannot be processed manually. Aiming at the problem
that ancient book image recognition, retrieval and labeling
require labeled datasets, we propose an unsupervised clus-
tering of the ancient book images of characters based on
improved density peak clustering. In density peak clustering,
the similarity of class images is determined by the metric
function of design and research, and the extension of class
members is carried out. After each distance threshold enu-
meration traversal, the change in state of the information
entropy is obtained. By analyzing the threshold number of
suspicious classes, the prediction of the set classification is
realized, and the clustering process of images is completed.
The experimental results show that the improved method
can effectively implement the clustering of images, and the
obtained labeled images can then be used for further semantic
analysis.
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