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ABSTRACT We propose a new signal spreading-based non-orthogonal multiple access (NOMA) schemes
that exploits the frame-theoretic design principles to enable the efficient concurrence of multiple users in
both downlink (DL) and uplink (UL). In contrast to many other NOMA schemes, the proposed method
does not require built-in sparsity on the usage of resources by any individual users, hence referred to as
massively concurrent non-orthogonal multiple access (MC-NOMA). Instead, MC-NOMA leverages frames
as vectorized ensembles of the individual complex-valued waveform signatures, optimized for low mutual
coherence so as to minimize the multi-user interference. A theoretical analysis of the MC-NOMA is offered,
which reveals that it can theoretically reach the capacity of the multi-user MIMO channel and outmatches
the state of the art in terms of maximum achievable rate over discrete constellations. A detailed description
of both the frame-based transmitter design and a newly developed low-complexity efficient decoder is given,
which, via simulations, are used to demonstrate that MC-NOMA outperforms the well-established NOMA
schemes, such as sparse-coded multiple access (SCMA) and pattern division multiple access (PDMA).

INDEX TERMS Frame theory, massively-concurrent non-orthogonal multiple access, multiuser detection,
non-orthogonal communications, tree search decoding.

I. INTRODUCTION
NOMA has emerged in recent years as a promising approach
to improve the usage of scarce spectral resources in a seam-
less manner [1]–[3]. In essence, NOMA schemes aim to pro-
vide concurrent access in a true sense, i.e., to simultaneously
serve a number of active users larger than the available signal
space resources, thus overloading the signal space such that
no user has exclusive (orthogonal) use of any of the resources.

Non-orthogonality in itself is, however, not a new idea
in the field of wireless communications. In early 2000s,
for instance, third generation (3G) cellular networks based
on code division multiple access (CDMA) applied limited
overloading via the utilization of non-orthogonal spreading
sequences [4], [5]. And although overloading in CDMA
systems did not develop much further due to the raise of
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orthogonal frequency division multiple access (OFDMA)
schemes, adopted in fourth generation (4G) systems for their
better spectral efficiency, the approach returned in the form
of carrier aggregation mechanisms in 4G long-term evolution
(LTE) systems [6], [7].

It can be said, therefore, that in both preceding cases,
overloading was used as a late and limited amendment to
3G and 4G systems. The difference with NOMA now is
that the non-orthogonal idea is placed at the core of the
access architecture, aiming for large scale overloading as a
means to achieve higher spectral efficiencies than currently
possible [2], [8]–[10].

An important aspect of NOMA is, therefore, the care-
ful design of the overloading structure, and in this regard,
NOMA can be qualitatively separated in two categories:
power-domain NOMA (PD-NOMA) and code-domain
NOMA (CD-NOMA). The PD-NOMA approach relies on
the principle of superposition over the power domain.
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Thereby, users are multiplexed by power coefficients
designed to minimize their mutual interference based on the
near-far effect and allow for best-possible successive interfer-
ence cancellation (SIC). Although simple, this idea is known
to provide significant gains over equivalent orthogonal mul-
tiple access (OMA) systems given that an optimized resource
allocation, user selection and clusterization strategy is
applied [8], [9], [11]. The drawback of PD-NOMA is, how-
ever, that the combinatorial optimization problem associated
with the clusterization of users is difficult to solve [12]–[14]
limiting the scalability of the approach.

In CD-NOMA, on the other hand, the overloading of non-
orthogonally multiplexed users is designed at the bit or sym-
bol level bymeans of a code. This results in a relaxation of the
resource allocation complexity, but simultaneously increases
the required multiuser detection effort in comparison to the
PD-NOMA.Nonetheless, the complexity-performance trade-
off between the two leans in favor of CD-NOMA, which
is enabled by the application of modern multiuser detection
techniques and signal processing [2].

The latter category of CD-NOMA systems can be further
divided into subcategories according to the mechanisms used
to compress and multiplex user streams onto the existing
resources [15]. Specifically, there are CD-NOMA schemes
based on scrambling, interleaving, spreading and coding.

In scrambling-based CD-NOMA, multiplexation is per-
formed post-modulation by scrambling user streams with
low-correlation sequences so as to aid multi-user detection
(MUD) via minimum mean squared error (MMSE) with
SIC or parallel interference cancellation (PIC) [16], fur-
ther enhanced by error correction. An example of such an
approach is Qualcomm’s resource spread multiple access
(RSMA) system [17].

Similarly, interleaving- and spreading-based schemes
leverage bit/symbol interleaving/spreading techniques in
order to alter original user streams, controlling the inter-user
interference. One example of interleaving-based NOMA is
the interleave division multiple access (IDMA) scheme pro-
posed in [18], in which the low-complexity elementary signal
estimator (ESE) algorithm was used for detection, enhanced
by extrinsic feedback of the channel decoder structure [19].

In turn, Samsung’s interleave-grid multiple access (IGMA)
[20], is in fact an enhanced variation of IDMA in which
sparse overlapping of interleaved symbols over the avail-
able resources is performed similarly to low-density spread-
ing (LDS) [21]–[23], making IGMA an example of the
spreading-based approach. Other examples of spreading
NOMA are the multi-user shared access (MUSA) [24],
the non-orthogonal coded multiple access (NCMA) [25] and
the non-orthogonal coded access (NOCA) [26] schemes.

All the aforementioned spreading NOMA approaches rely
on randomly or carefully patterned sequences to spread and
superimpose streams over all available resources, following
the footsteps of classic CDMA, with the distinction that in
these modern methods spreading sequences are not binary.
The quantized low-correlation random complex spreading

sequences utilized in ZTE’s MUSA, for instance, aim to
provide grant-free support, reduce signaling overhead and
improve spurious UL of active users. Simultaneously, a high
degree of freedom is maintained via the usage of real and
imaginary tertiary sequences {−1, 0, 1}, so that MMSE-SIC
or MMSE-PIC detection can be used at the receiver.

Finally, in code-based CD-NOMA schemes, such as
PDMA [27]–[29] and SCMA [30], [31], data streams are
mapped into sparse codebooks with particular attributes
so as to design their overlap over the different resource
domains available, i.e. space, time or frequency. Code-based
CD-NOMA schemes rely on the message passing algorithm
(MPA) algorithm [32] for MUD, such that sparsity, applied to
reduce the associated factor graph connectivity [30], is essen-
tial for their practical applicability, since the complexity of
MPA scales exponentially with the codebook size.

To elaborate more on the role of sparsity in existing
CD-NOMA designs, consider again PDMA schemes where
certain linear mappings are applied to different resource
domains in order to multiplex users onto a group of existing
resource elements (REs). As a consequence, the PDMA per-
formance is directly controlled by the pattern matrix defining
the resource allocation to multiple users in a differentiable
manner [28]. In essence such pattern matrices are nothing but
linear binary mappings of active users onto existing resources
with or without power control. In turn, in SCMA the bits
originating from multiple users are mapped directly to sparse
complex spreading codewords that form individual code-
book layers, extending the sparse superposition to both time
and frequency resources [30]. The performance of SCMA
is therefore dictated by the sparse resource mapping policy
and by the codebook designs, such that the optimization of
the latter is targeted jointly [31]. Finally, multidimensional
constellation ‘‘shaping’’ is employed in SCMA, so as to
reduce the collisions among active users, especially in the
DL case where transmit symbols observe the same channel
realizations per each active user.

A. CONTRIBUTIONS OF THIS WORK
As illustrated above, literature on CD-NOMA is very eclec-
tic, spanning over many schemes and their variations. Some
recurrent ideas are, however, identifiable across these related
works, in light of which this article focuses on answering the
following three fundamental questions:

1) CAN CD-NOMA BE ABSTRACTED UNDER A UNIFIED
FRAMEWORK?
We formulate in this sense an abstract compressive mapping
between the collective active user information symbol vec-
tor, and respectively, the available REs. At this abstraction
level, we identify the last component as a linear allocator
of REs. This operation is identified as the synthesis lin-
ear mapping under the prism of Frame Theory [33], [34].
We follow this remark into reducing the CD-NOMA non-
orthogonal multiplexing problem to a frame design formu-
lation. The latter amounts to assigning optimized signature
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waveforms to active users, optimally spreading them over all
resources simultaneously. The approach therefore integrates
the core ideas of the different NOMA categories previously
discussed.

2) WHAT ARE THE OPTIMUM CRITERIA FOR SUCH
A FRAMEWORK?
We provide an information-theoretic description of
the key design criteria for optimum design of the complex
frame that linearly overloads the symbol information vec-
tor over the available REs. The analysis yields the main
frame-theoretic attributes and features required to simul-
taneously maximize the system’s performance and ease
multiuser detection. We prove that the design criteria thus
found represent the global optimum in terms of performance
across all schemes for the continuous-input-continuous-
output memoryless channel (CCMC) case. Analytical results
are also provided, which illustrate that the proposed design,
referred to as MC-NOMA, consistently outperforms the state
of the art over discrete-input-continuous-output memoryless
channels (DCMCs).

3) IS THE OPTIMUM PERFORMANCE PRACTICALLY
ACHIEVABLE?
In order to demonstrate the practical feasibility of
MC-NOMA, a low-complexity multiuser receiver is
described, which is shown via simulations to reach the per-
formance of the joint maximum likelihood (ML) detector.
Simulation results on the relationship between the complexity
and the performance of the MC-NOMA decoder are also
given.

B. PAPER OVERVIEW
The paper is organized as follows. In Section II the frame-
theoretic abstraction of CD-NOMA systems is introduced.
The optimized design criteria of the proposed model, as well
as the methods to synthetically generate the desired frames
are discussed in Sections III and IV. TheMUD tree algorithm
is outlined and discussed theoretically in detail in Section V.
In Section VI simulations illustrating the performance of
MC-NOMA are given and discussed. The article ends with
concluding remarks in Section VII.

NOTATION
The following notation will be used throughout. Matrices,
column vectors and scalars are denoted X, x and x respec-
tively. The transpose, complex conjugate, and transpose com-
plex conjugate of matrices and vectors are denoted by the
superscripts T, ∗ and H, respectively, and the Frobenius,
`2- and ∞-norms are respectively denoted ‖·‖F, ‖·‖2 and
‖·‖∞. The inner and Hadamard products are denoted by 〈·, ·〉
and ·◦·, respectively. The identity matrix of sizeM is denoted
by IM . Lastly, the operator diag(·) has a dual purpose: for
a vector x, it generates the diagonal matrix with diagonal
entries given by x; and respectively, for a matrix X it extracts
the main entries as a column vector.

II. FRAME-THEORETIC FORMULATION OF CD-NOMA
A. NON-ORTHOGONALCONCURRENT ACCESS MODEL
A high-level view of the essentials is needed to attain a
satisfying abstract framework of CD-NOMA systems. To this
extent let us formalize the basic ideas of the CD-NOMA
schemes starting from the most fundamental units of infor-
mation, the active users’ bits.

Assume that at any given point a communication system
is supposed to serve K active users under the constraint of
having available a group of M < K orthogonal REs, e.g.
frequency subcarriers. Without loss of generality consider
that all the K users have the same source bit generation
rate leading to them using similar constellations of size Q.
As a result, a total of B = K log2(Q) bits need to be served
simultaneously.

It is clear that such a system is interference limited, and
that its decodability does not scale without a bound. Further-
more, a compressing mapping must be used to multiplex the
information bits to the transmit available resources, such as

V : {0, 1}B→ CM , (1)

with V decomposable as F ◦ B, i.e.

B : {0, 1}B→ CK , (2a)

F : CK
→ CM , (2b)

given individual constellation symbol mappings of each
independent active user leading to a common super-symbol
s , [s1, s2, . . . , sK ] ∈ CK to be multiplexed and radiated
over a signal space CM .

Based on the above, the model of concurrent access over
an additive white Gaussian noise (AWGN) channel resumes
to the linear system

y = P
1
2Fs+ n, (3)

The complex over-the-air transmitted signal vector

x , P
1
2Fs, (4)

becomes therefore a non-orthogonal superposition of com-
pressed active users information symbols.

Optional power control strategies could be applied to x
in (4) via the diagonal power policy matrix P. Further-
more, shaping and detection decorrelative techniques may
be applied at the level of the symbol constellation mapping
B from (2a). Lastly, the end-level multiplexing / allocation /
spreading strategy over the available resources is employed
by the linear mapping F corresponding to F from (2b).
Following (3), F ∈ CM×K withM < K is a rank-deficient

matrix spanning at most CM . It thus follows by Frame
Theory [33], [34] that F represents the synthesis operator
from CK to CM whose columns are formed by frame vectors
over CM . This general perspective of overloaded NOMA as
a Frame Theory problem requires a brief description of some
of its fundamentals, which is offered in the next subsection.
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B. PRIMER ON FRAME THEORY AND RELATED TOPICS
Frame Theory was pioneered accidentally by Gabor in his
seminal work [35], as the filters proposed thereby are in fact
the precursors of Gabor frames, which are subsets of general
Harmonic frames [34]. Despite this first appearance in the
1940’s, a more complete mathematical formalism of Frame
Theory has only been developed relatively recently [33].

The general focus of Frame Theory is the study of
overcomplete representations, also known as redun-
dant or non-orthogonal representations, i.e. generalizations
of orthonormal bases. As a consequence, frame-theoretic
constructs can be leveraged to analyze and better understand
the limits of the generic CD-NOMA model introduced in
Section II-A. In the sequel we succinctly introduce a Frame
Theory primer sufficient for the scope of this article. The
interested reader is referred to [34] and references therein for
further details.

Amatrix F ∈ CM×K withM ≤ K is said to be a frame over
the finite Hilbert space CM if its linearly dependent column
vectors f k ∈ CM satisfy [34]

α ‖y‖22 ≤
K∑
k=1

|〈f k , y〉|
2
≤ β ‖y‖22 , ∀ y ∈ CM , (5)

where finite coefficients 0<α<β are referred to as the high-
est lower, and the lowest upper frame bounds, respectively.
The analysis matrix FH of a frame performs a redundant

linear transform which maps a lower dimensional space onto
a higher one, i.e.

FH
: CM

7→ CK , (6)

and conversely, the synthesis matrix compresses higher
dimensional information into a lower dimension, i.e.

F : CK
7→ CM . (7)

From the perspective of an expansive mapping, such as the
one enforced via the analysis matrix, it is natural to define a
frame redundancy [33], [34],

ρ(F) ,
K
M
, (8)

which measures the extent of the expansion.
On the other hand, from the perspective of the synthesis

matrix, the frame redundancy of equation (8) can be seen as
overloading factor. In the context of CD-NOMA schemes,
the overloading factor captures the fact that information of K
active users is transmitted overM < K resource units. Hence,
for the purposes of this article, we focus on the synthesis
aspect of compressed information via overloading.

Obviously, frames generalize classical orthonormal bases.
Indeed, any orthonormal basis can be considered a frame
with M = K , and unit-norm orthogonal column such that
α = β = 1. In this particular scenario, the analysis and
synthesis matrices are dual linear unitary transforms capable
of decomposing and recovering vectors via their subsequent
dual projections. In light of the latter, it is of interest to relate

frames and orthonormal basis both qualitatively and quanti-
tatively. In Frame Theory three properties may be identified
as significant for this purpose: tightness, incoherence and
unit-normality.
Tightness, measured by the frame potential (FP) [36],

FP(F) , ‖FHF‖2F ≥
K 2

M
, (9)

outlines the energy profile diffused by the overcomplete
decomposition over CK of all vectors in CM .
In particular, a frame is said to be tight if α = β, which

reduces equation (5) to

K∑
k=1

|〈f k , y〉|
2
= α ‖y‖22 , ∀ y ∈ CM , (10)

such that a tight frame satisfies a relaxed variation of
Parseval’s theorem.

A special case of tight frames is when all vectors f k are
unit-norm, which further implicates that α = β = ρ(F).
A tight frame is guaranteed [34] to attain the lower bound

in (9) as well as to achieve a perfect reconstruction from
the synthesis domain to the analysis domain via its frame
operator, defined as [34],

SF , FFH
unit-norm
tightF
=

K
M

IM . (11)

The last equality in (11), valid for unit-norm tight frames,
is an important result in Frame Theory [36]. In general,
the spectral properties of the frame operator SF mirror the
energy profile of the frame, as the lowest and highest eigen-
values of SF determine the frame bounds [33].
Incoherence is the frame attribute that describes the spa-

tial angular displacement of the frame vector pairs (f k , f `),
k 6= `. Quantitatively, incoherence is measured by themutual
coherence [34]

µ(F) , max
k 6=`

|〈f k , f `〉|
‖f k‖2 · ‖f `‖2

= max
k 6=`

∣∣cos (] (f k , f `))∣∣ . (12)
In the case of unit-norm column vectors fk it follows

from (12) that µ(F) = maxk<` |gF,k`|, that is, the highest
off-diagonal entry of the frame Gram matrix

GF , FHF. (13)

The squared Frobenius norm of the Gram matrix,
GF, is the sum of squared correlations (SSC) of the frame
vectors. Its minimization relates therefore to a design crite-
rion often employed in CD-NOMA schemes to optimize the
active user multiplexing and inherent system performance,
e.g. MUSA [24] and PDMA [28], [29]. However, a more
important result regarding frame incoherence is the Welch
Bound (WB) [37]

µ(F) ≥

√
K −M
M (K − 1)

. (14)

In contrast to the FP, the mutual coherence bound is not
always achievable [37]. In fact, the only frames achieving the
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WB are the equiangular tight frames (ETF), which are the
closest equivalent of orthonormal bases in terms of incoher-
ence. The existence of ETF is, however, limited to particular
dimension pairs (M ,K ) [38], [39]. An example of a family of
ETFs is the regular simplices over Harmonic structures [38],
which exist for all K = M +1, and are obtained by removing
the (M+1)-th row of a complete unitary (M+1)-DFTmatrix
scaled appropriately by 1

√
M
.

Lastly, unit-normality is a normalization attribute which
ensures fairness in the energy distribution among the column
vectors of a frame F, i.e.

∥∥f k∥∥2 = 1, ∀k . The frame-
theoretic definitions and notions reviewed above are by no
means exhaustive, representing the bare minimum necessary
to follow the rest of the article.

C. FRAME-THEORETIC CONSTRUCTION OF MC-NOMA
In light of all the above the abstract massively concurrent
access model over the AWGN channel introduced in (3) can
now be extended to a more realistic realization over fading
communication channels as follows.

1) DOWNLINK
For convenience of exposition, the DL NOMA scenario
is addressed first, which happens to be also timely as
the DL case is currently gaining traction as a solution
for ultra reliable low-latency communications (URLLC)
and massive machine-type communications (mMTC) in
fifth generation (5G) systems. Concrete applications are
vehicle-to-everything (V2X), e.g. semaphore-less automated
traffic junctions, tele-operated valet parking, conventional
autonomous driving dynamic maps & information exchange;
massive data dissemination and distributed processing in
large-scale fog computing, e.g. automated factory / logistics
optimization operations applied at the edge networks; and
high-throughput data streaming, e.g. augmented reality (AR)
/ virtual reality (VR) museum and exhibition tours, large
eGaming events, etc.

In such cases, broadcast information need to be downlinked
simultaneously with data streams towards a massive number
of individual users, usually also at high-rates. Hence, the gen-
eral problem considered so far becomes relevant, i.e. serving
K users in DL at once over M < K units of resources,
e.g OFDMA subcarrier tones, slotted time frames, spatial
streams. Without loss of generality, we continue with the
assumption that the resources are M orthogonal tones, such
that received signal at the k-th user can be written as

yk = Hk,DLF · s+ nk , (15)

where Hk,DL , diag([h1,k , h2,k , . . . , hM ,k ]T ) ∈ CM×M is a
diagonal matrix containing the coefficients of the Rayleigh
fading channel between the base station (BS) and k-th user
equipment (UE), s ∈ SK ⊂ CK is the vector containing
the symbols of all users, assumed to be taken from the same
Q-ary constellation S, the vector nk ∼ CN (0, σ IM )
is AWGN, and the columns of the frame F ∈ CM×K are the
modulated signature waveforms of active users.

2) UPLINK
A dual formulation to the above DL applies for the UL
NOMA scenario [22], [24], [30]. In this case, K active
users transmit simultaneously to a BS such that the received
BS signal is described by

y =
K∑
k=1

Hk,ULf k · sk + n, (16a)

=

K∑
k=1

(
diag

(
Hk,UL

)
◦ f k

)
· sk + n, (16b)

= Heq,UL · s+ n, (16c)

where Heq,UL is an equivalent frame-precoded multiple
access channel matrix given by

Heq,UL , [diag(H1,UL) ◦ f 1, . . . , diag(HK ,UL) ◦ f K ], (17)

with each diagonal matrix Hk,UL describing the UL channel
between the k-th user and the BS.

The duality between the DL and UL MC-NOMA cases
can be seen by observing that, also for the DL case, one
can define for each user an equivalent frame-precoded
DL channel matrix

Heq,k,DL , Hk,DL · F (18)

= [diag(Hk,DL)◦f 1, . . . , diag(Hk,DL)◦f K ],

such that the DL model is, from a mathematical standpoint,
a particular case of the UL one.

III. ACHIEVABLE SUM-RATES AND OPTIMIZATION
CRITERIA OF MC-NOMA
As described in the previous section, the MC-NOMA
approach applies both to DL and UL, having at its core the
design of the ‘‘spreading’’ frame F. In this section, we shall
seek information-theoretical criteria to design F under the
assumption that CSI at the transmitter (CSIT) is not available,
so as not to add latency nor hinder scalability, and thus retain
the ability of the scheme to satisfy URLLC and mMTC
requirements, fundamental to 5G systems.

We therefore focus on a sum-rate analysis of the proposed
MC-NOMA scheme assuming, for simplicity but without loss
of generality, that the multi-dimensional symbol s ∈ SK
multiplexing the signals from all K active users is constrained
to a unit average power. Furthermore, the AWGN receiver
thermal noise is assumed to be spectrally flat with the same
statistics across all receivers and energy density of N0.

A. ACHIEVABLE DOWNLINK SUM-RATE WITHOUT CSIT
1) CONTINUOUS INPUT CONTINUOUS OUTPUT
MEMORYLESS CHANNEL
Under the assumptions outlined above, in the CCMC case the
continuous-input signal is such that s ∼ CN (0, 1

K IK ), and in
the DL scenario it is considered that each user is capable of
performing MUD to detect its own signal sk in the optimal
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joint ML sense. The ergodic sum-rate capacity across all
resources at any given k-th user is therefore given by

CCCMC
k,DL =EHk

[
log2 det

(
IM+

1
KN0︸︷︷︸
SNR

Hk

frame operatorSF︷︸︸︷
FFHHH

k

)]
, (19)

where we have (and shall for the remainder of this subsec-
tion), replaced Hk,DL with Hk for notational simplicity.
It is clear that both the channel Hk and the frame F are

factors that greatly influence total throughout. But under the
assumption of no CSIT, the design of F is independent of
channel realizations.

Under these conditions, the optimization criterion for the
design of F can be identified as follows. First, noticing that
the argument of the determinant in equation (19) is a Her-
mitian matrix, we may invoke Hadamard’s inequality for the
determinant of a positive-semidefinite square matrix A

detA ≤
K∏
k=1

akk , ∀A ∈ CK , (20)

with equality attained only for diagonal matrices [40, p. 233].
Since the channel matrix Hk is diagonal, it follows that in

order to maximize the sum-rate in equation (19), the frame
operator SF must be diagonal, which in turn implicates the
requirement that F is tight. In addition, due to the unavailabil-
ity of CSIT, and under the assumption of ergodicity across
resources, it is found that F must be equi-normal. Without
loss of generality, letting the norm of all norm vectors fk
be the unit, it is concluded that the optimal frame F is an
unit-norm tight frame (UNTF), thus satisfying equation (11),
which reduces equation (19) to

CCCMC
k,DL = EHk

[
log2 det

(
IM+

1
MN0

HkHH
k

)]
. (21)

The above expression evaluates furthermore in the case of
the ergodic Rayleigh channel Hk to a closed analytical form
given by [41, Th. 2] as

CCCMC
k,DL,Rayl. =

∫
∞

0
log2

(
1+

1
MN0

λ

)
λK−M exp−λ

·

M−1∑
m=0

m! ·
[
LK−Mm (λ)

]2
(m+ K −M )!

dλ, (22)

where λ represents a marginalized singular value dimension
of the equivalent non-negative definite matrix HkHH

k and
L jm are the (m, j)-associated Laguerre polynomials [41].

We remark that thanks to the generality of the formulation
introduced in Subsection II-A, a similar analysis leading to
the expression in equation (19) applies to a multitude of
other NOMA schemes, including e.g. SCMA, PDMA and
MUSA. Unlike MC-NOMA, however, in those schemes the
multiplexation mapping of user information onto resources is
based on intricate designs which embed sparsity, limit entries
and/or introduce redundancy. As a result, for those schemes,

the term in equation (19) corresponding to the frame operator
SF does not reduce (in general) to the form in equation (11),
which not only complicates the analysis of their maximum
achievable sum-rates, but also implies the loss of degrees-of-
freedom (DoF).

In comparison, MC-NOMA leverages all DoF available
through the usage of dense complex framesF. In fact, by force
of the Hadamard inequality of equation (20), it follows that
the CCMC capacity derived in equation (21) is the optimum
achievable ergodic sum-rate of any DL NOMA scheme with-
out CSIT. In other words, MC-NOMA has the theoretical
potential to outperform all other NOMA schemes at DL in
terms of maximum achievable sum-rate. More importantly,
such potential can in fact be realized in practice, requiring to
that end only that:

a) for any pair (M ,K ), a frame F can designed so that its
frame operator satisfies equation (11); and

b) that a decoder enabling each user to detect its own
signal sk in the optimal joint ML sense can be
designed.

In the sequel, both a frame design algorithm and an
efficient decoder will be described, which satisfy these
conditions and thus demonstrate that MC-NOMA is not
only theoretically but also de-facto superior to existing
NOMA schemes such as PDMA [27] and SCMA [30], [31].

2) DISCRETE INPUT CONTINUOUS OUTPUT MEMORYLESS
CHANNEL
We obtain in this subsection the DL sum-rate at any given
user k in the DCMC case, in analogous fashion and under the
same conditions as above. By definition, this is given by the
maximum mutual information

RDCMC
k,DL , max

p(s)∈SK
I (s; yk ) (23a)

= max
p(s)∈SK

(
B− H (s|yk )

)
, (23b)

where we emphasize that for simplicity it is assumed that the
symbols of theK users in s are sampled out of the sameQ-ary
constellation S, such that s ∈ SK .
In addition B , K log2(Q) is used in (23) to denote the

maximum cumulative entropy at the source. The expression
in (23) can be further reduced to

RDCMC
k,DL = B−

2B∑
i=1

∫
yk
p(si, yk ) log2

(
1

p(si|yk )

)
dyk (24a)

= B−
2B∑
i=1

∫
yk
p(si)p(yk |si) (24b)

· log2

(
p(yk )

p(si)p(yk |si)

)
dyk . (24c)

The mutual information in (23) is known to be maximized
by an uniform input discrete distribution [42], i.e. p(s) = 1

2B .
What is more, given the communication model in (18) it
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follows that

p(yk |si) = p (HkFsi + nk |HkFsi) (25a)

= (πN0)−M exp
(
−
‖

noise nk︷ ︸︸ ︷
yk−HkFsi‖22

N0

)
(25b)

= (πN0)−M exp
(
−
‖nk‖22
N0

)
= p(nk ). (25c)

It is thus clear that the conditional distribution of the
output given the input under fixed channel conditions Hk
and a non-orthogonal combining rule F is determined by the
underlying noise distribution. In addition, using Bayes’ rule
and marginalization, the probability density function of y can
be derived further from (25) as

p(yk ) =
2B∑
`=1

p(s`)p(yk |s`) (26a)

=
1
2B

2B∑
`=1

1
(πN0)M

exp

(
−
‖yk−HkFs`‖22

N0

)
(26b)

=
1
2B

2B∑
`=1

p(HkFs` + nk |HkFs`) . (26c)

In light of the latter, equation (23) becomes

RDCMC
k,DL = B−

1
2B

2B∑
i=1

∫
nk

p(nk )

· log2

[ 2B∑̀
=1
p(HkFs`+nk |HkFsi)

p(nk )

]
dyk (27a)

= B−
1
2B

2B∑
i=1

Enk

log2 2B∑
`=1

exp(ηk,DL(`, i))

, (27b)

where for convenience we implicitly defined

ηk,DL(`, i) ,
‖nk‖2 − ‖HkF(s` − si)+ nk‖2

N0
. (28)

Taking the expectation of the expression in equation (27)
over realizations of Hk and nk , and assuming F is optimized
so as to satisfy equation (11), we obtain the ergodic sum-rate
in the DCMC case, i.e.

CDCMC
k,DL = EHk ,nk

[
RDCMC
k,DL

]
(29)

= B−
1
2B

2B∑
i=1

EHk ,nk

[
log2

2B∑
`=1

exp(ηDL(`, i))
]
.

From equations (21) and (29), it can be seen that in
fact the MC-NOMA system is equivalent to a multiple-
input multiple-output (MIMO) overcomplete transmis-
sion scheme with more transmit antennas than receive
antennas [43], [44, Chap. 10]. In particular, equation (21)
is similar to the capacity of MIMO systems [41], and

equation (29) is similar to the achievable sum-rate of MIMO
systems with discrete input [45], [46].

Lastly, although already made evident by the notation
itself, let us emphasize that the expressions in equations (21)
and (29) are the achievable sum-rates of a k-th user overallM
resources. The system’s total achievable DL sum-rates, under
the assumption of users with equivalent SNR conditions are,
for the CCMC and DCMC cases, respectively given by

CCCMC
DL = K · CCCMC

k,DL , (30a)

CDCMC
DL = K · CDCMC

k,DL . (30b)

B. ACHIEVABLE UPLINK SUM-RATE WITHOUT CSIT
Next, let us analyze the ergodic sum-rate system capacity of
UL MC-NOMA under the same conditions as above, con-
sidering that the k-th user employs the vector f k , i.e., the
k-th column of the frame F, in order to spread its signal across
the M resources.

1) CONTINUOUS INPUT CONTINUOUS OUTPUT
MEMORYLESS CHANNEL
In light of the duality established by equations (17) and (18),
the ergodic achievable rate of UL MC-NOMA in the
CCMC is straightforwardly given by

CCCMC
UL =EHeq,UL

[
log2 det

(
IM+

1
KN0

Heq,ULHH
eq,UL

)]
. (31)

We remark that Heq,UL ∈ CM×K is, under the definition
in equation (5), a frame of the same size as its embedded
component F.

However, due to the structure imposed by equation (17),
and under the condition of no CSIT, no strategy to design F
can be extracted from equation (31) itself, since there are no
guarantees that the properties built into the construction of F
carry over to Heq,UL with random and unknown Hk,UL. Nev-
ertheless, from an overall system design viewpoint, the fol-
lowing arguments can be offered in favor of users utilizing at
UL the same spreading vectors used by the BS at DL.

Firstly, overhead is minimized by having the k-th user
employ the same vector fk both to de-spread the signal
intended to it at DL, and to spread its own signal at uplink.
Secondly, by having each user spread its signal via a distinct
vector f k of an incoherent frame F, not only is mutual inter-
ference (MUI) statistically minimized but also is the power of
all users spread uniformly across all resources, maximizing
the utilization of all DoFs under the lack of CSIT.

2) DISCRETE INPUT CONTINUOUS OUTPUT MEMORYLESS
CHANNEL
Finally, again due to the structural equivalence between
Heq,UL and Heq,k,DL described by equations (17) and (18),
the ergodic achievable rate of UL MC-NOMA in the DCMC
case is derived analogously to its DL counterpart, yielding

CDCMC
UL =B−

1
2B

2B∑
i=1

EHeq,UL,n

[
log2

2B∑
`=1

exp(ηUL(`, i))
]
, (32)
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where

ηUL(`, i) ,
‖n‖2 − ‖Heq,UL(s` − si)+ n‖2

N0
. (33)

From both results above, we conclude that the same criteria
for the optimum design of F in the DL – namely, that F must
be a tight, low-coherence and equi-normal complex-valued
frame – remain valid for the UL under imperfect CSIT. In the
next section we describe how such frames can be constructed
for arbitrary K ≥ M .

IV. OPTIMIZED MC-NOMA TRANSMITTER: LOW-
COHERENCE COMPLEX-VALUED FRAME DESIGN
The matter of constructing tight, low-coherence, equi-normal
frames is a problem of general interest in Frame Theory
and the most desirable set of solutions to this problem is
represented by ETFs, such that [34], [37]

|〈 f k , f `〉|
‖ f k‖2 · ‖f `‖2

=

√
K −M
M (K − 1)

, ∀ k 6= `. (34)

In other words, in an ETF, all pairs of distinct frame
vectors have the same and minimum normalized inner prod-
uct theoretically possible. Unfortunately, ETFs do not exist
for arbitrary (M ,K ), and therefore in many cases solutions
are sought amongst the next class of desirable tight, low-
coherence and equi-normal frames which are represented by
the set of unit-normGrassmannian frames [37], which satisfy

|〈 f k , f `〉| ≥
√

K−M
M (K−1) , ∀ k 6= `, (35)

with ‖fk‖2=1,∀k and so that @A ∈ CM×K withµ(A)<µ(F).
In plain words, the construction of Grassmannian frames

relaxes the requirement of achieving the Welch bound in
favor of the more practical condition of achieving the lowest
possible frame coherence amongst all frames in the same
space. As a result, Grassmanian frames in comparison to
ETFs always exist for any given dimensionality [37] and act
as a superset for prospective ETFs.

Systematic and explicit methods to construct Grassman-
nian frames do exist [37], [39], [47], but again, also such
methods are restrictive in the choice of parameters (M ,K ).
This limitation led to significant effort made in recent years
to devise algorithmic, rather than analytical, methods for the
generation of low-coherent frames [48]–[53]. And to that end,
convex optimization has proven especially useful, for their
combined efficacy and flexibility.

In [51]–[53], for instance, a method to construct incoherent
frames was described, which relies on the successive and
iterative decorrelation of the column vectors of an initial ran-
dom frame F, constrained to an unit-norm M -ball enclosing
the feasible search regions of each vector. This approach led
to the complex successive iterative decorrelation by convex
optimization (CSIDCO) algorithm, which is fundamentally
described by the problem [53]

minimize
f k∈CM

‖F̃H
k f k‖∞,

subject to ‖f k − f̃ k‖
2
2 ≤ Tk ,

 ∀ k, (36)

where F̃k denotes the matrix resulting from removing the
k-th column vector f k from the frame F, and the radius Tk
of the M -dimensional search ball associated with the update
of each frame vector f k is iteratively designed so as to prevent
the prospective solution f k from being collinear with any
other f̃ `, ` 6= k , i.e.

Tk ≤ 1− max
`; 6̀=k
|〈f k , f `〉|

2. (37)

The generically formulated CSIDCO approach described
by equation (36) can be explicitly reformulated as the real-
valued quadratic program

minimize
x,[f k ;tR;tI]∈R2M+2

xT6x, (38a)

subject to AR,1x ≤ 0, AR,2x ≤ 0, (38b)

AI,1x ≤ 0, AI,2x ≤ 0, (38c)

xTBx− 2bTx+1−Tk ≤ 0, (38d)

where

6 ,

[
02M 02M×2
02×2M I2

]
∈ R(2M+2)×(2M+2), (38e)

AR,1 ,
[
F̃T
k −1(K−1)×1 0(K−1)×1

]
∈ R(K−1)×(2M+2), (38f)

AR,2 ,
[
−F̃T

k − 1(K−1)×1 0(K−1)×1
]
∈R(K−1)×(2M+2),

(38g)

AI,1 ,
[
F̃T
kDM 0(K−1)×1 − 1(K−1)×1

]
∈R(K−1)×(2M+2),

(38h)

AI,2 ,
[
−F̃T

kDM 0(K−1)×1 −1(K−1)×1
]
∈R(K−1)×(2M+2),

(38i)

DM ,

[
0 −1
1 0

]
⊗ IM ∈ R(2M+2)×(2M+2) (38j)

B ,

[
I2M 02M×2

02×2M 02×2

]
∈ R(2M+2)×(2M+2), (38k)

bT ,
[
f̃
T
k 0 0

]
∈ R2M+2. (38l)

We refer to our reformulation of CSIDCO given in
equation (38) as the quadratic CSIDCO (QCSIDCO) algo-
rithm and remark that it can be easily coded using standard
MatlabTM functions, unlike the problem of equation (36).

The final complex solution from equation (38) is obtained
as FQ = [1 1j] ⊗ IMFQ, recombining the real and imagi-
nary components. The frame FQ is a low-coherent frame by
construction, and unit-normality can be enforced by normal-
ization of the vectors fk , ∀k obtained after each iteration.
However, there is no guarantee that a tight frame is obtained.

In order to mitigate this problem, the frame obtained
from equation (38) is further processed via a tightening step
given by the polar decomposition [48, Th. 2], which can be
described by the optimization problem

min
F∈CM×K , UNTF

‖FQ − F‖F, (39)
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whose analytic solution is given respectively by [48]

F =

√
K
M

(
FQFH

Q

)− 1
2 FQ, (40)

where the normalization factor
√
K/M is applied to ensure

the unit-normality constraint.
Resuming all the above, the optimized MC-NOMA

transmitter under the assumptions of perfect CSI at the
receiver (CSIR) and no CSIT, is given by a complex
low-coherence UNTF, which can be obtained as described
in Algorithm 1.

Algorithm 1 LOW-COHERENT UNTF DESIGN

Inputs:Number of resourcesM , users K and iterations I
Output: Low-coherent UNTF F ∈ CM×K

1: Generate initial random matrix: F0 ∈ CM×K

2: Normalize all column vectors of F0
3: Iteratively update F0 into FQ by solving equation (38),

with Tk updated via equation (37), ∀ k at each iteration
4: Tighten FQ obtaining a low-coherent UNTF via the polar

factorization of equation (40).

V. OPTIMIZED MC-NOMA RECEIVER: HIGH-
PERFORMANCE LOW-COMPLEXITY MUD
Having demonstrated the theoretical potential of MC-NOMA
and described how to optimally design its transmitter
in Sections III and IV, it is left for us to turn our atten-
tion to the receiver side and describe how MC-NOMA sig-
nals can be effectively decoupled, with a particular interest
in a receiver that can achieve a performance close to
that of the ML joint detector, but with at a feasible
complexity.

To this end, let us start with the ML receiver, described by

ŝML = argmin
s∈SK

‖y−Hs‖22, (41)

where in the above and hereafter, we simplify the nota-
tion so that H can be either interpreted as to denote
Hk,DLF in the context of DL reception under the model of
equation (15), or Heq,UL for the UL case as per
equation (16).

Notice that the optimum ML detector described in (41)
is also equivalent to the joint maximum a posteriori (MAP)
MUD under the assumption that the input symbols are
sampled independently and uniformly out of the same con-
stellation S. In other words, we hereby diverge from cur-
rent CD-NOMA literature – which typically favors rather
suboptimal receiver techniques such as the MMSE-SIC,
MMSE-PIC, MPA, ESE [15] – by seeking a low-complexity
detector capable of achieving the near optimum decoding
performance.

This is possible in the case of MC-NOMA because of its
massively concurrent approach, in which the MC-NOMA

receive signal is similar to that of a straightforward over-
loadedMIMO system. Based on the later analogy the concept
of sphere decoding (SD) [54]–[57] can be applied, such that
we may relax the problem in equation (41) to

ŝ = argmin
s∈SK ;R2

H≤β
2
‖y−Hs‖22, (42)

where the search radius of the system, determined by
the linear transform RH , ‖y − Hs‖2, is nothing
but a maximum allowed residual of the objective at the
solution.

It is clear therefore that (42) is in fact equivalent to the
ML search problem particularly for β →∞.
The usual procedure of solving (42) is based on the

QR decomposition of H leading to the equivalent
problem

ŝ = argmin
s∈SK ;R2

H≤β
2
‖y−QRs‖22 (43a)

argmin
s∈SK ;R2

R≤β
2
‖QHy︸︷︷︸
ỹ proj.

−Rs‖22 (43b)

argmin
s∈SK ;R2

R≤β
2
‖ỹ− Rs‖22, (43c)

where, due to the fact that the matrixQ is unitary,RH = RR
such that the residual metric is preserved.

Next, we observe that the overloading rectangular structure
of F imposes an upper trapezoidal structure onto R, i.e.

R =
[

R1︸︷︷︸
upper triangular ∈CM×M

|

dense ∈CM×(K−M )︷︸︸︷
R2

]
, (44)

which is typical of generalized sphere decoding (GSD), usu-
ally applied to underdetermined linear systems [58]–[65].

In conventional GSD, the search starts with the estimation
of the K − M + 1 symbols corresponding to the last row
of R and proceeds by subsequently solving the SD problem
for the remainingM−1 symbols based on the remaining rows
of R, all of which is conducted subjected to a constrained
search radiusR2

R. In principle, the search radius is such that

M∑
i=1

∣∣∣ỹi − K∑
j=i

rijsj
∣∣∣2 ≤ β2. (45)

In practice, however, in order to reduce complexity,
the search is conducted symbol-by-symbol so that distinct
radii are applied to each symbol. In particular, the search for
the first K −M + 1 symbols decoded is conducted over the
radius

β2M ,
∣∣∣ỹM − K∑

j=M

rMjsj
∣∣∣2 ≤ β2, (46)
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and respectively, for ` ∈ {M−1,M−2, . . . , 1} over the radii

β2` ,
∣∣∣ỹ` − r``s` − K∑

j=`+1

r`jsj︸ ︷︷ ︸
interference due to past choices

∣∣∣2

≤

shrinking search radius at `-th row︷ ︸︸ ︷
β2 −

M∑
i=`+1

β2i︸ ︷︷ ︸
accumulated residual

. (47)

Literature indicates that there are three usual strategies to
reduce the search complexity of conventional GSD receivers:
a) to break the original GSD problem down into a series
of determined SD sub-problems [58]–[60]; b) to apply
the method of Tikhonov regularization leading to a square
regularized SD problem of size K × K [61], [62]; and
c) to enclose the prospective estimates of the overcomplete
dimensions into a planar parametric slab aiming at reduced
complexity [64], [65]. The first of the aforementioned strate-
gies suffers from high complexity, and the last two, hereafter
referred to as regularized GSD and slab decoding, respec-
tively, have limitations on their scalability to arbitrarily over-
loaded systems such as MC-NOMA.

In particular, the regularized GSD approach expands the
system to a full-rank matrix R by addition of trivial equa-
tions. The effectiveness of this operation requires, how-
ever, that every constellation point has unit-power which is
only valid for BPSK and 4-QAM. In order to be extended
to higher-order modulations, one needs to linearly decom-
pose them into combinations of unit-power ones, which
is either not feasible or leads a substantial increase in
complexity.

In turn, in slab decoding, the solutions of the K − M
underdetermined equations are grouped into a parametric
geometric planar slab meant to reduce the exhaustive search
complexity to the Q(K−M ) search space. Therefore, although
applicable to arbitrary constellations, the approach offers
little complexity reduction in systems with high overloading
ratios such as MC-NOMA.

Since the usual strategies to reduce the complexity of
GSD are not suitable to MC-NOMA receivers, we develop
our own in the sequel. To this end, we start with the stan-
dard GSD algorithm, which as can be understood from
equations (43) through (47), amounts to a depth-first
search (DFS) constrained by adapted SD radii. And
although the worst-case complexity of such a search is of
order O(QK ) [66], it has been shown that its stochastic com-
plexity is of polynomial order, with an exponent dependent on
the signal-to-noise ratio (SNR) [56], and which can be further
reduced by the application of reduction, enumeration and
pruning techniques. We therefore focus below on reduction,
enumeration and probabilistic pruning schemes suitable to
MC-NOMA receivers.

A. LATTICE-BASED REDUCTION
A well-known reduction mechanism that is general enough
to be applicable toMC-NOMA is the Lenstra-Lenstra-Lovász
(LLL) lattice reduction [67], [68] over infinite lattices. If stan-
dard quadrature amplitude modulation (QAM) constellations
are used, search recursions can also be accelerated by various
methods such as those discussed in [58]–[63], [69] so long
as the complex based values in equation (43) are mapped
into corresponding real numbered equivalents. Fortunately
that is generally possible for standard QAM, and the structure
of equation (43c) can be preserved after such mapping by
defining,

ỹ
R
−→ ỹ ,

[
Re(ỹ)
Im(ỹ)

]
∈ R2M , (48)

R
R
−→ R ,

[
Re(R) − Im(R)
Im(R) Re(R)

]
∈ R2M×2K , (49)

s
R
−→ s ,

[
Re(s)
Im(s)

]
∈ R2K , (50)

with the new search space given by the projection of the
individual S constellations on the real and imaginary axes.
It is worth noting that without loss of generality in the case

of QAM complex constellations this operation translates to
obtaining integer point search lines across the real and imag-
inary axes which will hereafter be denoted as Z , such that
the original problem in SK reduces to an underdetermined
discrete least squares problem over the search space Z2K .
Finally, since such a complex-to-real transforma-

tion preserves the 2-norm, the residual metrics of
inequalities (45)-(47) remain valid within the subsequent
dimensionality doubling of the problem, i.e. (2M , 2K )
instead of (M ,K ).

B. SCHNORR-EUCHNER ENUMERATION
A very important aspect in the structure of GSD as a
DFS tree search algorithm is represented by the order in
which the potential solutions are evaluated.

The right strategy to enumerate the set of prospective
solutions for each user symbol is therefore valuable to reduce
complexity of the search [55], [56], because once a candidate
solution is achieved at the bottom of the tree with a lower
residual than the previous, the search radius can be reduced
for the next symbol.

The update is based on reducing the sphere radius provided
that the residual of the currently found solution is lower than
the one of the older solution which was in fact used to set the
existing search radius.

A well-known and effective enumeration technique is the
Schnorr-Euchner (SE) enumeration proposed in [70]. This
method leads to a zig-zag search over the available feasi-
ble solution space and is also referred to as the Schnorr-
Euchner sphere decoding (SESD) [71]. Applying SE ordering
over each level, the search tree itself is sorted, arranging
the solutions in accordance with non-decreasing residuals on
the left-most branches, which are the ones that are visited
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FIGURE 1. Illustration of SE ordering and tree search optimization for a (2,3) demonstrative overcomplete access system serving 3 users over 2 resources
with binary bipolar constellations.

first, as depicted in Figure 1. This strategy, coupled with the
search radius update described earlier, effectively increases
the performance, leading (in average) to significantly lower
complexity polynomial exponents [56].

C. PROPOSED TREE PRUNING
Unfortunately, the LLL reduction and SE enumeration meth-
ods discussed above are not sufficient to curb the complexity
of MC-NOMA receivers, especially in the case of large over-
loading ratios, because the detection of the first K −M + 1
symbols is governed by the last row of the trapezoidal matrix
R described in equation (44), and conducted under a single
constraint radius as described by equation (46).

In other words, tree pruning cannot be performed before
reaching the M -th detection layer in the tree, because only
at that stage the corresponding M -th system equation can be
utilized, given its associated radius inequality (46), to perform
tree pruning and reduce complexity.

However, by revisiting the incremental inequalities

β2k ,
∣∣∣( ỹM − K∑

j=k+1

rMjsj︸ ︷︷ ︸
past residual

)
− rMksk︸ ︷︷ ︸

k−th pick

∣∣∣2 ≤ β2 (51a)

= |rMk |2
∣∣∣( ỹM−∑K

j=k+1 rMjsj
rMk

)
−sk

∣∣∣2≤β2 (51b)

for all the detection layers k ∈ {M ,M + 1, . . . ,K } strong
insights into further search optimizations in the form of tree
pruning can be derived, which are pursued in the sequel.

1) ALGEBRAIC REORDERING
In GSD problems, the conventional DFS tree search of
SD is expanded over a family of trees rooted by the possible
constellation points of the top detection layer [62], [63].

It is therefore desirable to perform subtree cuts as early
as possible in order to maintain a low-decoding complex-
ity. Since the first opportunity to prune the tree is at the
M -th layer, as detailed above, our focus is shifted to the
M -th row equation of the linear system associated with
equation (43c).

It can be seen from the incremental inequalities (51) that
the entries of the M−th row of the matrix R act as weights
for the possible detected symbols, which affect the residual
contribution some symbol selections impact onto others.

As a consequence, in order to perform reduction of the
search space over the matrix R, it is of interest to penal-
ize bad choices more at higher layers than at lower layers.
In other words, the power of the weights should be sorted in
non-decreasing fashion from layer M to layer K , such that

|rMM |2 ≤ · · · ≤ |rMk |2 ≤ · · · ≤ |rMK |2. (52)

It is also desirable for the |rMk |2 entries to have the highest
possible magnitudes given the matrix R. Since satisfying
such a requirement would lead to a combinatorial problem,
we relax this criterion to amaximum sum-of-squares require-
ment on the last row entries of the trapezoidal matrix R, i.e.

max
R

K∑
k=M

|rMk |2. (53)

The reduction conditions (52) and (53) imply a column
and row reordering of the matrix R, or alternatively, of the
matrix H, as well as of its associated vectors y and s. Mathe-
matically these reorders resume to system permutations along
the two axes of the linear system, i.e.

Pry︸︷︷︸
permuted y

= PrHPc︸ ︷︷ ︸
permutedH

· PH
c s︸︷︷︸

permuted s

. (54)

It follows that the optimized algebraic reduction problem
of sorting (52), and respectively of finding the maximum
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sum of squares (54), reduces to solving the optimum row
and column permutations Pr and Pc, respectively. To this
end the linear system in (54) is reinterpreted given the QR
decomposition as

yP =

PrHPc︷︸︸︷
QR · sP (55a)

QHyP = RsP (55b)

ỹP = RsP (55c)

where yP , Pry and sP , PH
c s are the permuted versions

of y and s, respectively.
In plain words, as a step preceding the tree pruning algo-

rithm to be described in the sequel, it is advantageous to
carefully design the QR decomposition of (55), with the
aim to maximize the objective in (53), while satisfying the
constraints in (52).

The idea leverages the fact that the QR decomposition
preserves the column norm of the input matrix and performs
column sorting based on the non-decreasing 2-norm criterion.
Indeed, similar column reordering strategies have been stud-
ied before as a means to enhance detection performance of
MIMO systems and reduce the decoding complexity of space-
time codes [63], [72]–[75].

Following preceding literature, the permutations are per-
formed so as to force the rows of R to accumulate the highest
possible sum of squares after canceling each sub-diagonal
column matrix elements during the QR decomposition.

Algorithm 2 RUBIK-QR DECOMPOSITION

Inputs: H ∈ CM×K ,M ≤ K
Outputs: unitary Q ∈ CM×M , trapezoidal R ∈ CM×K ,
rows permutation Pr ∈ ZM×M , columns permutation
Pc ∈ ZK×K

1: Initialize Pr = IM , Pc = IK , R = H
2: Sort columns of R according to rule

∥∥R(:,1)
∥∥
2 ≤∥∥R(:,2)

∥∥
2 ≤ · · · ≤

∥∥R(:,K )
∥∥
2 and obtain columns per-

mutation pc ∈ ZK
3: Update Pc 7→ Pc(:,pc), R 7→ RPc
4: Sort rows of R according to rule

∥∥R(1,:)
∥∥
2 ≤

∥∥R(2,:)
∥∥
2 ≤

· · · ≤
∥∥R(K ,:)

∥∥
2 and obtain rows permutation pr ∈ ZM

5: Update Pr 7→ Pr(pr ,:), R 7→ PrR
6: for c = 1 :M do
7: Given R(:,c), generate Householder reflector u,[76]
8: Cache column reflector U(c:M ,c) = u
9: Apply Householder transform (HHT) to submatrix

R(c:M ,c:K ) 7→ HHT
(
u,R(c:M ,c:K )

)
, [76]

10: end for
11: Sort last K −M columns by |R(M ,M )| ≤ |R(M ,M+1)| ≤

. . .≤|R(M ,K )| and update permutation pc ∈ ZK−M+1
12: Update Pc(:,M :K ) 7→ Pc(:,pc)
13: Retrieve Q 7→ HHT (U, IM ) from cached reflectors

This is implemented efficiently by algebraic reflections
given by the Householder Transformation [76], such that the
objective in (53) is maximized in polynomial time. After the
optimum row permutation is achieved, the M to K columns
are permuted based on the M -th row of R so as to satisfy the
non-decreasing criterion of (52).

Since the succession of column and row permutations ofR
resemble the block rotations performed to solve a Rubik cube,
we refer to the optimized QR decomposition described above
as the Rubik-QR decomposition. A complete description of
the Rubik-QR algorithm used to solve the reduction strategy
discussed above is thus offered1 in Algorithm 2.

2) PROBABILISTIC TREE PRUNING
Even after the application of all the techniques described
above, the detection of highly overloaded systems may still
be too complex as a result of the impossibility of early
tree pruning. In order to cap the complexity of such worst
cases, it is desirable to perform early branch cuts based on
a suitable threshold. This issue motivated work on various
stochastic strategies to identify such thresholds [78]–[80],
which rely on noise statistics to generate parametric pruning
decisions and therefore are referred to as probabilistic tree
pruning.

A general framework for probabilistic tree pruning was
proposed in [80] encompassing different generic pruning
strategies such as uniform pruning, K -best, thresholding
and hybrids thereof. Amongst other contributions, a central
result on pruning by hard thresholding which links branch
cuts to tractable parameters stemming from sound noise
and signal space probabilistic distributions was described
in [80, Prop. 2]. And although conventional QR decompo-
sition of square matrices was assumed in [80], it is obvious
given the unitary transforms involved that the Rubik-QR
approach described above preserves the chi-squared distribu-
tion of squared residuals, such that the same technique applies
to our problem.

In the context of MC-NOMA detection, pruning via a
threshold δ at the (earliest possible) M -th detection layer is
achieved by following the main result in [80, Eq. (14)], with
δ given by

δ = 2σ 2
· γ−1

(
1−

(
1+

d2min
4σ 2

)−M)
, (56)

where dmin denotes the minimum distance of the finite con-
stellations transmitted and γ (x) is the lower incomplete
gamma function

γ (x) ,
∫ x

0
exp(−t)dt. (57)

1OctaveGNU andMATLABr [77] notations for submatrix and subvector
selection are used for simplicity.
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Algorithm 3 RUBIK-PTST

Inputs: y ∈ CM, H ∈ CM×K, constellation S, σ 2

Outputs: estimates s ∈ SK

1: Set initial search radius β = +∞
2: Compute threshold δ given (56)
3: Set layer `=K
4: Allocate default candidate symbol sets ∀` layers, S`
5: Apply Rubik-QR reduction
(Q,R,Pr ,Pc) = RUBIK− QR (H)
Update y 7→ QHPry

6: while (1) do
7: if ` ≥ M then
8: if EMPTY(S`) then
9: if ` = K then

break
10: else
11: Reset S` to default F clears visit
12: Go up the tree ` 7→ `+ 1
13: continue
14: end if
15: else
16: if set S` is not visited yet then
17: Apply SE to S` 7→ SE

(
S,R, yM , ŝ(`+1:K )

)
18: if ` = M then
19: for all symbols S`,i ∈ S` do
20: if not conditions (58) then
21: REMOVE(S`, S`,i) F prune S`,i subtree
22: end if
23: end for
24: end if
25: end if
26: end if
27: Get layer ` estimate ŝ(`) 7→ POP_FRONT(S`)
28: Go down the tree ` 7→ `− 1
29: else
30: Solve inner SD sub-problem

ŝ(1:M−1) 7→SESDTHRESH
(
y(1:`),R(1:`,1:`), δ,S

)
31: Compute obtained residual β2err =

∥∥y− Rŝ
∥∥2
2

32: if β2err ≤ β
2 then

33: β 7→ βerr F Decrease search radius
34: end if
35: Update search layer ` = M
36: end if
37: end while

Concretely, at any layer ` = {1, 2, . . . ,M} only
the subtrees stemming from leafs whose paths fulfill the
conditions

M∑
i=`

β2i ≤ β
2, (58a)

β2` ≤ δ, (58b)

FIGURE 2. Probabilistic tree pruning by δ-thresholding.

are further explored, while the constraint-violating subtrees
are cut, as illustrated in Figure 2.

In other words, the canonical cumulated residual con-
straint (58a) of sphere decoding is complemented by the
probabilistic thresholding rule (58b) introduced by leveraging
the framework in [80].

We refer to the complete MC-NOMA MUD as the Rubik
probabilistic tree search with thresholding (Rubik-PTST),
a pseudo-code of which is offered in Algorithm 3. Notice that
the inner SESDthresh(·) refers to a standard SESD decoder
complemented by the probabilistic tree pruning via thresh-
olding (58b) described earlier. An efficient implementation
of such a decoder can be achieved via the fast LLL reduced
recursions procedure for finite constellations of [69, Alg.6].
To this end, the problem should be converted to its real
equivalent as stated in (48)-(50).

All in all, the proposed Rubik-PTST scheme incorporates
the LLL lattice reduction, the Schnorr-Euchner enumeration,
the algebraic reordering via the Rubik-QR decomposition,
and the optimized threshold-based probabilistic tree pruning
schemes into a powerful detector for overloaded systems,
whose performance is assessed in the following section.

VI. NUMERICAL RESULTS AND SIMULATIONS
In this section we validate via numerical simulations the
models, results and algorithms discussed and proposed in
Sections II through V.

A. EFFECTIVENESS OF QCSIDCO FRAME DESIGN
To highlight the transmitter design concepts of MC-NOMA
and its inherent advantages some effort is first dedicated to
illustrating the structure imposed by the low-coherence tight
frames used in MC-NOMA onto the channels perceived by
the receivers.

To this end, consider a frame F obtained via the
QCSIDCO method described in Section IV and summarized
in Algorithm 1. In MC-NOMA, the transmission frame is
designed tominimize themaximum interference among users
towards the Welch Bound, leading to an almost uniform
coherence level. This is illustrated in Figure 3a, which shows
an intensity map of the Gram matrix corresponding to a
frame F ∈ C8×14. This design feature is important to
maintain the inter-user interference limited and corresponds
to the sparse non-orthogonal multiplexation of users and
simultaneous codebook optimization to avoid collapsing of
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different symbol combinations onto similar outcomes in the
case of SCMA; and to the design of sparse patterns for
controlled non-orthogonal combining and interference in the
case of PDMA, respectively.

It can be learned from Figure 3a, however, that
MC-NOMA achieves the same design objective of the afore-
mentioned state-of-the-art alternatives, without requiring
sparsity in order to enable the non-orthogonal combining
of active users. As a result MC-NOMA leverages all the
available resources to the full extent, as opposed to schemes
such as SCMA and PDMA, which once again explains the
superior achievable rates of MC-NOMA as illustrated in the
sequel in Subsection VI-B.

Next, we move to illustrate both the effect of the unknown
transmit channel onto the spreading achieved by the opti-
mized low-coherence frame design, and the equivalence
between DL and UL in the latter. To this end, the intensity
map of an equivalent DL channel Heq,k,DL corresponding to
the frame F in Figure 3a and one channel realization is shown
in Figure 3b, whereas the intensity map of the UL counterpart
Heq,UL is shown in Figure 3c.

It can be seen not only that indeed the DL and UL cases
are qualitatively similar, but also that the effect of an unknown
channel over theMC-NOMA low-coherence frame is (in both
DL and UL cases) to slightly increase the overall coherence
of the equivalent channel as compared to that of the frame
itself, but still in a manner that ensures a gradation of interfer-
ence powers from various users, much like what is achieved
in schemes such as SCMA and PDMA at the expense of
larger design complexity and a sparsity requirement which
are avoided in the MC-NOMA scheme.

Altogether, Figure 3 illustrates that strongly separable
non-orthogonal user signals result from the MC-NOMA
frame, regardless of whether the channel is diagonal (as in
the DL) or fully rich (as in the UL).

B. ACHIEVABLE RATE PERFORMANCE
To follow with the information theoretic limits, we next
compare the achievable DL and UL sum-rates of the pro-
posed MC-NOMA system against those of SCMA [30] and
PDMA [27]. These two benchmarks were selected due to
their well-known performance gains over other CD-NOMA
schemes [15] across both different realistic and idealized
scenarios.

For the purpose of the first set of comparisons, we con-
sidered a 150% overloaded system with (M ,K ) = (4, 6),
both in DL and UL. The SCMA scheme was optimized
via the factor graph [30], [31] corresponding to the sparse
matrix

FSCMA ,

 1 1 1 0 0 0
1 0 0 1 1 0
0 1 0 1 0 1
0 0 1 0 1 1

 . (59) FIGURE 3. Intensity map of Gram matrix GF = FHF. (a) Incoherent UNTF
obtained with Algorithm 1. (b) DL equivalent frame: Heq,k,DL.
(c) UL equivalent frame: Heq,UL.
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FIGURE 4. Theoretic spectrally normalized CCMC ergodic sum-rate for
CD-NOMA DL systems, equation (19). The proposed MC-NOMA curve is
equivalent to (21), where the frame F is obtained by Algorithm 1.

In turn, the PDMA system was optimized via the pattern
multiplexing matrix

FPDMA,DL ,


1 0 1 1 1 0
1 1 0 1 0 1
1 1 1 0 1 0
0 1 1 0 0 1

 , (60)

for the DL [29] and

FPDMA,UL ,


1 1 1 0 0 0
1 0 0 1 1 0
0 1 0 1 0 1
0 0 1 0 1 1

 , (61)

for the UL [28], respectively.
The aforementioned multiplexation patterns follow the

optimized design criteria across [28]–[30] and aim to provide
equivalent comparison conditions for MC-NOMA, SCMA
and PDMA, such that in the latter two the non-orthogonal
multiplexing of active users is achieved with a maximum
overlap of df ,max = 3 per resource.
In addition, for the SCMA scheme, the characteristic

codebook design principles described in [31] were used
throughout the simulations for an optimized baseline.
We highlight that in the CCMC scenario these optimiza-
tion criteria reduce to simple input symbol fixed rotations
as described in [30], [31]. The input values were drawn
randomly in this case for all schemes from the maximum
entropic normalized zero-mean Gaussian distribution. The
results are shown in Figures 4 and 5 for the DL and
UL scenarios, respectively. It is found that the proposed
MC-NOMA system outperforms both SCMA and PDMA in
both DL and UL across the SNR range, although the advan-
tage of MC-NOMA over the state- of-the-art benchmarks in
the UL case is negligible.

This can be explained by the fact that the design criteria to
construct the frames F employed in the MC-NOMA scheme

FIGURE 5. Theoretic spectrally normalized CCMC ergodic sum-rate for
CD-NOMA UL systems, equation (31). The MC-NOMA curve is given by the
proposed frame design F in Algorithm 1.

FIGURE 6. DL ergodic sum-rate over the DCMC case across MC-NOMA,
SCMA [30], and PDMA [29]. The DL MC-NOMA CCMC sum-rate capacity is
plotted as the upper bound of the discrete achievable ergodic sum-rates.

are such that the DL sum-rate of (19) is maximized, while not
harming the UL sum-rate as per (31). To rephrase, the low-
coherence tight frame construction described in Section IV
is more effective and meaningful in shaping the overloaded
multiplexation of users at DL than it is at UL, as evidenced
by the UL and DL equivalent channels respectively described
by (17) and (18). It is therefore to be expected that a
similar result is observed in the practical case of sys-
tems with discrete-input symbols. This is indeed confirmed
in Figures 6 and 7, which are the counterparts of the latter
for the DCMC case, and from which it can again be seen
that the advantage of MC-NOMA over SCMA and PDMA
is more pronounced in DL than in UL. But furthermore,
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FIGURE 7. UL ergodic sum-rate over the DCMC case across MC-NOMA,
SCMA [30], and PDMA [28]. The UL MC-NOMA CCMC sum-rate capacity is
plotted as the upper bound of the discrete achievable ergodic sum-rates.

the figures also show that at the knee SNR regions the gap
between the proposed MC-NOMA and the state-of-the-art
benchmark schemes is larger under DCMC than in CCMC,
regardless of the constellation employed, but particularly for
constellations of larger order.

This outlines the scalability of the proposed MC-NOMA
scheme, which is capable of separating users of an over-
loaded system by means of complex signature waveforms
leading to complex spreading with limited and controlled
interference, altogether leading to a more efficient use of
the available signal space compared to SCMA and PDMA.
Indeed, PDMA uses conventional bits-to-symbols mappings
and relies on channel coding in multiplexation onto non-
orthogonal and recoverable patterns, while SCMA optimizes
the multiplexed non-orthogonal signals avoiding collisions
via multi-dimensional signaling and rotations [31], both of
which become difficult in larger scales.

Finally to confirm the robustness and practical feasibility
of the rate gains MC-NOMA records over the state of the art,
Figure 8 highlights the uncoded ML average bit-error rate
(BER) for the same (4, 6) system discussed in the prequel.
It can be seen therefore that the capacity performance of
MC-NOMA over SCMA and PDMA is doubled by an
increased MUD capability given the optimized interference
management and full exploitation of the available signal
space DoFs that MC-NOMA proposed.

C. PERFORMANCE OF Rubik-PTST RECEIVER
As a consequence of the equivalence of MC-NOMA received
signals in DL and UL modes, as illustrated in the previous
subsection, it is clear that MC-NOMA exhibits similar per-
formance characteristics both at DL and UL.

Motivated by the fact that end users have more stringent
complexity restrictions than base stations, and aiming to
illustrate the practical feasibility of the MC-NOMA scheme,

FIGURE 8. Uncoded DL BER performance gain of QPSK MC-NOMA over
state-of-the-art SCMA [30], PDMA[29].

FIGURE 9. BER performance of MC-NOMA with Rubik-PTST and ML
detection via SESD [69] optimized GSD in a (M,K ) = (4,6) system with
4-QAM and 16-QAM inputs.

we choose to address in our simulations the detection perfor-
mance and complexity of the proposed Rubik-PTST receiver
over a DL multicarrier link.

Across all simulations, channels were modeled as inde-
pendent and identically distributed (iid) Rayleigh fading
channels, and the premises and system model described in
Section II were followed. In order to obtain each data point
in all curves, averages were taken over 40 frame constructions
and as many noise and channel realizations as required to
ensure sufficient statistical significance.

For the purpose of benchmarking, the performance of our
own Rubik-PTST receiver was compared against that of the
GSD further optimized by the SESD and accelerated by
faster recursion technique proposed in [69], which is known
to efficiently reach ML detection performance over finite
search sets [80]. Finally, in order to illustrate the ability of

VOLUME 7, 2019 82095



R.-A. Stoica et al.: Massively Concurrent NOMA for 5G Networks and Beyond

FIGURE 10. Complexity of MC-NOMA systems (M,K ) with Rubik-PTST
and SESD optimized GSD receivers over 4-QAM at SNR = 15dB, with
M = 4 and K = 5 to 12. (a) Average number of operations.
(b) Complexity reduction gain.

the receiver to handle constellations with points of distinct
amplitudes and phases, QAM modulation was utilized.

The first set of results is shown in Figure 9 for a systemwith
150% overloading resulting fromK = 6 users sharingM = 4
resources. Curves for the BER as a function of the energy
per bit over noise power (EbN0) corresponding to systems
employing 4-QAM and 16-QAM modulation are shown,
from which it can be seen that the proposed Rubik-PTST
receiver achieves the ML performance, so that altogether it
can be understood that that the proposedMC-NOMA scheme
with Rubik-PTST detection achieve, in practice, the capacity
curves shown in Figures 6 and 7.

In light of the above, a natural question that may arise
is what is the complexity associated with the results shown
in Figure 9. In particular, it is of relevance to compare the
computational cost of the proposed Rubik-PTST receiver

FIGURE 11. Average BER performance of MC-NOMA systems of size
(M,K ), such that M = 4, and respectively, K ∈ {5,6,7,8,9,10,11,12}.

against that of the accelerated and optimized GSD, which is
known to be polynomial [56], [69], [80]. Such a comparison
is offered in Figure 11, which shows both the absolute and the
relative complexities of the two methods as a function of the
number of users K > M , with the number of resources fixed
to M = 4, the SNR fixed to 15dB and 4-QAM modulation.

First, absolute numbers are shown in Subfigure 10a, reveal-
ing that the complexity of the proposed Rubik-PTST receiver
measured in floating point and in integer point operations
(flops and intops, respectively) is not only lower than that of
state-of-the-art benchmark, but also follows the same trend.
We remark that the observed linear growth on K implicates
that the complexity order of the Rubik-PTST receiver is
polynomial on the overloading ratio K/M .

In addition, the absolute complexity numbers of
Subfigure 10a indicate that even at 300% overloading, sym-
bol detection in the Rubik-PTST-decoded MC-NOMA sys-
tems simulated thereby is achievable in milliseconds using
standard modern computing and without requiring opti-
mized or embedded computation environments, which speaks
of the practical feasibility of MC-NOMA altogether.

Next, Subfigure 10b shows the relative complexity reduc-
tion gain obtained by the Rubik-PTST receiver over the opti-
mized and accelerated GSD [56], [69], [80], defined as

GR ,

∑I
Hi; i=1 flopsGSD∑I

Hi; i=1 flopsRubik-PTST
, (62)

where the number of iterations, i.e. I , was set to 1000.
The results reveal that while higher gains are achieved by

the Rubik-PTST receiver at moderate overloading factors of
up to 200%, the proposed decoder continues to outperform
the state-of-the-art also for higher overloading scenarios.

Finally, in order to complement the latter set of results,
a comparison of the BER performance of the two decoders
for the scenarios studied in Figure 10 is shown in Figure 11,
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FIGURE 12. Complexity comparison for MC-NOMA systems (M,K ), such
that M = {6,8,10,12,14,16}, and respectively, K = M + 2. (a) Average
number of operations. (b) Complexity reduction gain.

which demonstrates that the complexity reduction improve-
ments of Rubik-PTST do not compromise its decoding com-
plexity, which in fact continues to exhibit ML-like behavior.

Having demonstrated the efficiency, efficacy and robust-
ness of MC-NOMA and its Rubik-PTST receiver, we lastly
turn our attention to the scalability of the scheme.
To this end, we investigate the performance of Rubik-PTST-
decoded MC-NOMA systems of size (M ,M + 2) with
M ∈ {6, 8, 10, 12, 14, 16}.
The results are shown in Figure 12, which is a counterpart

of Figure 10 for the case of increasing scale with a constant
overloading ratio. It can be seen that under such conditions
the proposed Rubik-PTST receiver offers larger gain in terms
of complexity reduction compared to the state of the art,
maintaining the total joint detection time in the order of
milliseconds even for systems with K = 18 users.

This result can be explained by the impact of the increase
in overall resources onto the level of frame coherence attained

the optimized frame construction. To elaborate, in light of
the WB in (14), under a constant number of resources,
the increase in overloading leads to an increase in frame
coherence and thus of inter-user interference. On the other
hand, under a constant overloading ratio or a constant delta
between the number of users and resources, an increase in
the absolute number of RE results in higher degrees of free-
dom. This is efficiently exploited by the QCSIDCO frame
optimization scheme, leading to lower inter-user interference.
In other words, the MC-NOMA scheme with Rubik-PTST-
based detection actually benefits from larger scales, both in
terms of performance and relative complexity advantage.

These characteristics indicate that the proposed
MC-NOMA scheme and its Rubik-PTST receiver offer a
compelling solution both for URLLC and mMTC type
applications.

Additionally, these attributes could be enhanced by grant-
free protocols leveraging the fact that each user operates
over its own signature waveform, potentially leading to even
greater latency reduction via the elimination of overhead.

VII. CONCLUSION
We considered problems of non-orthogonal multiplexing in
both DL and UL, proposing a new signal spreading-based
NOMA scheme which enables the efficient concurrence of
multiple users in both DL and UL. To that end, a frame-
theoretic formulation of the central NOMA problem was first
introduced leading to similar system model expressions for
DL and UL CD-NOMA communication systems.

This formulation was then leveraged to design a new
NOMA scheme in which frames are utilized as vectorized
ensembles of individual complex-valued waveform signa-
tures, optimized for low mutual coherence so as to minimize
multi-user interference. In contrast to many other NOMA
schemes, the proposed method does not require built-in spar-
sity on the usage of resources by any individual users, and
therefore is referred to as MC-NOMA.

A theoretical analysis of the MC-NOMAwas then offered,
which revealed that it can theoretically reach the capacity of
the multi-user MIMO channel, and outperform state-of-the-
art alternatives in terms of maximum achievable rate over dis-
crete constellations. The analysis also revealed the optimum
criteria for the design of the MC-NOMA frames, which was
then enforced in the QCSIDCO algorithm yielding a detailed
description of the frame-based transmitter, later shown via
simulations to be indeed effective.

In order to demonstrate also the practical feasibility of
the new scheme, an efficient and optimum joint detection
scheme for MC-NOMA receivers was proposed in the form
of a highly optimized probabilistic pruning tree search algo-
rithm Rubik-PTST. This method leverages the particularities
of the proposed MC-NOMA scheme to implement a low-
complexity, but robust and optimum symbol detector capa-
ble of achieving the information theoretic limits previously
derived analytically.
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Using this receiver, it was then shown via simulations that
MC-NOMA outperforms well-established NOMA schemes
such as SCMA and PDMA.
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