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ABSTRACT An important issue in the three-dimensional (3D) wireless sensor networks (WSNs) is sensor
energy optimization. To alleviate this issue, we introduce a new 3D spherical network structure model, and
by combining the original energy consumption model to construct a new method to determine the optimal
number of clusters and balance the total energy consumption. Since the different sizes of the clusters are
generated by traditional hierarchical clustering, it causes unbalanced energy consumption in the network.
To alleviate this problem, we adopt an improved dynamic hierarchical clustering method and implement two
strategies that include the following three contributions: the introduction of the distance similarity index to
get a better clustering, a double cluster head (CH) strategy to reduce the load of a cluster head in a large
cluster, and a node dormancy mechanism to balance the energy consumption of the network. In addition,
we also propose the optimal cluster-head function to select the CH of each cluster in each round, and the
optimal cluster-head function is constructed based on the residual energy and positions of the nodes. Finally,
to optimize the CH election strategy, several parameters of the optimal cluster-head function are determined
according to the network structure. The simulation results show that our routing protocol is more robust
compared with four other protocols, which is of great significance for the application in 3D environment
monitoring.

INDEX TERMS Wireless sensor network, three-dimensional space, hierarchical routing protocol, energy
optimization, lifetime.

I. INTRODUCTION

With the development of wireless network technology, wire-
less sensor network has become an essential part of our
daily life, because these networks are being widely used
in many different fields [1]. The applications include those
in military monitoring, traffic control networks, underwater
detection, industrial and manufacturing automation, the agri-
cultural field and other monitoring areas [2]-[6]. However,
the design of routing protocol is affected by many factors
such as energy consumption, nodes deployment approach,
real-time monitoring and security [7]. To alleviate the energy

The associate editor coordinating the review of this manuscript and
approving it for publication was Oussama Habachi.

VOLUME 7, 2019

This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/

consumption problem of WSNs, researchers are focusing on
designing energy-efficient protocols that can support various
operations, and apply these energy-efficient routing protocols
in 2D or 3D network models.

In recent years, many researchers have proposed vari-
ous routing protocols of WSNs. These routing protocols
mainly include hierarchical routing protocols, central data
routing protocols, location-based routing protocols and rout-
ing protocols that provide data flow and quality of service
guarantees. These networks can also be divided into homo-
geneous networks and heterogeneous networks according
to the same and different initial energies of the sensor
nodes [8]. The main hierarchical routing protocols include
the low-energy adaptive cluster hierarchical (LEACH) [9],
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stable election protocol (SEP) [10], hybrid energy efficient
distributed (HEED) [11], distributed energy-efficient cluster-
ing (DEEC) [12], etc.

Hierarchical routing protocols are designed by various
clustering algorithm [13]-[16]. Under the clustered topology
management, the sensor nodes can be divided into cluster
head nodes and member nodes. To select a CH to manage its
member nodes, and coordinate the monitoring work of mem-
ber nodes in its cluster, meanwhile, The CH is also respon-
sible for collecting information and merging data within its
cluster and for forwarding among the clusters. Figure 1 shows
the hierarchical routing protocol topology.

FIGURE 1. Hierarchical routing protocol topology.

The sensor nodes are arranged in the monitoring area,
the member nodes are responsible for collecting the mon-
itored information and sending these messages to the CH
in a single hop. Then, the CH aggregates information and
transmits the message to the base station (BS) in a single
hop manner or multiple hop manner. Finally, the BS transmits
the sensory information to the monitoring center through the
satellite network, and the staff makes judgments based on
the current environmental information [17]. In general, most
researchers apply routing protocols to the applications of 2D
scenarios, however, wireless sensor network protocols are
mainly used in 3D scenes in real life, and energy consumption
of sensor nodes in 3D environment is different in 2D envi-
ronment. Nodes in 3D environment usually consume more
energy than in 2D environment because of the requirement
of the third dimension [18]. Therefore, an important issue
in 3D wireless sensor network is sensor energy optimiza-
tion. To alleviate the energy consumption issue of 3D WSN,
we urgently need to design an energy optimization protocol
to minimize total network energy consumption and prolong
the network lifetime in 3D WSN.

In this paper, we introduce a new 3D spherical network
structure model. To minimize the total energy consumption
of the WSN, we combine the original energy consumption
model and the 3D spherical network structure model to con-
struct a new method of determining the optimal number of
clusters. Since the different sizes of the clusters are gener-
ated by traditional routing protocols, the energy consump-
tion of the network is unbalanced. To alleviate this problem,
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we adopt an improved hierarchical clustering method that
includes the following three aspects: the introduction of the
distance similarity index, the double cluster head strategy, and
the node dormancy mechanism. In addition, this is different
from the CH election in the normal hierarchical routing proto-
cols. The optimal cluster-head function is constructed based
on the residual energy and position of the node, and it is used
to elect the CH of each cluster. To optimize the CH elec-
tion strategy, several parameters of the optimal cluster-head
function are determined according to the network structure.
Finally, the influence of the communication radius of the net-
work performance is discussed. The optimal communication
radius of the network structure is determined by considering
the performance of the network. To show the performance of
the routing protocol proposed in this paper, we simulate the
routing protocols of LEACH, SEP, HEED, DEEC and our
proposed protocol in the same condition for a 3D spherical
structure. The results indicate that our routing protocol out-
performs the four protocols.

The rest of the paper is arranged as follows. Section II
reviews the related works. Section III presents the network
model and optimal cluster number calculation. Section IV
presents the routing protocol with the proposed network
model and assumptions. Section V presents the parame-
ter determination and total network performance compari-
son. Finally, Section VI concludes this work and proposes
prospects for future work.

Il. RELATED WORK

One of the most important protocols proposed for a WSN is
LEACH protocol [19], which introduces innovative cluster-
ing and dynamic CH selection. However, the LEACH pro-
tocol doesn’t consider the residual energy of the nodes and
the locations of the nodes, when transmitting information in
along distance, the energy of the nodes which are far from the
CH will be exhausted in advance. Meanwhile, there are also
some disadvantages in calculating the optimal cluster num-
ber and balancing the energy consumption of the network.
To improve the LEACH protocol in [20], its clustering proto-
col was enhanced by introducing the threshold limit for CH
selection and switching multiple power levels of the nodes.
Compared with the original LEACH protocol, this protocol
has better performance in terms of a stable phase and the
network lifetime. The DEEC protocol is similarly based on
LEACH protocol [21]. In [22], the HEED protocol considers
the influence of the residual energy of the nodes and the total
network energy of the WSN, therefore, a node with a higher
residual energy have more chances to being selected as the
CH, than in the LEACH protocol, which obviously improves
the stability of the network and minimizes the energy con-
sumption of the network. However, when the CH is far from
the BS, its energy consumption decreases rapidly. In [23],
the GSTEB protocol can reduce the energy consumption
of the network better by organizing nodes with low energy
power automatically through a routing tree that is created
for each round. Compared with the HEED protocol and the
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PEGASIS protocol, the GSTEB protocol has better network
performance in reducing the energy consumption. In [24],
to solve the multiple objective optimization problem of the
network scale, it optimizes network configuration through
a multiplication target evolution algorithm, and it performs
well in the network performance optimization. Therefore,
we can be informed from the related research above, the hier-
archical routing protocols are almost improved based on these
aspects that includes the introduction of a new network topol-
ogy, the clustering algorithm, the method of CH selection, the
consideration of relay nodes, inter-cluster data transmission
method, and the introduction of mobile sinks. These protocols
show better performance in the energy optimization, network
lifetime, network throughput and network latency [25].

In recent years, the application of 3D WSNs in the target
tracking, the target detection, and the security monitoring
has attracted the attention of researchers in various countries.
However, we know that one of the most important issues
in 3D WSNs is energy optimization. Therefore, researchers
need to design a reasonable sensor topology and energy effi-
cient routing protocol to balance the total energy consumption
and prolong the network lifetime [26]. In [27], it establishes
different types of 3D wireless sensor network models that
include optimal cluster number calculation and correspond-
ing optimal probability analysis model. The results show that
the optimal cluster number and the network energy consump-
tion are affected by the joined noise, the network topology
type and the amplified information transmission. In [28],
it studies the stable CH election protocol in a 3D environment.
The results show that the routing protocol applied in a 3D
WSN performs worse than a 2D WSN under a same condi-
tion, therefore, the application of the protocol in a 3D WSN
is more complex than a 2D WSN. Meanwhile, it also studies
the application of the LEACH protocol in a 3D cube network
architecture, compared with the application of the LEACH
protocol in a 2D square environment, the simulation results
show that the factors involved in the 3D environment are more
complex than the 2D environment, the sensor nodes in the 3D
environment usually consume more energy than the sensor
nodes in the 2D plane environment. When the amount of the
transmitted information is the same, the application of the
LEACH protocol in a 3D WSN consumes more energy than
the application of the LEACH protocol in a 2D WSN, and
compared to the 2D WSN, the throughput of the 3D WSN is
reduced by approximately 1/5 [18]. In [29], it uses a uniform
network partition with equal clusters of member nodes and
performs CH elections in a quasi-static manner. Compared
with the condition of the non-uniform network nodes distribu-
tion, the condition of the uniform network nodes distribution
has the better network stability and a network lifetime.

Ill. NETWORK MODEL AND OPTIONAL CLUSTER
NUMBER CALCULATION

Firstly, we propose a new 3D spherical network structure
and reference the energy consumption model that is proposed
in [30]. Then we propose a new method to determine the
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FIGURE 2. Spherical network structure.

optimal number of clusters based on a 3D spherical network
structure.

A. THE NETWORK MODEL

Our protocol considers the network model for the following
area coverage. The sensor nodes are uniformly arranged in
a 3D spherical space of diameter M. The BS is located at
the centre of the spherical region. To simplify the reasoning
process, we use the following network structure model.

As shown in Figure 2, the radius of the sphere is M/2.
A cube is embedded inside the sphere, the center of the
sphere O is the center of the cube and the side of the cube
is L. Here, the mathematical relationship between M and L is
determined as:

M =+/3L 1)

Based on our proposed network model, the following
assumptions are made for the wireless sensor network.

e The sensor nodes are fixed and each node has a unique
ID number, the energy of the node is supported by a
certain energy battery.

e The BS is located at the centre of the network area,
and its energy can be self-replenished with powerful
computing power.

e The effects of the temperature, noise and other factors
which impact the sensor network are not considered.

B. ENERGY CONSUMPTION MODEL

Since the different distances of information transmission
between nodes to BS, we use the free space model and the
multiple path fading channel model for the different trans-
mission distance. The energy consumption model is shown
in the figure below.

As shown in Figure 3, E;(e,d) represents the energy con-
sumption of transmitter to transmit information of e bits, and
E,(e,d) represents the energy consumption of the receiver
receiving the information of e bits, the distance between the
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FIGURE 3. Energy consumption model.

transmitter and the receiver is denoted by d. E;(e,d) and
E,(e,d) are calculated as equation (2) and equation (3):

Eelec +e5d%), d <d

Eie.d) = | et end ) d=do )
e X (Eelec + Smpd ), d=>dp

E.(e,d) = ex Egjec 3)

In formula (2), Eje. is the per bit energy consumption of
the transmitter or receiving circuit, and the dy represents the
distance threshold. When d <d, we adopt the &g to calculate
E;(e,d), on the other hand, we can adopt the &, to calculate
E;(e,d). The dj is determined by the following formula:

dy= | )
Emp

The energy consumption of nodes transmitting e bits infor-
mation to CH can be calculated as equation (5):

Enon—cH = € Eejec + € - stdzzo—CH )

In formula (5), d;,—cn represents the distance between the
member node and the CH in a cluster. We assume that the CH
processes data transmission and the information size obtained
is e bits in each round. The energy consumption of the CH is
calculated as equation (6):

n n
Ecy = e((z — D) - Epec + A - Epa)
+E (e, d)+ E(e, dio—ps) (6)

In formula (6), n represents the number of the living
nodes, and k represents the number of the divided clusters.
Epy represents energy consumption of the CH to process e
bits data, and dy,—ps represents the distance between the CH
and the BS.

C. OPTIMAL NUMBER OF CLUSTERS

In general, the clusters number of the network determines the
total network energy consumption. A network model with the
optimal cluster number can reduce the energy consumption
to a certain extent, this is very important for determining the
optimal clusters number of a 3D network structure to balance
total network energy consumption. Therefore, to determine
the optimal cluster number is very important for balancing
the energy consumption of the 3D WSNs.

In this section, to determine the optimal cluster number
kopr. We adopt a energy consumption model and mathemat-
ical features of a 3D sphere network proposed in following
statements. The distribution of the clusters in a 3D spherical
network structure is shown as Figure 4.
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FIGURE 4. Cluster distribution in a network structure.

The left-side figure in Figure 4 is a cube model embed-
ded in the sphere of Figure 2. The BS is at the centre of
the cube, using 27 clusters as an example, and each clus-
ter is represented by a small blue sphere. The right-side
figure in Figure 4 is a bottom view of the left-side figure.
We assume that the blue circles represent the clusters and the
radius of a cluster is R. The diameter of the entire spherical
monitoring area is M and the length of a side of the square
is L. According to the basic geometric relationship, we can
obtain an expression of the number of blue clusters k1:

L5 3MP
k= () = —p3 )

The volume, V., of the monitoring area sphere and the
volume, Vi, of the cube are calculated as follows:

. 4 (MNP M3 ®
i — —7TJT - _— = —
Cclr 3 2 6
3
N&] V3m?
Vtar =|—=M = (9)
3 9
A small cluster volume, V,j,sz0r, is defined as follows:
4 V3rM3
Veluster = §7T3 = W (10)

The total volume of the clusters, Vesier sum. 1s defined as
follows:

B3
54
It can be concluded from formula (8) and formula (11):

(11)

Vcluxter?sum = kl Vetuster =

Vcir =3 \/gvcluster_sum ( 1 2)

If the network nodes can be completely divided into clus-
ters in sphere monitoring area, the total clusters number & is
34/3 times of ki.

M3
k=3V3k = — 13
1= 353 (13)

The nodes are evenly distributed in the network, so their
distribution function can be obtained in equation (14):

54k 6k

gk) = m = m (14)
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We can obtain the expected squared distance between the
member nodes and the CH in a cluster:

b/

Ed o) = [ singdy / a6 f s®)pdp

0
= /smgodgo/d@/ M3
B 24kR5 15)
-~ 5M3
According to formula (2):
d?_po, dio- d
F(dip—ps) = | “Plops: GBS =406
eempdm_BSv dio—Bs > do

Therefore, we can obtain the expectation of f(d;,—ps) in
formula (17):

Elf(dio-Bs)] = E[f (p, 0)]

b4 2
= f // (p, 6),0 dodpdo
0 0 0

M
2

/ f(p,0)p*dpdo
0

%\

||
O\

0
24e
=7 ~(/ erpt dp + | empp® dp)

%\N‘E

2epd]  3ewpM* 24empd]

4
- _ 17
S VEREETD TR

For writing convenience, equation (18) can be expressed
as A, and equation (17) can be expressed as equation (19):

A 24epdy N BempM*  24empdy as)
5M3 112 ™3
Elf(dio-ps)] = A - e (19)

In each round, the average energy consumed by all nodes
in a cluster is calculated as equation (20), and the total energy
consumed by all clusters is calculated as equation (21).

n
Eciuster = Ecu + (z - 1)EnonfCH

n
~ Ecy + ZEnon—CH (20)
Esum = kEcuster = kEcH + nEyon—cu

24kR’
= ne(Eelec + Epa) + kAe + neEejec + neefs - W

2
= ne(2E jec + Epa) + kAe + 7 - ey 21

20k

We can calculate the partial derivative of the Eg,;,, and let
8%%”" = 0, so we can obtain the optimal number of clusters
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by formula (22).

M?neg; 3

koptz( 10A )E (22)

IV. THE CLUSTERING PROTOCOL

In the previous work, the optimal number of clusters, ko,
is determined by the combination of the 3D spherical network
structure model and the energy consumption model. Next,
we propose the clustering routing protocol of this paper. The
main steps of the clustering protocol are as follows:

e Step 1: Calculate the optimal cluster number, kop;,
using equation (22).

e Step 2: Build the required number of clusters using the
hierarchical clustering algorithm.

e Step 3: A cluster head selection mechanism based on
the optimal cluster-head function in each cluster is pro-
posed. Then, we implement a dual cluster head strategy
and node dormancy mechanism in the large clusters
before and after the first node death to balance the
energy consumption.

e Step 4: Data transmission and energy update among the
network nodes according to the time slot allocation of
the clustering protocol.

In each round, it is necessary to judge the residual energy
of the nodes when data transmission of the network is com-
pleted, so we can perform the next iteration update. Once
the node dies, we need to return to Step 1; if there is no
node death, we can follow the Step 3 and Step 4. All sensor
network nodes perform corresponding operations according
to the time slot allocation in each round. The CH cooperates
with the member nodes to fuse the perceived information, and
CH transmits it to the BS through a single hop or multiple
hop manner, then the staff obtains the information through
the mobile device to make a decision. Respectively, the slot
allocation chart of the clustering protocol and the flow chart
of the protocol are shown in Figure 5 and Figure 6.

FIGURE 5. Slot allocation chart of the clustering protocol.

A. HIERARCHICAL CLUSTERING ALGORITHM
Due to the different clusters size generated by traditional
routing protocols, the energy consumption of the network is
unbalanced. To alleviate this problem, we adopt an improved
hierarchical clustering method to cluster all the nodes until
the predetermined optimal number of clusters is reached.
Meanwhile, to obtain better clustering results, we propose a
new two-cluster combination index called similarity.

The process of clustering is given as follows: input the
sensor nodes. Each of sensor nodes constitutes a cluster at
the beginning. By computing the Euclidean distance between
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FIGURE 6. The entire process of our routing protocol implementation.

each pair of sample points, the two clusters with the highest
similarity are continuously merged. Until the number of clus-
ters obtained reaches the target cluster number of k,, in the
initial clustering phase.

The distance between the two points is calculated as

follows:
d(Cj, Cj) = \/(Cim — Cj)? (23)

Cin represents the m-th sample point of the i-th cluster,
Cj, represents the n-th sample point of the j-th cluster, and
the following defines the distance measure between the two
clusters.

1) CLOSEST POINTS

The closest distance between two points of two clusters,
d(C;,Cj), represents the distance of any two points of the two
clusters, taking the minimum distance:

dmin(Ci, Cj) = min{d(Cip, Cin)|d(Cim, Cj) € d(C;, Cp))
(24)
2) FURTHEST POINTS

The farthest distance between two points of two clusters,
taking the maximum distance:

dmax(Ci, Cj) = max{d (Cim, Cjp)|d (Cin, Cjy) € d(C;, Cp)}
(25)
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3) AVERAGE DISTANCE

n1 and ny represent the sizes of the two clusters C; and Cj,
and the average values of the distances among all the points
of the two clusters is calculated as follows:

1

- m 2.2 d(CinCin) (26)

np np

davg(ci, C]) =

4) CLUSTER CENTRE POINT

The coordinate (Cjz, C5, Ciz) represents the centre position
of the i-th cluster; (Xjn,, Yim, Zim) 1S the coordinate of the m-th
node in the i-th cluster; and #; is the size of the i-th cluster, C;,
the coordinates of the centre point of a cluster are calculated
as in equation (27).

Z Xim Z Yim Z Zim
Xim€Cim Yim€Cim Zim€Cim

(Ciz, Ciz, Ciz) = ( — ; ) (27)

n; n; n;

5) SIMILARITY BETWEEN TWO CLUSTERS

We introduce a new two-cluster combination index called the
similarity. To achieve the predetermined optimal number of
clusters, two adjacent clusters need to be merged into one
cluster. Not only are the two clusters merged to meet the
shortest average distance between adjacent clusters, but they
also need to satisfy the maximum similarity between the two
clusters.

1

S C]) 1+ davg(ci, C/) (25)
In the formula (28), S(C;, C;j) represents the similarity
between cluster C; and cluster C;. As the value of S(C;, C))
increases, the difference between the two clusters decreases,
not only can it obtain a more reasonable clustering effect and
make an uneven network structure smoother, it can also effec-
tively avoid the premature death of cluster member nodes due

to the uneven transmission distance for communication.

B. CLUSTER HEAD ELECTION

In the CH election phase, the procedure of the HEED protocol
is adopted. When the HEED protocol elects a cluster head,
it only considers the residual energy ratio of the nodes to
balance the network energy consumption, and the location
of the node is not taken into account. By considering the
residual energy ratio and the positional factors of the nodes,
we determine the mechanism of CH election by constructing
the optimal cluster-head function.

1) THE HEED PROTOCOL

Due to the randomness of the arrangement of the sensor
nodes, there is an uneven distribution of the network nodes.
The HEED protocol has improved the uneven network distri-
bution, and its CH selection mainly depends on the residual
energy and inter-cluster communication costs. The average
minimum reach ability power (AMRP) in the cluster is used
as a measure of the communication cost. It determines which
cluster the node belongs to by calculating the communication
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cost of the node to each CH, this can result in a more reason-
able network topology and balance the energy consumption
of communication between nodes and CH.

Cluster formation in the HEED protocol is performed in
three phases: the initial, iteration and final phases. The sen-
sor nodes send the contention message with different initial
probabilities, where CH;mb is the i-th node initialization
probability, and CH;; represents the CH election probability
of the i-th node in one round.

) El .
CH, .y = pini - (—dual (29)
) Emax
CH;, = max(CH,,, Pmin) (30)

Piyi is the initial setting of the cluster head number ratio
and Py, is the minimum energy ratio constant. Efe sidua and
E} .. represent the residual energy and maximum energy of
the nodes in the cluster in each round. The larger value of the
CH;, is, the more likely it is that the node becomes to the CH.

In the clustering phase, it is determined whether the node
joins a cluster by calculating the communication cost of
joining each CH. More details can be found in [11].

2) OUR PROTOCOL

Our protocol uses the HEED protocol and improved hierar-
chical clustering to select the CHs in the CH election phase.
The CH election mechanism not only considers whether the
residual energy of the node is sufficient but also considers the
location of the node. Meanwhile, we combine the network
model and the energy consumption to determine the parame-
ters for CH election in our protocol.

Usually, P;,; and P,,;, are constants determined by human
judgement. Here, we use the optimal cluster number, ko,
and the network structure to determine P;,; and P,,;,. N is the
number of sensor nodes, and the diameter of the sphere is M.
Since the radius of each cluster after clustering is different,
we use the average radius, R.j,, of the cluster to determine
the constant, P,,;;. The calculation formulas of P;,; and P,y
are given below.

M 1

Rey = — - 3 (31)
2 RV kopt

1 2 Ykopt

Ppin = = — 32

min = B i (32)
k

Pini = T’” (33)

Generally, the position of the selected CH satisfies the
following conditions: the CH is located near the center of the
cluster area and the CH is located closer to the BS. Based
on the consideration of the residual energy of the node and
the position factor, we construct the optimal cluster-head
function, Gp, and the CH selection needs to be re-selected
at the end of each round.

1
adi,, +bd,,_pg

cen

Gp = CH} + (34)
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where d_,, represents the distance from the i-th node in the
cluster to the central node of the cluster, and the d;‘of BS
represents the distance from the i-th node in the cluster to the
BS. The weights a and b satisfy a+b = 1. As the value of the
optimal cluster-head function, G,, becomes larger, the easier

it is for the node to be elected as the CH.

3) DETERMINATION OF a AND b

In terms of the weight coefficients, a and b, use different
values for a and b, otherwise the sensor nodes have the
same initial energy of 0.5 joule. The experimental results are
obtained through simulation, and the simulation results use
the network lifetime and the round of the first node death.
We list the values of the changes in the following Table 1.

TABLE 1. Network performance changes with factors.

a b FIRST NODE DEATH Network Lifetime
0.1 0.9 740 1146
0.2 0.8 812 1132
0.3 0.7 834 1123
0.4 0.6 860 1127
0.5 0.5 904 1096
0.6 0.4 916 1123
0.7 0.3 854 1134
0.8 0.2 850 1142
0.9 0.1 840 1143

First, the network lifetime and the round of the first node
death in the above table are normalized. Then, the weights of
the two network performance indicators are both set to 0.5,
and we add the normalized values with one-to-one correspon-
dence, which can be calculated using the following formula:

Wi — 0.5 death
= deathg,m,

lifetime

“lifetimegym

(35)

When the values of a are different, the network exhibits a
different performance, as shown in the following figure.

When the value of a increases from 0.1 to 0.6, the network
performance gradually becomes better, when the value of
a is 0.6, the network performance is the best, and finally,
the network performance decreases as the value of a becomes
larger. Therefore, we determine that the value of a is 0.6 and
the value of b is 0.4.

C. DOUBLE CH ELECTION IN LARGE CLUSTERS

Since the size of each cluster may be different due to cluster-
ing method. For large clusters with a large number of sensor
nodes, a single CH mechanism may consume most of the
energy due to receiving and processing a large amount of
information, this will make the energy consumption of the
CH too fast, and it is difficult to transmit information to the
BS due to the death of the CH in its cluster. Therefore, before
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the first node dies, the double CH strategy is used to divide
the work to balance the energy consumption.

According to the energy consumption model introduced
in Section III, n; represents the total number of nodes in
a cluster, thus, the CH energy consumption of the cluster,
Ey; can be calculated as follows:

E,; = nieEejec + nieEpa + E(f (dio—ps))
= nje(Eeec + Epa) +A - e (36)

Similarly, Ecy is the average energy consumption of the
CH, which can be calculated as follows:

- n n
Fey = e Epec + — € Epa + Elf(dio—ps)]
k()pt k()pt
n
= e(Eelec + Epp) +A - e (37
kopt

Define the energy consumption of the CH to be greater
than r times the average CH energy consumption of a large
cluster.

E, >r-Ecn (38)

Therefore, the following relationships can be obtained
from formulas (36) and (37), where r is the cluster head
energy factor:

n
nie(Eeec + Epa)+A -e > r(

e(Eejec + Epa)+A - )
kopt

(39)

The total number of member nodes, n;, of a large cluster
satisfies the following formula:

— DA
nj=r " r )

>po T2 (40)
kopt Eelec + Epa

1) DETERMINATION OF r

For the determination of the cluster head energy factor r,
the initial energy of the sensor nodes is 0.5 joule in a homo-
geneous network. We also consider the situation where the
double CH strategy is not implemented. The case where there
is no double CH is equivalent to the value of r being 1,
and r is simulated by varying the value by steps of 0.1.
Since the number of the first node deaths in the simulation
results is does not considerably vary, the network lifetime
is used to determine the value of r. After normalizing the
network lifetime value, the performance comparison chart
shown in Figure 8 is obtained.

We can conclude from the comparison chart above that
when the value of r is 1.6, the network lifetime value is
the largest; thus, when the value of r is 1.6 the network
performance is the best. More significantly, the network per-
formance of the double CH strategy in a large cluster is
significantly better than that of single CH mechanism. It also
shows that implementing the double CH strategy in the large
clusters can improve the network performance and balance
the network energy consumption.

In the CH election phase, the number of members in each
cluster is calculated first. For the small clusters, return the

80166

:\; 235 T T T T T T T
[=]
o
X
§ 23
-]
©
i
c
5 22.5
o
3
22
21.5
213
205 1 1 1 1 1 1 1
01 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9
Value of a

FIGURE 7. Performance changes with varying value of a.

o
©

g
)

L
'S

Weight ratio(x100%)

o
N

6.0

5.8 b

54 1 1 1 1 1 1 1 1 1 1 1 L 1 1
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
Value of r

FIGURE 8. Performance changes with value of r.

member sequence number of the cluster’s largest cluster-head
function value and elect it as the CH of the cluster. If the
number of members in the cluster satisfies formula (40),
the double CH election strategy is adopted. By calculating the
cluster-head function value of each node, the sequence num-
ber of the largest cluster-head function value and the second
largest cluster-head function value of the cluster are returned;
then, they are sequentially selected as the CHs, and the CH
distribution can be represented by Figure 9.

The member nodes in a large cluster are responsible for
collecting the environmental information that they perceive,
and the information is sent to the CH by a single hop method.
The secondary CH receives the information and performs
data fusion from the positive CH. Finally, the information
is sent to the BS, and the BS transmits it to the monitoring
centre.

D. NODE DORMANCY MECHANISM

After the first node death in the network, there is a period
of network instability. When the network enters an unstable
phase, the energy of the cluster member nodes in a large
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FIGURE 9. Cluster head selection distribution diagram.

cluster area is generally low, and the long-distance informa-
tion transmission in the large clusters is likely to fail due
to excessive energy consumption. The CH needs to receive
and process a large amount of information; it also dies easily
due to the excessive energy consumption. This makes the
perceptual information in the large cluster will not be sent to
the BS by the CH, which may miss the useful information and
makes the network fall into a partially blurred state. To solve
these problems, we propose a node dormancy mechanism for
the large clusters after the first node death in the network.
The node dormancy mechanism proposed in this paper is
mainly based on the residual energy of the member nodes
and the distance between the CH and the member nodes. The
dormancy factor, Ny,,, is set for all the cluster member nodes
and can be calculated as follows.
Naor(S().E, d;,_pg) = SO.E

i
dto—BS

(41)

In the formula (41), S(i). E represents the residual energy
of the i-th node, and dfo_ ps represents the distance of the
i-th node to the BS. The smaller the energy of the node is,
the smaller Ny, value is. As the mortality rate of the node
increases, the probability of dormancy in the cluster also
increases. It should be noted that it is necessary to ensure that
enough nodes work properly to prevent the network system
from entering a state of partial ambiguity. The following
equation determines the number of dormant nodes in a large
cluster.

. n .
rOund(C{mm - =), C{mm =
N = k

num

J (42)
0, Chum <

>l s= s

In the formula (42), N,j;um represents the number of dormant
nodes in the j-th cluster, and Clum represents the number of
currently alive nodes in the j-th cluster. n is the total number of
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currently alive nodes, and k is the number of clusters currently
established.

On the basis of ensuring that the network can properly
monitor the environment, when some nodes in the cluster are
dormant, the remaining alive nodes are working normally.
When some of the alive sensor nodes consume too much
energy, the value of Ny, is calculated in each round and
arrange the value of Ny, from small to large. The first N,Jmm
nodes are put into a dormant state, and the remaining alive
nodes are in a working state. This Strategy guarantees that
those member nodes with low energy which are far from the
CH are given the priority to become dormant; therefore, it can
effectively reduce the load of the CH and improve the network
lifetime.

V. SIMULATION RESULTS AND ANALYSIS

In this section, our protocol and four other protocols are
evaluated by simulating the model with the MATLAB 2016b
platform. First, we give the optimal communication radius
for the network structure by considering the impact of the
communication radius on the network performance. Then,
we simulate our routing protocol and four other protocols to
compare the differences among them with different network
parameters in homogeneous networks and heterogeneous net-
works. We adopt the following evaluation indicators for the
performance metrics: the number of CHs, the round of the
first node death, network lifetime, network residual energy
and throughput. When building the network model, all the
wireless sensor nodes are randomly distributed in a spherical
area with a radius of 100 metres, and the parameters in the
simulation can be referred to in Table 2.

TABLE 2. Parameter settings.

Parameter Value
Network area: Spherical structure (R) 100 m
Location of the BS (0,0, 0)
Number of the nodes (N) 150
Eecec 50 nJ/bit
Ep4 5 nJ/bit/message
& 10 pJ/bit/m?
Emp 0.0013 pJ/bit/m*
0.6
0.4
r 1.6
Size of the data packet 4000
Initial energy 0.3~0.77

Firstly, we give the distribution of the sensor nodes in
a spherical network structure with a radius of 100 metres.
The sensor nodes are uniformly placed, and the small blue
balls represent the sensor nodes. The BS is located in the
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network centre, and the red pentagram represents the BS.
Figure 10 shows the distribution of the sensor nodes in a
spherical network structure.

100

50

“BS

-50

-100
FIGURE 10. Network sensor node distribution in a spherical network.

A. DETERMINATION OF THE COMMUNICATION RADIUS
We know that the communication between nodes and nodes is
affected by the distance from the energy consumption model
proposed in Section III. Different communication radii will
result in different levels of energy consumption for node
communication, and it is necessary to determine the optimal
communication radius for our network model.

When performing the simulation, the initial energy of the
nodes is 0.5 J in the homogeneous network. To evaluate the
impact of the communication radius on the network per-
formance, we use the network residual energy, the network
throughput, and the number of rounds at the first node death.
The performance comparison diagrams are given as follows.

As shown in Figure 11, when the incremental step of the
communication radius is set to 5, as the communication radius
varies from 40 to 90, the other parameters remain the same.
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FIGURE 11. The throughput varies with the number of rounds.
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‘When the communication radius is less than 85, the network
throughput increases as the communication radius increases.
When the communication radius is greater than 85, the net-
work throughput decreases as the communication radius
increases. This suggests that the maximum network through-
put corresponds to a communication radius of 85.

As shown in Figure 12, to analyse the simulation results
in more detail, the variation in the residual energy of the
network after 1000 rounds is considered. When the commu-
nication radius is less than 85, the residual energy value of
the network increases as the communication radius increases
over 1000 rounds. When the communication radius is greater
than 85, the network residual energy decreases as the com-
munication radius increases over 1000 rounds. Therefore,
the communication radius corresponding to the maximum
network energy at 1000 rounds is 85.

Energy = 0.5J
3 T T T

--R=40
~4-R=45
R=50
2.5 ~<R=55 | ]
-=-R=60
R=65
——R=70
. ——R=80
2 N ~R=85 | J
R=75
——R=90

Residual energy of WSN (%)

0.5

1000 1020 1040 1060 1080 1100 1120
Number of Rounds

FIGURE 12. The residual energy varies with the number of rounds.

Since the number of rounds for the first node death is not
much different, it is not listed here. From the results, we can
conclude that the maximum communication radius of the
residual energy is 75; meanwhile, the residual energy is very
small when the communication radius is 75 or 85. Therefore,
considering all the factors, the communication radius with the
best network performance is 85.

B. COMPARISON OF THE NUMBER OF CHs

In this section, we discuss the number of CHs and give the
distribution of the nodes in the network. Here, we compare
our protocol with the LEACH protocol in the change of the
number of the CHs in a homogeneous network. The compar-
ison of the number of the CHs is shown in Figure 13.

The main3D protocol is the routing protocol proposed
in this paper, and the number of CHs is the same as the
theoretical value given in equation (22). Others3D proto-
col represents a routing protocol that randomly elect CHs
using a threshold. It can seen from the results that the CH
selection mechanism used in the network model, and energy
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FIGURE 13. The number of CHs varies with the number of rounds.
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FIGURE 14. The residual energy varies with the number of rounds (0.3J).

consumption models is more reasonable, which can reduce
the energy consumption required for CH election and prolong
the network lifetime to some degree.

Due to the routing protocols such as LEACH protocol,
HEED protocol and DEEC protocol, the CH selection is
determined by comparing a set threshold. This makes the
number of cluster heads selected by the threshold change
randomly in each round, which consumes unnecessary energy
in the CH election process, which is not conducive to balanc-
ing the residual energy of the network. According to the 3D
spherical network structure proposed in this paper, referring
to the energy consumption model, the optimal number of
clusters is determined theoretically, which makes our CH
election mechanism more reasonable.

C. COMPARISON OF THE ENERGY CONSUMPTION

In this section, we discuss the network energy consump-
tion, which refers to network residual energy of the WSN
computed after each round. We give the nodes an initial
energy of 0.3~0.7J in a homogeneous network or a heteroge-
neous network. The main3D protocol represents our routing
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Homogeneous network (energy = 0.7J)
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FIGURE 15. The residual energy varies with the number of rounds (0.7J).

Heterogeneous network (energy = 0.3-0.7J)
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FIGURE 16. The residual energy varies with the number of rounds.

protocol. The SEP3D, HEED3D, LEACH3D, and DEEC3D
models represent these four protocols: SEP protocol, HEED
protocol, LEACH protocol, and DEEC protocol, respectively,
which are simulated in our 3D spherical network.

It can be concluded from the above three comparison charts
that our routing protocol has more residual energy than the
other four protocols at any end of a round. We propose a new
optimal number of clusters method based on the energy con-
sumption model and the 3D network model. In the election
of the CH, the residual energy of the node and the positional
influence of the node are introduced. At the beginning of
each round, we select the CHs based on the residual energy
and positions of the nodes. Meanwhile, we carry out the
double CH strategy before the first node death and the node
dormancy mechanism after the first node death. Compared to
the other four protocols, this protocol has better performance
in balancing the network energy consumption.
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D. COMPARISON OF THE NETWORK LIFETIME

The network lifetime is defined by the number of alive nodes
at each round. In this section, we discuss the network life-
time in homogeneous and heterogeneous networks, and the
simulation results are shown as follows.

As shown in Figures 17 and 18, our protocol obtains the
longest network lifetime when the given initial energy of a
node is the same in a homogeneous network. The longest life-
times for the HEED3D and DEEC3D protocols are less than
that of our protocol, and the network lifetime between them
is not much different; the SEP3D protocol and LEACH3D
protocol have poor lifetime performance. The SEP3D proto-
col considers the effects of the initial energy on the basis of
the LEACH3D protocol. However, the difference between the
SEP3D protocol and the LEACH3D protocol is very small in
a homogeneous network. As the number of rounds increases,
the advantages of the HEED3D and DEEC3D protocols are
gradually reflected. Compared with the protocol with the
second largest network lifetime, our routing protocol has
prolonged the network lifetime by 5.62% and 9.65%.
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FIGURE 18. Number of alive nodes varies with number of rounds (0.7J).
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FIGURE 17. Number of alive nodes varies with number of rounds (0.3J).

As shown in Figure 19, in a heterogeneous network,
the HEED3D protocol compares with the LEACH3D and
SEP3D protocols, and the number of alive nodes in the
HEED3D protocol is smaller in the early phase. The
HEED3D protocol caused many nodes with a higher initial
energy to die in the early phase, so that there are more
nodes with less initial energy in the network. The HEED3D
protocol considers the effect of the residual energy ratio,
and the DEEC3D protocol considers the initial energy and
residual energy of the nodes in the later phase. The energy
distribution of such nodes in the HEED3D protocol and the
DEEC3D protocol is more balanced, which can maintain a
longer network lifetime.

It can be concluded from Figure 19 that the HEED3D
protocol and DEEC3D protocol have a larger network life-
time than the LEACH3D and the SEP3D protocols in
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FIGURE 19. Number of alive nodes varies with number of rounds.

heterogeneous networks. Compared with them, our protocol
still maintains alive 78 nodes in 1000 rounds, while the
LEACH3D, SEP3D, DEEC3D and HEED3D protocols only
have 43, 30, 28 and 43 alive nodes. Respectively, this shows
that our protocol can carry out more rounds of network com-
munication and prolong the network lifetime of a homoge-
neous or heterogeneous network.

E. COMPARISON OF THE NETWORK THROUGHPUT

The network throughput refers to the number of packets in
the network that are ultimately sent to the BS. Each cluster
member node sends its own sensed information to the CH
in the form of a packet, the CH fuses this information with
its own sensed information and finally sends the information
to the BS in the form of a packet. We discuss the perfor-
mance comparison between our protocol and other protocols
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in network throughput, and the simulation results are shown
in the following figures.

From the above simulation results, it can be concluded
that our protocol has a significant improvement in network
throughput compared to that of the other protocols, whether
in a homogeneous or heterogeneous network. As shown
in Figure 20 and Figure 21 in the homogeneous network,
the network throughput of this protocol increases by 58.39%
and 53.06%, respectively, compared to the HEED3D protocol
with the second largest network throughput. As shown in
Figure 22, in heterogeneous networks, the DEEC3D protocol
has the second largest network throughput. Compared with
the DEEC3D protocol, the network throughput of our proto-
col increased by 22.6%.
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FIGURE 20. Network throughput varies with number of rounds (0.3J).
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FIGURE 21. Network throughput varies with number of rounds (0.7J).

F. COMPARISON OF THE FIRST NODE DEATH

The round of the first node death is an important parameter
to measure the network performance. In a wireless sensor
network, the network is in a stable phase before the death of
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FIGURE 22. Network throughput varies with number of rounds (0.3-0.7J).

the first node. When the first node dies, the network enters
an unstable phase, and the first node death indicates that the
network performance will begin to decline. The compari-
son of the number of rounds before the first node death in
homogeneous networks and heterogeneous networks is given
below.

As shown in Figure 23 and Figure 24, our protocol has
the maximum number of rounds before the first node dies,
whether in a homogeneous network or a heterogeneous net-
work. As shown in Figure 23, in a homogeneous network,
as the initial energy of a given node increases, the number
of rounds before the death of the first node increases. This
demonstrates that the initial energy of the node determines
the network lifetime. As shown in Figure 24, in a heteroge-
neous network, as the range of the initial energy of the node
increases, the performance of the network is not necessarily
better, and it depends on the size of the initial energy of the
node. Due to the large energy gap among the sensor nodes,
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FIGURE 23. The round of the first node death (Homogeneous Network).
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FIGURE 24. The round of the first node death (Heterogeneous Network).

the LEACH3D and SEP3D protocols only consider the initial
energy of the node, which will cause the high energy nodes
to perform multiple rounds of updating. In the case of nodes
with less energy, there is still a higher probability of being
selected as the CH, which increases the rate of death of
the node, leading to an earlier death of the first node. The
HEED3D and DEEC3D protocols comprehensively analyse
the initial energy and residual energy of the node, this can
ensure that the that the probability of nodes with higher initial
energy being elected as the CH after multiple rounds of data
updating is lowered, so that other nodes with higher residual
energy have a higher probability of being elected as the CH.
None of these four protocols considers the locations of the
nodes, which results in more energy usage, and nodes in more
remote locations are selected as the CH, causing an unnec-
essary waste of energy. Our protocol considers the node’s
energy, while considering the node’s positional influence in
each round ensures that the CH node has more energy and a
better position. We implement the double CH strategy before
the first node death, thus, our CH selection strategy can
effectively balance the energy consumption of the network
and can prolong the round of the first node death.

VI. CONCLUSION

This paper considers the clustering routing protocol appli-
cation of WSN in 3D spherical network, and we propose a
new energy-optimization routing protocol based on dynamic
hierarchical clustering in 3D WSN. To optimize the network
energy consumption and prolong network lifetime. The main
innovations we have proposed are as follows: the optimal
cluster number based on a new 3D spherical network; a novel
merge index between two clusters called similarity; an opti-
mal cluster-head election function based on the consideration
of the residual energy, location of nodes, and mathematical
characteristics of network; the dual CH strategy and node
dormancy mechanism are implemented before and after the
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first node death. Respectively, in each round, it is necessary
to re-elect the CHs and update the information transmission.

From the simulation results in Section V, the results of
simulation experiments suggest that our routing protocol
shows better performance in network lifetime, throughput,
and network energy consumption compared with other pro-
tocols, whether in homogeneous networks or heterogeneous
networks. Figure 13 suggests that the starting number of
CHs in our protocol accounts for approximately 10% of the
total number of sensor nodes, which is very close to the
CH election probability of other protocols. The experimental
values of the optimal number of clusters selected dynami-
cally are consistent with the theoretical calculations given.
This shows that the optimal cluster number and CH election
strategy are reasonable, therefore our protocol is suitable for
the application of monitoring in 3D spherical structure, and it
is of great significance for 3D environment monitoring.

We certainly have some shortcomings in our protocol and
some issues to be solved will be studied in our future aca-
demic work.

If the data dimension is large, the number of samples with
similar distances will increase in the clustering process, it will
become impossible to compare the similarities between them
and the sample points cannot be clustered well. This issue
will cause the computational complexity of the algorithm to
increase, which will increase the network data transmission
and reception delays. In future work, we can not only focus
on the performance of the protocol but also consider the
real-time operation of the protocol and the complexity of the
protocol algorithm.

In addition, we do not consider that a transmission failure
may occur due to the uncertainty of the factors in a natural
environment in the information transmission process, or that
there may be noise and other factors in the actual 3D envi-
ronment. In the future work, the influence of noise can be
considered and a noise probability model can be introduced
for a 3D environment. We will also delve into the impact of
the number and distribution of the relay nodes on the lifetime
of a 3D WSN, and explore how to extend the current wire-
less sensor network applications to various 3D environment
monitoring scenarios.
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