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ABSTRACT Process mining aims to build the models of business processes and get valuable information
according to event logs generated from enterprise information systems. There exist some indirect depen-
dences, which refer to the relationship between discontinuous activities in business processes. However,
the existing approaches cannot accurately identify such dependences from the event logs. Thus, this paper
extends the « algorithm and proposes a new one named the «™® algorithm, which uses the association rules
to describe the indirect dependences. First, an algorithm is proposed to identify the choice and loop structures
in the business process. Then, the association rules are mined to describe the indirect dependences. Finally,
we design an extended Petri net to formalize the process model, which can accurately describe the indirect

dependences. The effectiveness of the proposed approach is illustrated by the experiments on ProM.

INDEX TERMS Process mining, process model, indirect dependency, association rule, Petri net.

I. INTRODUCTION

Nowadays, most enterprises are using information systems to
manage complex business processes. For example, resource
planning systems and customer relationship management
systems have significantly improved the efficiency of enter-
prise operations. At the same time, a large number of event
logs are generated. Discovering valuable information from
the event logs becomes a hot research topic. Process mining
is an emerging technique that aims to mine valuable process-
related information from event logs and help improve the
efficiency of the business process [1]. It usually has the
following four mining perspectives: (1) control-flow perspec-
tive, (2) organizational perspective, (3) case perspective, and
(4) time perspective. Control-flow perspective focuses on the
occurrence sequence of activities. Organizational perspective
studies the resources in the event logs. Case perspective
mainly considers the properties of activities. Time perspec-
tive is concerned with the occurrence time and frequency of
activities, which can help us discover some process bottle-
necks and improve service efficiency. Process mining mainly
has the following three applications: (1) process discovery,
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(2) conformance checking, and (3) process enhancement.
Discovery algorithms are used to generate process models
from event logs. Process models can reflect the business
processes of the enterprise. It can be regarded as the link
between the real business process and the event logs. The
process model is usually constructed via a Petri net, c-net,
and business process modeling notation (BPMN).

There are four dimensions to measure the quality of a
mined process model: (1) fitness, (2) simplicity, (3) precision,
and (4) generalization [1]. Fitness represents the capability of
a process model to replay a sequence of activities in event
logs. Simplicity representing the simplification of process
models requires the least number of nodes and simplest struc-
tures. Precision refers to whether the activities of the process
model are consistent with those in event logs. Generalization
indicates that the model can allow more behaviors than those
in the event logs which may appear in the future event logs.
The aforementioned four dimensions are used to evaluate the
discovered process model.

Process discovery has many challenges such as dealing
with duplicate activities [2], non-free-choice structures [2],
short loop structures [3], noise [1], and incompleteness [1].
Many scholars propose several algorithms. « algorithm pro-
posed in [3] is one of the most classical process mining
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algorithms. It uses the dependency of activities to generate
a process model. It can identify a parallel structure in the
model, but cannot mine short loop structures and non-free-
choice structures. Many algorithms are thus proposed by
extending « algorithm. o+ algorithm proposed in [4] can cor-
rectly mine process models with short loop structures by ana-
lyzing the characteristics of the structures. @ algorithm can
build a model with non-free-choice structures [5]. o algo-
rithm proposed in [6] is used to mine invisible activities.
Li et al. propose a* algorithm to correctly mine a model con-
taining duplicate activities from event logs [7]. In addition,
intelligent domain technologies have also been well applied
in process mining. For example, Medeiros et al. use the idea
of a genetic algorithm for process mining [8]. This method
can handle noise and incomplete event logs. However, it is
not efficient for dealing with large-scale event logs. In [9]
and [10], van der Aalst et al. and Cortadella et al. use the
idea of state-based regions, which can express more complex
control-flow structures and better balance the ‘“‘over-fitting”
and “‘under-fitting” problem. The models obtained by the
methods can ensure good fitness. However, these methods
will lead to state space explosions when mining large-scale
event logs. [11]-[13] use the idea of language-based regions
by adding nodes to models. These methods can effectively
mine loop structures, but it does not allow invisible activities
in the event logs. A fuzzy mining algorithm is proposed
in [14], which has advantages in dealing with noise and
incomplete event logs. The model obtained by these algo-
rithms is relatively simple. In [15] and [16], approaches are
proposed to describe a Heuristics Miner (HM) via c-net. They
focus on the frequency and sequence of activities in the event
logs, therefore, having a good capability to handle noise in
event logs. Inductive Miner (IM) proposed in [17] uses the
idea of linear programming to mine block structures. It solves
the problem of noise and can obtain a model with high fitness.
An algorithm proposed in [18] uses the distance of the traces,
which can deal with the noise well. Besides, it proposes
decision rules of parallel, loop, and choice structures.

The dependencies of activities are the basis of many
mining algorithms. These dependencies are usually divided
into direct dependencies and indirect dependencies. Direct
dependency refers to direct causal relationships of continuous
activities, which is also called explicit dependency in [5].
Indirect dependency reflecting the indirect causal relation-
ships of non-continuous activities is also called implicit
dependency [5]. Figure 1 shows three parts that contain many
activities in a process. Since A and B are continuous, there
are direct dependencies between A and B. Since A and C
are discontinuous, there are indirect dependencies between
A and C. From the case perspective, it is easy to mine the
aforementioned two dependencies according to the proper-
ties of activities. For example, Kalynychenko er al. [19]
consider the time dimension of activities and can correctly
mine indirect dependencies. Sarno et al. [20] mine the deci-
sion points in process models. In addition, some methods
based on decision trees have a good performance in finding
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FIGURE 1. Three parts in a process.

dependencies. However, from the control-flow perspective,
the existing algorithms can only mine direct dependencies
and mining indirect dependencies is still a big challenge.

As shown in Figure 2, a process of password verification
exists in most of the information systems. In order to protect
one’s account security, the systems will freeze an account
after entering a wrong password multiple times. Therefore,
there is an indirect dependency between account frozen and
the number of times that a wrong password is reentered.
Freezing an account is regarded as an activity in a choice
structure. Reentering and verifying a password and verifica-
tion failed are activities in a loop structure. Thus, we call the
choice structure affected by the loop count as a loop-count-
driven-choice structure. The existing algorithms cannot mine
this kind of structure. Besides, indirect dependencies vary for
different systems. Their mining is important for building a
model to describe and optimize the system.

FIGURE 2. A model of password verification.

This work adopts a four-layer process mining framework
as shown in Figure 3. The bottom layer represents real process
systems generating event logs. The next layer indicates that
the event logs are stored in the database as eXtensible event
stream files. Then as shown in the second layer, we design
some algorithms to identify indirect dependencies and obtain
process models. We use association rules [1] to describe
indirect dependencies in the models. Finally, as shown in
the top layer, since the implicit dependencies and models are
already obtained, they could help us find problems in the real
process and optimize the process in the future. This work
will propose algorithms to mine event logs and obtain process
models and indirect dependencies. Our algorithm can better
reflect the real process than these algorithms that only mine
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FIGURE 3. A four-layer process mining framework.

models. The contributions of the paper are summarized as
follows:

(1) A method to identify choice and loop structures is
proposed.

(2) A method to mine association rules is presented.

(3) In order to solve the problem that the Petri net and
existing extended Petri nets cannot express indirect
dependencies, a new extend Petri net containing asso-
ciation rules is designed.

(4) A new algorithm for mining process models with indi-
rect dependencies is proposed.

The rest of the paper is organized as follows. Section II
reviews some basic concepts of Petri nets and « algorithm.
In Section III, an algorithm of mining models with indirect
dependencies is proposed. Section IV shows the experiments
and analyzes the results. In Section V, we conclude this paper
and discuss future work.

Il. PRELIMINARIES

This section first reviews the concepts and notions of
sequence [21]-[24], multi-set [25], [26], trace [27], [28],
event log [29]-[31], Petri net [32]-[43], and indirect depen-
dency [5]. Petri net can be used not only for model-
ing [41]-[43], but also for cycle-time analysis [32], resource
management [33]-[35], detecting errors [36], and service net
analysis [39]. Then the ordering relations [5] and « algorithm
are introduced.
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Definition 1 (Sequence): Let ¥ be a set. s =< s[0], s[1],
..., sS[n — 1]> is a sequence over ¥, where s[i] denotes the
i-th element of s, and |s| = n denotes the length of s. ¥* is
the set of all sequences over ¥. € denotes an empty sequence.

Definition 2 (Multi-Set): Let { be a set. A multi-set D over
¥ is a function D: v — N4, where N, represents a set
of positive integers. B (1) denotes the set of all multi-sets
over Y.

Definition 3 (Trace): Let ¥ be a set of activities. A trace
o € ¥* is a sequence of activities on i, where |o| > 2.

Definition 4: Let ¢ be a set of activities. For Vo € ¢,
0set(0) 18 a set of activities in 0.

For example, dset(< a, b, ¢, d,e,b,a,a >) ={a,b,c,d,e}.

Definition 5(Event Log): Let i be a set of activities.
An event log L € B (¢*) is a multi-set of traces over V.

For example, let v = {a, b, c, d, e} be a set of activities.
s =< a,b,c,e,d >1is asequence; A € B (Y), A = {az,
b2, e, d, ez} is a multi-set; 0 =< a, b, ¢, e > is a trace; and
L={<a,b,c,e >, <a,b,d,e>}1isaneventlog.

Definition 6 (Petri Net): PN = (P, T; F, M) is a Petri net,
where P denotes a finite set of places, T denotes a finite set
of transitions, and F is a set of directed arcs from places to
transitions or from transitions to places, where

(HPUT #0;

QPNT =0;

BYF C(PxT)U(T x P);

(4) M: P — N is a marking function, where for Vp € P,
M (p) denotes the number of tokens in p, and N represents a
set of non-negative integers; and

(5) dom (F)U cod (F) = PUT, where

dom (F)={x e PUT|3ye PUT(x,y) € F}, cod (F)=
{xe PUT|I3ye PUT(,x) e F}.

Definition 7 (Pre-Sets and Post-Sets): Let PN = (P, T F,
M) be a Petri net. Forx € PU T, we have

*x={ylye PUT A (y,x) € F} and

x*={ylye PUT A(y,x) € F},
where *x and x°® are called a pre-set and a post-set of x
respectively, and *x U x® represents the extension of x.

Definition 8: Let PN be a Petri net. It has the following
transition firing rules:

(1) Foratransitiont € T,if Vp €°® t: M(p) > 1, is enabled
at M, denoted by M[t); and

(2)Ift € T and M[r), t can be fired and a new marking M’
is generated, denoted by M [r)M’, where

Mp)—1, pe®t—1t*
M@p)=iMp) +1, pet*—"t
M(p), else

A Petri net can be used as a process model to describe
real processes. The process model usually has four basic
structures as shown in Figure 4: (a) sequential, (b) choice,
(c) parallel, and (d) loop. A model usually contains more than
one structure such as those in (e) and (f).

Definition 9 (Firing Sequence): Let PN = (P, T; F, M) be
a Petri net. A sequence s € T* is a firing sequence, where
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FIGURE 4. Four basic structures and two Petri net models: (a) sequential
structure; (b) choice structure; (c) parallel structure; (d) loop structure;
(e) a model with a parallel structure containing a choice structure; and

(f) a model with a parallel structure containing choice and loop structures.

M -M,, and 3t;-t, € T, fors =< t1,tp, ..., 1, > and i €
{0,1,....,n— 1}, IM;[t;1) and M;[t;11) M4

Definition 10 (Ordering Relation): Let L be an event log
and o € L be a trace. For Va, b € o, four ordering relations
between a and b are defined as follows:

(1) Direct-follow relation: it is denoted by a > b if there
isatrace 0 =< t1,t, 13,14, ..., 1, >andi € {1,2,3,...,
n—1}suchthato € L,t; = a,and tiy] = b.

(2) Causal relation: it is denoted by a — bifa > b and
b ¥ a.

(3) Parallel relation: it is denoted by al|pb if @ > b and
b>p a.

(4) Exclusive relation: it is denoted by a#; b if a 1 b and
b }L a.

For example, L = {01 =< a, b, ¢, d, e >, 00 =< a,
¢, b, d, e >} is an event log. The direct-follow relations are
a > bb > ¢,c > d,d > e,a > ¢,c >1 b, and
b > d; the causal relations are a —1 b,a — ¢, b — d,
¢ -1 d,and d — e; the parallel relation is b||;c; and the
exclusive relations are a#t;a, b#; b, c#c, d#;d, et e, att; d,
attre, c#re, and b#e.

Definition 11 (o Algorithm): Let L be an event log. «
algorithm is defined as follows [3]:

(D Ty ={t € T|FperLt € 0}

(2) Ty = {t € T|35ert = first(o)}

B)To ={t € T|Fsert = last(o)}

DX, ={A,BNIACTLANAZXDABCTLAB#?

VaeaVbeBa =1 b A Vg ayeaai#paz A Vp, p,epb1#1b2}
(5) YL ={(A,B) e XV Brex,ASA'ABC B =
(A,B) = (A", B)}

(6) PL = {pa.pl(A,B) € YL} U {ir, oL}
(D Fr ={(a,pa.p)lA,B) € Y1 Aa € A} U {(pa,p), b)

[(A,B) € YL Ab e BYU{(ir, )|t € T} U{(¢t, op)|t € To}
®) a(L) = (P, T, FL).
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o algorithm is one of the earliest process mining algo-
rithms. Now, « algorithm is still used to obtain a model.

Definition 12 (Indirect Dependency): Let ¥ be a set of
activities. For Vo € L, a = oli], b = o[jle ¢, and i < j,
an indirect dependency between a and b is denoted as a®b,
where a®* U* b =@ andifa € o,then3db € 0.

Ill. INDIRECT DEPENDENCY

This section presents a method to obtain a model with indirect
dependencies. Firstly, loop and choice structures are identi-
fied. Then association rules are obtained. Finally, an extended
Petri net is designed to model the process.

A. LOOP STRUCTURE

In this subsection, activities in loop structures are identified.
Then a sequence is formed based on the direct-follow relation
of activities.

Definition 13: Let L be an event log, o € L be a trace, and
s be a sequence. For Va € o, sum (a, o) indicates the number
of a in o, and sum (s, o) indicates the number of s in o.

For example, if 0] =< e, a, ¢, ¢, f > is a trace, then sum
(a,01) = 1 and sum (c, 01) = 2. For s =< a, ¢ >, sum (s,
o)=1.

Definition 14 (Loop Activity): Let L be an event log and
o € L be atrace. a € o is called a loop activity if sum (a,
o) >1. The set of all loop activities is denoted as Lys, where

Las = {a € 0|30 € LA sum (a, o) >1}.

For example, 01 =< e, a, ¢, ¢, f > and sum (c, 01) = 2,
so c is a loop activity.

Definition 15 (Loop): Let Lss be a set of loop activities.
p € Ljg is aloop, where for Vo; € Las, if |p| = 1, it is
called a 1-length loop; if |p| = 2, where p[0]>1 p[l]; and if
|p| >2, where p[i]>r pli+ 1] and |p|-2> i > 0. Lg denotes
the set of all loops.

Definition 16: Let a € v be an activity. For Vp; € Lj,
joint (a, p;) indicates a new sequence < a, p; > and joint (p;,
a) indicates a new sequence < p;, a >.

For example, if p; =< e, a, ¢, c,f >, then joint (a, p;) =<
a,e,a,c,c,f > andjoint (p;, a) =< e,a,c,c,f,a>.

Now, an algorithm for identifying loops is proposed as
follows.

In Algorithm 1, lines 2-8 indicate that all loop activities are
found and added into L4s. Then lines 9-23 indicate that all
loops are obtained according to Definition 15. Line 24 indi-
cates that loops are added into Lg. Finally, line 27 indicates
that the algorithm returns a loop set.

Example 1: Let L1 = {o] =< a,b,b,b,c,e >, 00 =< a,
b, c, e >}. According to Definition 14, sum (b, 01) = 3 and
Las = {b}. From Algorithm 1, we can obtain a 1-length loop
p=<b>.

Example 2: L, = {o] =< a,b,c,d,e,f,g >, 00 =< a,b,
c,d,b,c,d, e, f,g >}. Firstly, According to Definition 14,
sum (b, 03) = 2, sum (c, 0p) = 2, and sum (d, o) = 2. Thus,
we have Las = {c, d, b}. Then Las = Las-c, p =< ¢ >,
so Lqys = {b, d}. Since b >; c¢ and ¢ = p [0], we have
Las = Las-b, p =< b, ¢ >, and Lys = {d}. Then since
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Algorithm 1 Loops
Input: L
Output: Lg
1: Las = 05 p = ¢;
2: for each 0; € L do

3. foreacha; € 0; do

4 if sum (aj, ;) >1 then
5: Las = Las U aj;

6 end if

7:  end for

8: end for

9: for each a; € Las do

10: Las-ayg;

11: p = joint (ax, €)

12:for (i = 0;i < |Las|; i + +) do

13:  for Vb,,, ¢, € Las do

14: if (b, >, ¢, and ¢,, = p[0] and b, € Lss) then

15: o = joint (by, p);

16: Las = Las-bm;

17: end if

18: if (b, >, ¢, and b, = p[|p| — 1] and ¢,, € Las)
then

19: p = joint (p, cy);

20: Las = Las-cy;

21: end if

22: end for

23: end for

24: Ls = Ls U p;

25: p =&,

26: end for

27: return Lg

pllpl — 1]= c and ¢ > d, we have p = joint (p, d) and
Las = (Las-d) = @. Thus, we have p =< b, ¢, d >.

B. CHOICE STRUCTURE
In this subsection, we consider a choice structure that only
contains a sequential structure. A choice-branch refers to
a sequence of activities that satisfy the causal relation
in a choice structure. If there is an indirect dependency
between the activities of the choice-branch and activities of
other discontinuous structures, we use the first activity of
each choice-branch to find the indirect dependence between
choice activities and other activities. The first activity of
choice-branch is called a branch point. As shown in Figure 5,
< b, i > is a choice branch. Because b and i belong to
the same choice-branch, if there is an indirect dependency
between < b, i > and h, we use b to find the indirect
dependence between activities of choice-branch and other
structures.

Definition 17 (Choice Activity): Let L be an event log, and
o0i, 0j € L be two traces. a is called a choice activity, where
a € o;and a ¢ o;. The set of all choice activities is denoted

VOLUME 7, 2019

FIGURE 5. A model that contains choice and loop structures.

as
C={a € 02,a ¢ 01|35,,0ye5um(a, o1)=0Asum(a, o2)=1}.

For example, L = {01 =< a,b,d, e >, 07 =< a, c, d,
e >}.Since b € 01,b ¢ 02, ¢ € 03, and ¢ ¢ o1, we have that
b and c are choice activities and C = {b, c}.

Definition 18 (Branch Point): Let C be a set and Va;,
a; € C be activities. a; € C is called a branch point, where
a;, aj ¢ Las, a;#a;j, and there is no activity a; € C such that
a; — ak. Cps denotes the set of all branch points.

Theorem 1: Let 0 € L be a trace and a be an activity.
Ifa e Landa ¢ o, then a is a choice activity.

Proof: Because Ya € L, then 3o; € L and a € o;.
Since a € o; and a ¢ o, a is a choice activity according
to Definition 17. Thus, the conclusion holds.

According to Theorem 1 and Definition 18, an algorithm
for identifying branch points is proposed as follows.

Algorithm 2 Branch Points
Input: L, Lag
Output: Cgs
1:C=9,Cps =0,
2: for each 0; € L do
33 C=CUW — dset(04));
4: end for
5: CBS = C;
6: for each ¢; € C do
7. foreachc; € C do

8: if (¢; = c)) then
9: Cps = Cgs-cj;
10: end if

11: if (¢; — ¢;) then
12: Cps = Cgs-ci;
13: end if

14: end for

15: end for

16: Cps = Cps-Las;
17: return Cgg

In Algorithm 2, lines 2-4 indicate that according to Defini-
tions 17,1 Ja € L and a ¢ o; then C = C U a. Next, lines
5-15 indicate that for Va, b, if a —, b, then b is removed from
the Cps according to Definition 18. Then line 16 indicates that
if an activity is both a choice activity and a loop activity, then
it is not a branch point. Through the above operations, we can
find all branch points. Finally, line 17 returns Cgs.
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For example, L = {o] =< a,b,b,c,d,f >,00 =< a,c,
e,f >}and ¥y = {a, b, c,d, e, f}. For o1, dset(01) = {a, b,
¢, d, f} and ¥-0set(01) = {e}, and according to Theorem 1,
C = {e}. Then for 07, dset(02) = {a, c, e, f}. According to
Theorem 1, C = C U yr-0get(02) and Yr-0get(02) = {b, d}.
Thus, we have C = {b, d, e¢}. Since b € Lugs, according to
Definition 18, Cps = Cps-Las. Thus, we have Cps = {d, e}.

C. ASSOCIATION RULES

In this subsection, we mine indirect dependencies of activities
in loop and choice structures and use association rules to
describe indirect dependencies.

Definition 19: Let o be a trace and p € o be aloop. A loop
count is denoted as sum (p, o).

For example, if 0 =< a,b,c,d,e,f,g.e,f, 8. e.f,8 h >
and p =< e, f, g >, then sum (p, o) = 3.

Definition 20 (Association Tuple): Let B1,B3, B3, and B
be multi-sets, where B1 = Lg x Cps, B» = Cps x Lg, B3 =
Cps x Cps, and B = B1U B,U B3. An association tuple is
denoted as T =< x"Wnx.0) ysum(.0) 5 ¢ B where x* U® y =
@, x,y € o, x is the pre-set of the association tuple, y is the
post-set of the association tuple, B () € {1,2,3, ..., n}is
the weight of 7, 7(x) = x™"%)_and t(y) = y**"m0>),

For example, 71 =<< a, b, ¢ >3, ¢! > indicates that e
occurs after the loop < a, b, ¢ > occurs 3 times. 1) =< d 1
< a, b, ¢ >2> indicates that after d occurs, the loop < a,
b, ¢ > occurs twice. 13 =< d 1 ¢! - indicates that after
the choice activity d occurs, the choice activity e occurs. For

T =<<a,b,c >3, e! >, we have T1(x) =< a,b,c,a,b,c,

a,b,c>=<a,b,c>3and 71(y) = el =e.

Definition 21 (Sub-Trace): Let i be a set of activities and
o =<ap,al,a...a, >beatrace. Yy =< aj, Ajt1, Ai+25 ---»
aj > is a sub-trace of o where 0< i < j < n. Y denotes the
set of all sub-traces of o.

For example, 01 =< e,a, ¢, c,f > isatrace and y =< q,
¢ > is a sub-trace of oy.

Definition 22: Let L be an event log. 0 € L, a € Cgs,
and p € Lg.Forp € 0,0 =< y1, 0, Y2, Ps ---» Yn >, Clt
(o, 0) ={y1,v2, ---» Yn}, Where y; € Y and O< i < n. For
a€o,oc =<vy,a y >, cut(o,a) = {y, y'}, where y,
yreyY.

For example, 0 =< a,b,c,d,e > and cut (o,c) ={y =<
a,b>,yr=<d,e>}.1f p=<b,c >,thencut (o, p) =
(vi=<a>,m=<d,e>}.

Theorem 2: For Yo € L,V p;, pj € Ls, Ya; € p;, and Va; €
0j,if pi € L, aj#ra;, and Y = cut (0, p;), then |Y| — 1 = sum
(pi, 0).

Proof: Because Va; € p; and Va; € p;, we have a;#a;
ando =<...,a, b, p;, pj, ..., pi» pj»d, e, ...>¢ L. For sum
(pi» o) = 1, we have Vo =<...,a, b, pj,d,e,...>, Y =
cut (o, pj) = {y1 =<...,a,b >, y» =< d,e,...>}, where
Y| =2,50|Y|—1=1=sum(p;, o). Forsum (p;,0) =n >
1, we have Vo =<...,a, b, p;, pi, ..., pi»d,e,...>and Y =
cut(o,p)) ={y1 =<...,a,b>ym=¢e,13=¢,..
VYnt1 =< d, e, ...>}. There are y1, 41 and n — 1 € in the

h n=8,
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set Y, where |Y| — 1 = n = sum (p;, o). Thus, the theorem
holds.

Notice that, the existing algorithms do not consider indirect
dependencies between loop and choice activities, they can-
not mine models with loop-count-driven-choice structures.
We adopt the idea of cutting traces by a loop in this work.
An algorithm for mining loop-count-driven-choice structures
is proposed as follows.

Algorithm 3 Loop-Count-Driven-Choice Structures
Input: L, Lg
Output: B |
1:B1=0,Y =0;
2: for each p € Lg do
3: foreacho € L do
4 if (0 ¢ o) then
5 Continue;
6: end if
7.
8

if (0 € o) then

: Y = cut (o, p);
9: for y; € Y do
10: for each a € Cgg;
11: if (a € y;) where y; € Y then
12: =< plYl—l’ asum(a,o) >:
13: B,=BUrt;
14: Break;
15: end if
16: end for
17: end for
18: end if
19: end for
20: end for

21: return B 4

In Algorithm 3, lines 2-8 indicate that a trace is divided
into several sub-traces. Then lines 9-20 find the branch points
behind the loop. Next, we group them into an association
tuple according to Definition 20. In addition, we put all the
association tuples into Bj. Finally, line 21 returns Bj.

For example, L} = {01 =< a,b,c,d,e,f, h >, 00 =<
a,b,c,d,b,c,d,e, g, h >}. Through Algorithms 1 and 2,
we can obtain that Ly = {p =< b, ¢, d >} and Cps = {f,
g}. First, according to Definition 22, cut (o1, p) = {y1 =<
a >,y =<ef,h >} Sincef € y»,f € Cps, and sum
(p,01) = 1, wehave By = {t =<< b, ¢, d >1,fl >},
Similarly, we have B) = {<< b, ¢, d >1,f1 >and << b, c,
d>2 gl >}

In addition, when there are indirect dependencies of activ-
ities in choice and loop structures, we call the loop structure
whose loop count is affected by a choice activity as a choice-
driven-loop structure. Figure 5 shows a model, where b, i,
and c are activities in a choice structure and /4 is a 1-length
loop. If the loop count of 4 is affected by the activities in the
choice structure, we call the loop structure a choice-driven-
loop structure.

VOLUME 7, 2019



H. Sun et al.: Method for Mining Process Models With Indirect Dependences via Petri Nets

IEEE Access

FIGURE 6. A model that contains two choice structures.

We adopt the idea of cutting traces by branch points.
An algorithm for mining choice-driven-loop structures is pro-
posed as follows.

Algorithm 4 Choice-Driven-Loop Structures

Input: L, Lg

Output: B »

1:B,=0,Y =0,

2: for each a[i]le Cps where |Cgs| > i > 0do
3: foreacho € L

4 if (@ ¢ o) then

5 Continue;

6: end if

7 if (a € o) then

8: Y =cut (0, a),

9: for cach p € Ly do

10: if (oj € y/) where y/ € Y then
11: Y = cut(y/, p);

12: T =< a”"”(“’}’/), ,om_1 >
13: B, =B,Ur;

14: break;

15: end if

16: end for

17: end if

18: end for

19: end for

20: return B ,

In Algorithm 4, lines 2-8 are to cut the trace into two
sub-traces by branch points in Cpg. Then lines 9-16 find the
loop behind the choice and cut the sub-trace y/. In addition,
the loop count is obtained according to Theorem 2. Next,
we group them into an association tuple according to Defini-
tion 20. Finally, we put all association tuples into B». Line 20
returns B».

For example, Ly = {01 =< a,m,b,c,d,e,h > and oy =<
a,n,b,c,d,b,c,d,e, h >2}, where L = {p =< b, c,d >}
and Cps = {n, m}. First, according to Definition 22, cut (o1,
m) ={y =< a >and y/ =< b,c,d, e, h >}. Since < b,
¢, d >€ yr and according to Theorem 2, sum (p, y7) = 1.
Next, we can obtain that B, = {< ml, < b, c,d >1>}.
Similarly, we have B, = {< m', <b,c,d >'>, <n', <b,
c,d >2>2}.

The indirect dependencies of choice activities are common
in real processes. Figure 6 shows a model that contains two
choice structures. If b occurs, then only e in another choice
structure occurs; and if ¢ occurs, then only f in another choice
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structure occurs. The aforementioned case is an example of a
non-free-choice structure. o7+ and ILP algorithms can mine
it by adding additional places. Another situation is that if b
occurs, then only e in another choice structure occurs; and
if ¢ occurs, then e or f in another choice structure occurs.
This situation is different from the non-free-choice structure.
We call it a semi-non-free-choice structure. The existing
algorithms cannot mine the structure.

The indirect dependencies of choice activities can be
found in non-free-choice structures and semi-non-free-choice
structures. An algorithm for mining above two structures is
proposed as follows.

Algorithm 5 Non-Free-Choice and Semi-Non-Free-Choice
Structures

Input: L, Lg

Output: B3

1:B3;=0,Y = 0;

2: for eacha € Cgs do

3: foreacho € L

4 if (a ¢ o) then

5: Continue;
6: end if
7
8

if (a[il€ o) then
: Y = cut (o, ali]);
9: for b € Cgs do

10: if (b € y/) where y/ € Y then
11: T =< asum(a,a)’ bsum(b,a) >:
12: B3 =By Ur;

13: break;

14: end if

15: end for

16: end if

17: end for

18: end for

19: return B3

In Algorithm 5, lines 2-8 cut the traces into two sub-traces
by branch points in Cgg. Then lines 9-10 find the first branch
point in y/. Next, lines 11 and 12 indicate that two branch
points are grouped into an association tuple according to
Definition 20. Finally, line 19 returns B3.

For example, L3 = {01 =< a, m, b, e, h >, 07 =< a, n,
b, d,h >2, 03 =< a,m, b,d, h >}, where Cgs = {m, n,
d, e}. First, since m € o1, we can obtain that cut (o1, m) =
{y =<a>,y’=<b,e, h >}.Since e € y/, we can obtain
that By = {< ml, el > }. Then according to Definition 22,
cut (o1, e) ={y =< a,m,b >, yr =< h >}. Since there
is no branch points in y/, there exists no association tuple.
We can analyze 07 and o3 in the same way. Finally, we have
B; = {< ml,el >, <m!, d' >, <nl,d! >2}.

Association rules are a common way of describing “if...,
then...”. Itis usually denoted as a form of X = Y. In this part,
the pre-set and post-set of an association tuple T can form
an association rule, denoted as i, = x¥"%0) = ysum(y,0),
We denote TR as the set of association rules, Tpr—7r as the
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set of x"*9) and Tp,,_7r as the set of y™0>9) in the
following content.

Definition 23: Let L be an event log, B be a multi-set of
association tuples, T be an association tuple, :t; € TR be an
association rule, and B (7) be the weight of . Support of N,
is defined and calculated as follows.

B(7)
Support(N;) = —
IL|
For example, i, = a = b, if Support (9;) >0, which means
there is the case of “if a, then b”’.

Definition 24: Let R, = x*mx:9) = yum(y.0) be an asso-
ciation rule, T =< xSWmx.0) y”""()”") > be an association
tuple, N;(y) be the number of x5um.0) and B (7) be the
weight of 7. Confidence of N, is defined and calculated as
follows.

. B(7)
Confidence(f;) =
Nr(x)
For example, R, = a = b, if confidence (R;) = 0.8, which
means if a occurs, the probability of b occurring is 0.8.

Theorem 3: For Vi, = x = y € TR, if Confidence () =
1 and Support (R;) > 0, then xOy.

Proof: Since Support (N;) > 0and B (r) >0,37 =< x,
y > where x* U*y = #J and x, y € o. Since Confidence
(M) = 1, B () = Ng(x), which means that if x € o, then
dy € o. Thus, the theorem holds.

Theorem 3 means that we can describe implicit dependen-
cies by association rules with Confidence (R;) = 1 and
Support (M) > 0. According to Theorem 3 and Defini-
tions 23 and 24, an algorithm for mining association rules and
calculating the support and confidence of association rules is
proposed as follows.

In Algorithm 6, lines 2-6 indicate that the Support (9;) is
calculated according to Definition 23. Then lines 7-15 indi-
cate that the Confidence (i) is calculated according to Def-
inition 24. In addition, lines 16-23 find association rules with
Confidence (R;) = 1 and Support (N;) > 0 according to
Theorem 3. Finally line 24 returns TR, Tpe—7R, and Tpos—7R.

For example, Ly = {01 =< a,m,b,c,d,e,h >and oy =<
a,n b, c,d,b,c,d, e h >2}. According to Algorithm 4,
we can get that By, = {< m!, < b, c,d >'>, <nl, <b,c,
d >%> 2} and TR = {M;| = m =< b,c,d >, Ry =
nl =< b, c, d >2}. Then according to Definitions 23 and
24, we have:

Support (N1) = 1/3 = 0.33, Confidence (NRp1) = 1/1 =
L

Support (Ni2) = 2/3 = 0.67, and Confidence (Ry2) =
2/2 =1.

According to Theorem 3, we have TR = {1 = m! =<
byc,d >', M =nl =< b,c,d 2}, Tyre—tg = {m!, n'},
and Tpos—71R = {< b, ¢, d sl <b e d >2)}. However, for
Byi={t1=<ml,el >, n =<ml,d! >, 13 =< nl,d! >2}
and TR = (M3 = m! = e, Ny = m! = d' >, R,5 =
n' = d! }, we can see that if m occurs once, e or d occurs.
Since Confidence (!.3) = 0.5 and Confidence (R;4) = 0.5,
N.3 and R4 cannot describe indirect dependencies.
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Algorithm 6 Association Rules
Input: B =B1U B,U B3
Output: TR, Tpre—TR’ Tpost—TR
I: Nr(x) =0,TR=0, Tpre—TR =0, Tpost—TR =0;
2: for each T =< x*Wn*.0) ysum(.9) 5 c B do
3 R, = ySum(x,0) = ysum(y,a);
4: TR =TR UN;
5: Support (N;) = B (t)div |L];
6: end for
7: for each T =< x*mx.0) ysum(.9) 5 c B do
8: foreacht; € Bdo
9: if (z(x) = 1;(x) ) then

10: Ny = Ny +1;

11: end if

12:  end for

13:  Confidence()t; ) = B (t)div Nr(y);
14: Ny =05

15: end for

16: for each N; € TRdo

17:  if (Confidence (N;) = 1 && Support (N;) >0) then
18: Tpre—TR = Tpre—TR U xsum(x,o);

19: TposthR = TposthR Uy
20:  end if

21: else then

22: TR =TR-N;;

23: end for

24: return TR, Tye—7R, Tposi—TR;

sum(y,o).
2

D. EXTENDED PETRI NET
In this subsection, we design a new Petri net to build a model
with the indirect dependencies.

Definition 25 (Dependency Petri Net): DPN = (PN,
Typre—TR> Tposi—Tr, TR) is a dependency Petri net, where PN
is a Petri net, Ty,,._7g denotes x*"x, o of association rules,
Tposi—1r denotes Yy, o of association rule, and 7R denotes
a finite set of association rules, where it has the following
transition firing rules:

1) For Vtil = tll € TR and t; € Tpysi—1R, if t; has enabled,
and p €°® 1;: M(p) >1, then ¢; is enabled at M, denoted by
Ml1);

2) For\ftj1 =><tly,....,tp >"€TR,n e Ny,and < t,, ...,
ty >€ Tpos—7r, if ¢ has enabled, and p €° 1,: M(p) >1, then
<to,...,t, >isenabledat M, and < t,, ..., t, > can enable
n times, denoted by M[< 1,, ..., 1, >");

3)ForV <tq,...,t, >"=t} € TR, ty € Tposi—1r, if < 14,
..., 1, > has enabled n times, and p €°® 1: M(p) >1, 1 is
enabled at M, denoted by as M[#); and

4)If t ¢ Tposi—7r, and t € Tpe—7r has not enabled,
the firing rules are consistent with PN.

Association rules are used to describe indirect dependen-
cies.

For example, Figure 7 is a DPN model, where TR = {t21 =
13 Tpre—tr = {13}, Trosi—tk = {td}. For ta, p €°* 1
M(p) >1, so t4 can be fired. For p €°® t5: M(p) >1, t» occurs
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FIGURE 7. A DPN Model with Indirect Dependency.

once, and then ¢5 can be fired. In addition, if #, has occurred
once, t4 cannot be fired.

E. «™ ALGORITHM
Based on « 1gorithm, an algorithm is proposed to mine asso-
ciation rules and indirect dependencies as follows.

Definition 26 (R Algorithm): Let L is an event log. o’k
algorithm is defined as follow:

DTy ={t €T|Fsert € 0}

) T ={t € T|3sert = first(o)}

(B)To ={t € T|3sert = last(o)}

DLas = {alFseLsum(a, o) > 1}

(5) C ={al3s, gjeLsum(a, o;) = 0 A sum(a, o) = 1}

(6) Ls = {p|Vpli] € Las}

(7) Cps = {a, b|34,pecatt b}

®)X, = {(A,BJA C TLAA #@PABCTLAB +#
OV aeaVpepa =1 b AVqy ayeaar1#raz AVp, b,eb1#1.b2}

©) YL = {(A,B) € XLV Brex; A S A AB C B =
(A,B) = (A", B")}

(10) PL = {pa.p)l(A, B) € YL} Ui, oL}

(11) Fr = {(a, p.B)I(A, B) € YL ANa € A} U {(pa.p), D)

[(A,B) € Y Abe BYU{(ip, )|t € T} U{(t, op)|t € To}

(12) Tpre—1r = (x™""*|x € (Cps U Ls)}

(13) Tpos—1r = {y""0"|y € (Cps U Ls)}

(14) TR = {xsum(x,o') = ysum(y,o)|xsum(x,0), ysum(y,o) c
(Tpre—1R U Tposi—TR) A Support(Ny) > 0 A confidence(R;) =
1}

(15) «™ (L) = (Pp, Tr, FL, Tpre—1R, Tposi—Tr: TR)

Notice that operations in steps (4)-(7), (12), (13), and (14)
are different from « algorithm, where (4) and (6) are accord-
ing to Algorithm 1; (5) and (7) are obtained by Algorithm 2;
(12), (13), and (14) are obtained by Algorithms 3-6. In o’k
algorithm, step (1) gets all transitions. Then steps (2) and (3)
obtain the first and last transitions, respectively. Steps (4)-(7)
aim to find the transitions in loop or choice structure.
Steps (8) and (9) mine the causal relations. Then, steps (10)
and (11) generate the places and directed arcs, respectively.
Steps (12)-(14) get the association rules. Finally, the o’
algorithm returns a DPN model. Let |Ls| = m, |[L| = k,
|Y| =i, |Cps| = J, and |T| = n. Since Algorithm 3 uses
four layers of loops, the worst complexity of «’® algorithm
is 0(n4). In fact, since m, i, j, k < n, the computational
complexity of Algorithm 3 is m x k X i X j, which is lower
than O(n*). Next, we use an example to further illustrate the
A algorithm and its complexity.
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For example, L = {01 =< a,b,c,d,e,f,h >, 07 =< a,
b,c,d,b,c,d,e, g k, h >}. Firstly, in step (1), Tp, = {a,
b,c,d,e f,g, h, k}. Steps (2) and (3) get that T; = {a}
and Tp = {h}. Then by Algorithms 1 and 2, steps (4)-(7) can
obtain that Lys = {b, ¢, d}, C ={g, h,k}, Ls = {p =< b,
¢c,d >}, and Cps = {g, h}. In step (8), we have X; =
{({a}, {6, (b}, {ch), (e}, {d}), ({d}, {e}), ({e}, {f D),
({e}, {gh), (g}, {kD), ({k}{rD, (f}, {hD}. In step (9),
we have Y, = {({a}, {b}), ({b}, {c}), ({c}, {d}), ({d},
{e}), (e}, {f, gD, (g}, kD), (k, fH{rD}. In step (10),
we can get that P, = {p({a}, {b})}, p({D}, {c}), p({c}, {d}),
pd}, {e}), pe}. {F} {gD), pUg}, (kD). p(k, [}, {h}), ir, oL }.
Then, in step (11), Fr = {(a, p({a}, {b})), (p({a}, {b}), b), (b,
pb}, {c}), (p({b}, {c}), o), (¢, p({c}, {d}), (p({c}, {d}), d),
d, p({d}, {e}), (p({d}, {e}), e), (e, p({e}, {f 1), &), (p({e}, {F},
{g}, 1), (e}, {1}, (g}, ). & pg}, (kD). (p({g}, {k}, k), (k,
pUkL FH AR, (., p(k}, {F) (hD, (kL () {RD, ),
(i, a), (h, or))}. Next, through Algorithms 3 and 6,
steps (12)-(14) get that Tye—1r = {< b, ¢, d >l < b, ¢,
d >2), Tpos—tr = {g'.f '}, andTR = (< b, c,d >'= f! >,
< b,c,d >>= g'}.Finally, step (13) gets that "R (L) = (Pp,
Ty, Fr, Tpre—TRa Tpast—TR, TR). Since |Ls| = 1, [L| = 2,
Y| =2,n = |T| =9, and |Cps| = 2, the computation of
Algorithm 3 is 1 x2x2x2.

IV. EXPERIMENTAL EVALUATION

In this section, experiments are conducted based on two
artificial cases and two real business processes on ProM [44].
We compare 'R algorithm with o+, HM, ILP, and IM algo-
rithms, and discuss the precision and fitness of the models
obtained by the five algorithms. We use the method proposed
in [45] to calculate the precision and the tool named Replay
a Log on Petri Net for Conformance Analysis for testing
the fitness values of the models. We name the plugin con-
taining the o’® algorithm as alphaTR indirect dependencies
miner. The plugin is publicly accessible at https://github.com/
sdust-sunhuiming/miner.

The rest of the experiment is organized as follows.
In subsection A, we discuss an artificial model with a semi-
non-free-choice structure and the algorithm efficiency. Then
in subsection B, an artificial model that contains a choice-
driven-loop structure is discussed. Next, subsection C intro-
duces the outpatient process model of a hospital in Qingdao,
which contains a non-free-choice structure. In addition, sub-
section D discusses a model of an e-commerce system that
contains a loop-count-driven-choice structure.

A. SEMI-NON-FREE-CHOICE STRUCTURE

In this subsection, the semi-non-free-choice structure is dis-
cussed. We first use the following simple artificial event log
and mine a process model. L} = {< a, b, d, e, h >2 < g,
c,d,e,h >, <a,c,d,f,h >2 < a, c,d, g, h >, <a,li,
d,e,h>,<a,i,d,f,h>}. Next, we use five algorithms to
mine the event log L. Finally, the precision and fitness of the
model are calculated.
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Figure 8 is a model obtained by e algorithm. We found
that models obtained by ILP and IM algorithms are the same
as the one in Figure 8. Figure 9 is a model obtained by HM
algorithm. It is a c-net. We can convert it into a Petri net which
is also the same as the model in Figure 8. The event log is a
record of the process. We can see that from the Ly, if b occurs
in the first choice structure, then only e occurs in the second
choice structure, and no other activities in the second choice
structure occur after b. However, the models obtained by
a™, HM, ILP, and IM algorithms allow traces that do not
exist in L. It means that there are behaviors in the model that
do not exist in the business process. For example, < a, b, d,
f.h>and < a, b, d, g, h > are two traces that do not exist
in Ly, but they are allowed by the model in Figures 8 and 9.

FIGURE 8. A model mined by «*+ algorithm.

FIGURE 9. A model mined by HM algorithm.

Figure 10 is a DPN model obtained by o’ algorithm.
Compared with the models obtained by other algorithms,
we can see that it has an association rule b! = el. Thus,
the model does not allow f and g to occur after b, which
reduces the possibility of traces that do not exist in the pro-
cess. There is no association rule on ¢, so activities e, g, and
f may occur after c.

FIGURE 10. A model mined by «"R algorithm.

Figure 11 shows the precision of the five models. The
precision is calculated by the /-alignment method proposed
in [45]. The precision of models obtained by a™, HM, ILP,
and IM algorithms is 0.9167, the precision of a’® mining
model is 0.9706. Figure 12 shows the fitness of the five
models. The fitness of the five models is 1. It means that
our algorithm improves the precision of the model while
maintaining the same degree of fitness as other algorithms.

The complexity of the @™ algorithm is exponential in
the number of activities [5]. When the event log contains
a small number of activities, the o™ algorithm is more
efficient. However, when the number of activities is large,
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the efficiency of the o™ algorithm will decrease. The com-
plexity of the ILP algorithm is worst-case exponential [13].
When the event log contains large traces, the efficiency of
ILP algorithm is much lower than our algorithm. However,
ILP algorithm has an outstanding capability to mine various
models with complex structures. Experiments show that HM
and IM algorithms take less time than ours. Our approach
sacrifices efficiency but gets a model with high precision.

In summary, the o’ algorithm can effectively mine semi-
non-free-choice structures.

B. CHOICE-DRIVEN-LOOP STRUCTURE

In this subsection, we discuss a model that contains a choice-
driven-loop structure. L,-Le¢ are five different event logs gen-
erated by the same process as shown in Table 1.

TABLE 1. The information of five event logs.

Event log ignnl/lizregf Number of Events EIP ,}r; ngs
L, 15 4263 255

L; 15 7518 441

Ly 15 8582 526

Ls 15 18782 1114

Lg 15 34993 2053

Figure 13 shows a DPN model obtained by «’¥ algorithm.
We find three association rules in the model. For example,
after k occurs, then the loop < m, n, o > will occur three
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FIGURE 13. A model mined by «’® algorithm.

times, and other times are not allowed. In this way, the pos-
sibility of the model generating traces that do not exist in the
log is reduced. Our approach can improve the precision of
models by using association rules to limit the firing rules of
the Petri net.

Figure 14 shows the model obtained by ot algorithm.
The models obtained by HM and ILP are the same as the one
in Figure 14. The above three algorithms cannot mine choice-
driven-loop structures. It means that the loop can occur any
number of times after the choice in models obtained by att,
HM, and ILP algorithms. For example, this model allows
behaviors like < a, ¢, e, g, k, i, m, n, 0, m, n, p, g >, which
does not exist in the log. This model has low precision.

FIGURE 14. A model mined by «**, HM, and ILP algorithms.

Figure 15 is the model obtained by IM algorithm. The
algorithm also cannot mine choice-driven-loop structures.
This algorithm additionally mines three invisible transitions,
which makes the model more complex. Besides, the loop can
occur any number of times after the choice structure, which
is obviously wrong. Therefore, the model with low precision
is complex.

Figure 16 shows the precision of the models. We can see
that since we have mined the association rules in the model,
the proposed algorithm mining models have the highest pre-
cision. The precision of the IM algorithm mining models is
lower than that of the «’® algorithm, which is higher than
other algorithms. The models of ™, HM, and ILP algo-
rithms mining are the same, so the precision of the models
are all the same. However, the precision is lower than the R
and IM algorithms.
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FIGURE 15. A model mined by IM algorithm.
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Figure 17 shows that the fitness of the models obtained by
the five algorithms are all 1, which means that all the traces
in the event log can be replayed in the models. However,
the precision of other algorithms mining model is lower,
which means there are more traces that the model can pro-
duce, but they do not exist in the real process.
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FIGURE 17. Fitness.

In summary, the a’® algorithm can effectively mine the
models with choice-driven-loop structures.

C. NON-FREE-CHOICE STRUCTURE

In this subsection, we analyze the non-free-choice structure
with a real outpatient process of a hospital in Qingdao.
The capability of five algorithms to mine models with a
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non-free-choice structure is compared. L7-Lq; are five dif-
ferent event logs generated by the aforementioned pro-
cess. Table 2 shows information about five event logs.
Table 3 shows the symbols in the model and the activities
represented by the symbols. Next, we compare the models
obtained by five algorithms.

TABLE 2. The information of five event logs.

Number of Number
Event log Activities Number of Events of Traces
L, 16 4316 320
Lg 16 7283 534
Lo 16 11278 828
Ly 16 21713 1601
Ly 16 38986 2944

TABLE 3. Notations.

Symbols Activities

Seeking medical advice

Registering a hospital card

Entering patient information

Reading the hospital card

Registering a number

Waiting in line in front of the hospital department
Calling a number

Doctor consultation

Giving a new medical record book
Reading the medical record book
Asking the patient about the condition
Giving doctor's advice

Updating medical record book

Paying by card

Executing doctor's advice

Leaving hospital

T ORI AT TSN A0 R

Figure 18 shows the model obtained by ot algorithm.
This algorithm adds extra places (two circles marked as blue
in Figure 18) between the two choice structures. Since these
two places limit the occurrence of activities, it can describe
the non-free-choice structure. However, due to the added
new places and directed arcs, it reduces the simplicity of the
model.

Figure 19 shows a model obtained by HM and ILP algo-
rithms. These two algorithms cannot mine non-free-choice
structures in the model. These models allow traces that do not
exist in the outpatient process. In addition, if there are fewer
activities between the two choice structures, the ILP algo-
rithm can mine non-free-choice structures in a similar way to
the o™ algorithm. However, when there are many activities
between the two choice structures, the ILP algorithm cannot
mine non-free-choice structures in the model.

Figure 20 shows the model obtained by IM algorithm.
It uses the method of adding invisible transitions to improve
the precision, but still does not mine non-free-choice struc-
tures in the model, so the model obtained by this algorithm
has low precision.
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FIGURE 18. A model mined by «*+ algorithm.

FIGURE 19. A model mined by HM and ILP algorithm.

FIGURE 20. A model mined by IM algorithm.

The model obtained by IM, HM, and ILP algorithms can-
not accurately reflect the outpatient process. When the patient
comes to the hospital for the first time, he/she needs to register
a hospital card and then is given a new medical record book.
However, those people who are not the first time are called
“old patients”. They have a hospital card and a medical
record book previously. The hospital card and medical record
book can be only read and updated. The model obtained by
IM, HM, and ILP algorithms allow that ‘“‘old patients” are
given a new medical record book, which is impossible in the
real process. Therefore, the models obtained by IM, HM, and
ILP algorithms have low precision.

Figure 21 shows a DPN model obtained by o’ algorithm.
This algorithm mines the association rules in the model. The
association rules limit the firing rules of Petri nets through

FIGURE 21. A model mined by «™® algorithm.

VOLUME 7, 2019



H. Sun et al.: Method for Mining Process Models With Indirect Dependences via Petri Nets

IEEE Access

association rules. It can describe non-free-choice structures
in the model. Compared with the IM and ot algorithms,
our algorithm does not add additional places, directed arcs,
and invisible transitions, which ensures the simplicity of the
model. Compared with the model of ILP algorithm and HM
algorithm, the model by «’® algorithm has high precision.
It does not allow behaviors that do not exist in the outpatient
process.

Figures 22 and 23 show the precision and fitness of models
obtained by five algorithms. It can be seen from the figure that
the fitness and precision of our algorithm mining models are
the same as o™ algorithm. We adopt association rules on
Petri nets. The @™ algorithm uses extra places to change the
firing rule of the Petri net. It has been proved that the two
algorithms achieve the same effect when mining non-free-
choice structures. However, from the perspective of model
structure, the model by our algorithm mining is simpler. The
models obtained by the five algorithms have the same fitness,
but the models obtained by at* and «’® algorithms have
higher precision than the other three algorithms.

D. LOOP-COUNT-DRIVEN-CHOICE STRUCTURE

In this subsection, we analyze the real process of an
e-commerce system. In the process, a loop-count-driven-
choice structure is included. This kind of structure is
widely found in systems that include password verification
in login processes. Therefore, studying loop-count-driven-
choice structure is beneficial to better describe the system
process. Table 4 shows information about five event logs.
Table 5 shows the symbols in the model and the activities
represented by the symbols. Next, we compare the models
obtained by five algorithms.

TABLE 4. The information of five event logs.

Event log i::ltln:/titelresf Number of Events I(;Ifu _}I; Ezis
Ly, 14 9048 580

Ly 14 13302 829

m 14 40902 2846

Lis 14 67444 4258

Lis 14 133380 8550

Precision
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FIGURE 22. Precision.
Fitness
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FIGURE 23. Fitness.

In summary, our algorithm can effectively mine models
with non-free-choice structures, and the simple models have
higher fitness and precision.

VOLUME 7, 2019

TABLE 5. Notations.

Symbols Activities

Opening the system

Entering the system home page
Searching by product name
Searching by product category
Adding item to cart
Submitting the order

Paying the order

Entering a password
Verifying password

Paying successfully

payment failing

Freezing the account
Re-entering a password
Closing the system

S 3 ~F ST ThNe A0 e

Figure 24 shows a DPN model obtained by «’¥ algorithm.
We can see that the sub-process ‘“‘re-entering a password and
verifying the password, and payment failing” occurs once or
twice without causing the account to be frozen. When there
are no ‘‘payment failing” and ‘“‘re-entering a password” in
the trace, which proves that the consumer pays successfully
after entering the password once. When the aforementioned

FIGURE 24. A Model Mined by «"R Algorithm.
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FIGURE 25. A Model Mined by «**, HM, and ILP Algorithm.

FIGURE 26. A Model Mined by IM Algorithm.
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FIGURE 27. Precision.

sub-process occurs three times, which means the consumer
has reentered a wrong password three times. When the con-
sumer re-enters the password next time, if the verification still
fails, it proves that the account may be at risk. In order to pro-
tect the security of the account, it is necessary to temporarily
freeze the account. These two association rules obtained by
a!® algorithm helps us better understand the freeze account
process.

Figure 25 shows the model obtained by o™, ILP, and HM
algorithms. The above algorithms cannot obtain loop-count-
driven-choice structures in the model. It shows that freezing
the account is likely to occur after any number of times of
re-entering the password and verification failed, which is
obviously wrong. Therefore, this model has low precision.

Figure 26 shows the model obtained by IM algorithm. First,
there are several invisible transitions in this model, which
reduce the simplicity of the model. In addition, this model
allows traces like <..., k, m, j, ... >, which is obviously not
presented in real business. Therefore, IM algorithm cannot
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mine loop-count-driven-choice structures, and models mined
by it has low precision.

Next, we compare the precision and fitness of the model.
Figures 27 and 28 show the precision and fitness of models.
Although the models obtained by the five algorithms have the
same value of fitness, models mined by our algorithm have
the highest precision over the others.

Fitness
1 r ® ® * % %
—— a
0.8 . M
0.6 ILP
0.4 HM
0.2 —*— a~r
0 ! ! A L |

L12 L13 L14 L15 LI16

FIGURE 28. Fitness.

In summary, our algorithm can effectively mine the model
containing the loop-count-driven-choice structures.

V. CONCLUSION

In this paper, an algorithm is proposed to construct mod-
els with indirect dependencies. Through this algorithm,
we can mine the four kinds of structures that contain indirect
dependency, i.e., loop-count-driven-choice structure, choice-
driven-loop structure, non-free-choice structure, and semi-
non-free-choice structure. Then in order to solve the problem
that Petri nets are difficult to express indirect dependence,
we extend Petri nets and express indirect dependencies by
association rules. Some experiments on two real-world busi-
ness process cases and two artificial cases are carried out
on ProM. The results show that our algorithm is effective.
Besides, models mined by our algorithm have higher preci-
sion than other algorithms mine. This method can be used to
construct real process models, which helps people to further
understand the system operation, thereby discovering system
bottlenecks and optimizing the process. Our future work will
focus on indirect dependencies in multiple parallel structures
and other complex structures.
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