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ABSTRACT Facial expression is the main medium of information transmission in human communication,
playing an important role in human’s daily life. Facial expression recognition is still challenging due to
the various obstacle, illumination, and posture. However, most of the existing works focus on deeper or
wider network structures and rarely explores the high-level feature statistics. In this paper, we propose a
second-order pooling convolution neural network to explore the correlation information between the facial
features after deep network learning. At the final stage of the network, we add a new covariance pooling
layer to replace the first-order pooling of standard convolution networks. In the pooling layer of covariance,
the Newton iteration method is used to approximate the square root instead of EIG or SVD, which makes
it more suitable for GPU. Due to the small amount of facial expression data, this paper uses different data
augmentation methods to increase the amount of training data and improve the generalization ability of the
model. The proposed method, data augmentation and second-order pooling (DASOP), was evaluated on the
real-world affective faces database (RAFDB) and the static facial expressions in the wild (SFEW), yielding
correct rates of 88.625% and 59.518%, respectively. We achieve state-of-the-art performance superior to
existing methods.

INDEX TERMS Facial expression recognition, data augmentation, second-order pooling, deep convolutional
neural networks.

I. INTRODUCTION
Facial expression is the most natural and direct way to reflect
people’s inner emotions and thoughts. Therefore, the research
of facial expression recognition technology based on visual
information is another research topic after face detection and
recognition [1]. Facial expression recognition has potential
application value in many fields, such as intelligent med-
ical care, intelligent monitoring in security field, human-
computer interaction, digital entertainment, etc. In facial
expression recognition, it is a very challenging task because
the visual differences between different subclasses are small
and easily affected by posture, perspective, illumination, and
so on [2].

Deep convolutional neural networks generally require a
large amount of training data to get ideal results. However, the
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amount of public database of facial expression recognition
is limited, so data augmentation can be used to increase the
diversity of training samples, improve the robustness and
generalization ability of the model, and avoid over-fitting [3].
For example, we can crop the image in different ways so
that the objects appear at different positions in the image at
different scales, which can reduce the sensitivity of the model
to the target position.

Convolutional neural network (CNNs) have enough capac-
ity to represent the complex variations of samples by learning
features hierarchically [4]. Therefore, CNNs have made out-
standing achievements in facial expression recognition. The
common models mainly adopt the average or max pooling
layer in designing network architectures. However, these lay-
ers only capture the first-order statistics of input features,
which limit the learning capacity of models [5]. In addition,
the structure of face not only contains the global discrimi-
nant information, but also the local discriminant information.
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FIGURE 1. Data augmentation and second-order pooling based Densenet121 networks for facial expression recognition.

TABLE 1. Comparison of accuracies with various standard network
architectures on RAFDB and SFEW.

So, the performance of single model is limited to the loss of
discriminant information.

At present, deep facial expression recognition faces two
key problems: (1) over-fitting due to lack of sufficient training
data; (2) facial expression changes are subtle and changeable,
the first-order information is insufficient to provide more
discriminant information. To overcome these issues, this
paper proposes data augmentation and second-order pooling
based deep convolutional neural networks for facial expres-
sion recognition. An overview of the proposed methods is
shown in Figure 1. The input image is transformed into a
Densenet121 neural network, then the second-order informa-
tion of the output feature is calculated, and the final output
category is obtained. In summary, the main contribution of
our work consists of:

(1) We add multiple data augmentation technologies to
datasets, and set a group of experiments on different networks
to illustrate the effectiveness of data augmentation. The result
of experiments is shown in Table 1.

(2) Facial expression recognition adopts end-to-end pool-
ing of second-order statistics. Newton iteration method is
used to solve the covariance matrix to make it more suitable
for GPU.

(3) The proposed DASOP achieves the state-of-art perfor-
mance on two public datasets: RAFDB and SFEW.

The remainder of this paper is introduced as follows.
Section II summarize the work most relevant to our work.
Section III descripts the proposed model, including data aug-
mentation, and covariance descriptors. The improved perfor-
mance of the proposed DASOP on two public datasets, and
comparison with the state-of-art solutions is demonstrated in
Section IV. Finally, Section V concludes this paper and gives
the directions of future work.

II. RELATED WORK
The proposedmethodDASOP consists of two parts: data aug-
mentation and second-order pooling. Therefore, this paper
introduces the related work of data augmentation and the
second-order pooling separately, and summarizes as follows.

A. DATA AUGMENTATION
Convolutional neural networks can classify objects placed
in different directions, or different scales, or different illu-
minations robustly, that is, convolutional neural networks
have invariant properties [3]. This is the premise of data
augmentation.

Data augmentation is mainly to improve the robustness and
generalization ability of themodel, and reduce the over-fitting
phenomenon of the network. By transforming the training
data, the network with stronger generalization ability can be
obtained, which can better adapt to the application scenarios.
Over-fitting is mainly caused by two reasons: too little data
and too complexmodel. Hence, data augmentation is themost
direct and effective method to avoid over-fitting.
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Commonly data augmentation methods listed as follows:
Rotation: Random rotates the image at a certain angle.
Reflection: change the orientation of the image content.
Flip: Flip the image horizontally or vertically.
Scale: The image can be outward or inward according to

the specified scale factor; or the scale space is constructed
by filtering the image with using the specified scale factor,
according to the idea of SIFT feature extraction.

Crop: Random select the region of the image for clipping
and scaling to a certain scale.

Shift: shifts the image in a certain way on the image plane.
Noise: Random perturbation of each pixel of the image.

The common noise modes are salt and pepper noise and
Gauss noise.

Color jitter: Randomly change the brightness, contrast
and saturation of the image.

Random Erasing [6]: Random selection of an area on a
picture and random erasure of image information.

Generative Adversarial Networks (GAN) [7]:An image
generation model consists of two parts, a generator and a dis-
criminator, which generate images through two-part mutual
game learning.

In order to get more data, we just need to make minor
changes to our existing dataset, such as flips, translations or
rotations. Data augmented images are distinct and indepen-
dent images for untrained neural networks.

B. SECOND-ORDER POOLING
Deep convolutional neural networks have achieved great
success in large-scale object classification and other areas
of computer vision. In fact, this network can be seen as a
process of learning low level features through hierarchical
convolution and pooling, and getting high level representation
through a global average pooling that is sent it to the classifier
for classification.

The focus here is global average pooling. This layer of
work was first proposed on [8], and is now widely used
in mainstream deep networks, such as Inception, Resnet,
Densenet and so on. However, the problem of global average
pooling is that the previous network acquires a strong expres-
sive feature through continuous learning, but at last it makes
a global mean when it expresses the image. Statistically
speaking, the mean is only a first-order information that is
often simple, fast and effective. However, it is easy to ignore
the relevant information between channels by calculating the
mean of each channel. Based on this point, many authors
propose a second-order statistical method to replace the first-
order global average pooling, and thus make a series of work.

One of the earliest works employing second-order pool-
ing for semantic segmentation used it as regional descriptor,
combined with LBP, SIFT and MSIFT [9]. Previous well-
known work included DeepO2P [5] and Bilinear Model [10]
and various improvements. In [11], authors propose a new
class of CNN architectures to employ covariance pooling.
The method of global covariance pooling is first applied to
large-scale visual recognition tasks in [12]. It not only given

some theoretical analysis, but also prove to be effective in
large-scale vision problems, such as the classification of Ima-
geNet. In [13], authors propose symmetric positive definite
manifold network, that is, covariance pool is used in facial
expression recognition, combining manifold networks with
traditional convolutional networks, and using spatial pools in
a single image feature map in an end-to-end depth learning
approach. The following is a brief description of the covari-
ance processing for different second-order pooling.

Deep Second Order Pooling (DeepO2P) [5]: adopts
Log-Euclidean (Log-E) metric for exploiting geometry of
covariance spaces, which only brings side effect on covari-
ance representations. It is not suitable for large-scale datasets,
such as ImageNet.

Bilinear Pooling (BP) [10]: performs element-wise square
root normalization, without considering the manifold of
covariance matrices. Bilinear convergence calculates the
outer product of different spatial locations and calculates the
average convergence for different spatial locations to obtain
bilinear features. The outer product captures the pairwise
correlation between the feature channels, and this is trans-
lationally invariant. Bilinear convergence provides a stronger
representation of the feature than the linear model, and can
be optimized end-to-end to achieve performance.

Compact Bilinear Pooling (CBP) [14]: use the outer
product to combine the feature maps of the two streamCNNs,
then transform the bilinear features through the square root
of the symbol, and add L2 normalization, input classifier.
Compared with the BP, the loss of the CBP is basically
unchanged, but the size of the parameters is reduced by
two orders of magnitude, and CBP supports an end-to-end
training structure.

Global Gaussian Distribution Embedding Network
(G2DeNet) [15]: take advantage of matrix normalization but
suffer from large dimensionality since they use the square-
root of a large pooled matrix. At the same time, the authors
use the first and second-order information and normalize it
by 0.5 matrix power.

Moments Embedding Network (MoNet) [16]: using
a sub-matrix square root layer, matrix normalization is
performed before bilinear pooling, combined with com-
pact pooling, reduces dimensionality significantly with-
out compromising performance. The description matrix is
augmented, which contains both first and second-order
information. In addition, tensor sketch can be used to design
a compact bilinear merge operation. Its performance is better
than G2DeNet.

Symmetric Positive Definite Manifold Network
(SPDNET) [13]: covariance features can be flattened
through Bilinear Mapping Layer, and then introduced non-
linearity by Eigenvalue Rectification, Log Eigenvalue Layer
endows elements in Riemannian manifold with a Lie Group
structure.

Matrix Power Normalization [12]: the covariance matrix
of depth description vector is normalized by 0.5 matrix power
to obtain bilinear convergence feature. The covariance is by
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FIGURE 2. Data augmentation in train and test datasets.

eigen-decomposed to obtain the eigenvalue, and then the
square root of eigenvalue is obtained. It solves the problem
of high dimension statistics of small samples, and effectively
uses the geometric structure of covariance matrix [17]. How-
ever, almost all platforms based on GPU have poor support
for eigen decomposition, so its efficiency is very poor.

IterativeMatrix Square Root Normalization of Covari-
ance Pooling [18]: because there is no efficient implementa-
tion of eigenvalue decomposition and SVD on GPU, Schur
decomposition or eigenvalue decomposition are still needed
when Lyapunov equation is solved in reverse. It is pro-
posed that both forward and backward processes are based
on Newton iteration method. The matrix is normalized by
0.5 matrix power.

A common framework of above references is to use CNN
to extract feature map, and then use each location in feature
map as a sample to calculate the covariance matrix of the
entire feature map. After the covariance matrix is obtained,
the eigenvalues are reduced, parameterized or normalized and
then output.

Facial expression recognition is more directly related to
the deformation of facial feature points than to the existence
or absence of specific feature points. Therefore, we believe
that if geometric moments are applied to facial expression
recognition, the second-order statistics are more suitable than
other statistics for capturing the regional distortion of key
points in facial features.

In the generated convolution network, global covariance
pooling is a better choice than global average pooling. There
are three reasons: (1) better performance and stronger gener-
alization ability; (2) good theoretical explanation in statistics
and geometry; (3) fast convergence and high computational
efficiency.

III. PROPOSED METHOD
Facial expression recognition mainly includes three parts:
face detection, feature extraction, expression recognition.
That is, given a picture, face detection is performed first,
and then align based on facial markers. The extracted face
is augmented and standardized, and then fed into the deep
neural network. To consider the interaction between fea-
tures, we use second-order pooling, and then employ the
Newton-Schulz iteration to explore second-order statistical
information. Because the difference between classes is not
significant, the first-order information is not applicable, but
the second-order information can bring more discriminatory
and valuable information to the classifier.

A. DATA AUGMENTATION
Because of too little data and too many network param-
eters, it is easy to lead to over-fitting. The facial expres-
sions publicity dataset is small, and the categories are not
balanced, so this paper adopts data augmentation methods
to expand the dataset to avoid over-fitting. Another advan-
tage of data augmentation is to expand the amount of data
in the database, which makes the training network more
robust. The data augmentation of training used in this paper
are as follows: resize, random horizontal flip, random crop
and random Erasing. Random erasing is complementary to
random clipping and random horizontal flipping. The test-
ing data is cropping the given image four corners and the
central crop plus the flipped version of these, then average
the predictions of 10 images, the largest output classifica-
tion is corresponding expression. This method effectively
reduces classification errors. Data augmentation is shown
in Figure 2.
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B. COVARIANCE POOLING
After deep convolutional neural network, feature will be
obtained. Firstly, covariancematrix is calculated. Unlike first-
order pooling, covariance matrix can describe the correlation
between each channel.

Defining the output of the convolutional network is a tensor
of h×w×d dimensions, where h is the height, w is the width,
and d is the number of channels. This tensor is reshaped into
a n× d dimensional feature matrix, where n = h× w. Then
calculate the covariance of this matrix:

6 =
1

n− 1

n∑
i=1

(xi − µ) (xi − µ)T =
1

n− 1
XTX (1)

where x1, x2, . . . , xn ∈ Rd be the set of features, X denotes
the mean-subtracted data matrix.

At present, almost all GPU-based platforms have very poor
support for eigenvalue decomposition, so the second-order
pooling layer in this paper uses iterative method to solve
the square root of covariance. Since the iteration itself is
not global convergence, it can be guaranteed by dividing
the trace of the matrix by the covariance matrix; however,
the covariance is changed after dividing by the trace, so the
value of the trace is compensated by post-compensation after
the iteration. Detailed description is as follows.

1) PRE-NORMALIZATION
In order to ensure the global convergence of the proposed
algorithm, we pre-normalize covariance matrix by dividing
its trace before the Newton iteration, i.e.,

A =
1

tr (6)
6 (2)

Let λi be eigenvalues of 6, arranged in nondecreasing
order. As tr (6) =

∑
i λi, then:

‖6 − I‖2 = max (6 − I) = 1−
λ1∑
i λi

< 1 (3)

Therefore, the proposed algorithm satisfies the conver-
gence condition.

2) NEWTON-SCHULZ ITERATION
The idea of Newton’s method is simple. Given an initial point,
the tangent at that point is used to approximate the function,
and then the root of the tangent is found as an iteration.
Newton’s iteration method is to make the equation converge
gradually through continuous iteration.

Let A be an SPD matrix, the square root of A is Y =
Udiag

(
λ
1/2
i

)
UT , but both EIG and SVD are not well sup-

ported on GPU [12]. Hence, we computing Y by Newton
Schulz iteration, a case of coupled iteration as follows:

Yk =
1
2
Yk−1 (3I− Zk−1Yk−1)

Zk =
1
2
(3I− Zk−1Yk−1)Zk−1 (4)

where Z = I for k = 1, . . . ,N .

Equation (4) only involves matrix product operations,
not matrix inverse, hence is suitable for implementations
on GPUs. Compared to the exact square root of the EIG
calculation, the approximate solution can only be obtained
by 5 iterations [13].

The reason for exponentiation is to solve the problem
of small sample high dimension in covariance estimation.
Reference [8] has been verified that when the power is 0.5,
that is, the square root operation, the effect is optimal.

3) POST-COMPENSATION
Since the pre-normalization changes the covariance size,
in order to eliminate this effect, post-compensation is added
after the Newton iteration method to compensate the trace
value back, i.e., C =

√
tr (6)YN

Finally, the output of the second-order pooling layer is fed
into the classifier for classification.

IV. EXPERIMENTS
In this section, we conduct many experiments of the proposed
method on two public datasets and present the state-of-the-art
performance though comparing with the previous work. The
proposed system is implemented on Pytorch using NVIDIA
GeForce GTX 1080Ti with 11GB memory. In our experi-
ments, the input image is 224∗224, the batch size is 32. The
training epoch is set to 100. The initial learning rate is 0.1 and
decays by a factor of 0.1 every 30 epochs. DNNs adopted
in Table 1 is trained from scratch.

A. DATASETS
In this paper, facial expression datasets in the wild are chosen,
which can better approximation to the real-world scenarios,
and also more challenging. We present the evaluation results
of RAFDB and SFEW datasets, and reveal the relevance and
importance of facial features.

Real-world Affective Faces Database (RAFDB) [19] is a
large-scale facial expression database with around 30K great-
diverse facial images downloaded from the Internet. This
dataset contains 15331 images and that have been labeled for
seven basic expressions. There are 12271 samples in training
set and 3068 samples in test set. The RAF-DB is 100∗100
RGB image, is shown in figure 3(a). There are 7 rows, each
row representing a category with 7 images per category.
Figure 3(b) is the data distribution. It shows the number of
images per emotion in the training set and test set. As can be
seen from Figure 3(b), the data distribution is very uneven.

SFEW [20] extracted from a temporal facial expressions
database Acted Facial Expressions in theWild which we have
extracted from movies. The database covers unconstrained
facial expressions, varied head poses, large age range, occlu-
sions, varied focus, different resolution of face and close to
real world illumination. In total, SFEW contains 1766 images
and that have been labeled for seven basic expressions. There
are 958 samples in training set and 436 samples in validation
set. Since the test set are not labeled, here the results on the
validation set is reported in this paper.
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FIGURE 3. RAFDB samples and distribution.

B. RESULTS AND DISCUSSION
Since the images provided by the dataset contain many back-
grounds, it needs to be preprocessed, that is, face extraction.
For SFEW, we use the MTCNN proposed in [21] to detect
faces. For RAFDB, the dataset provides the aligned faces.

We evaluate five current classical CNN architecture as
backbone network for DASOP in Table 1. we present the
comparison of accuracies with various standard network
architectures on RAFDB and SFEW. Original means the
original data input to different networks for training. Aug is
for data augmentation using standard techniques including
random crop, random flip and random erasing. DASOP is
data augmentation and covariance pooling.

It can be seen from Table 1 that:
(1) the densenet121 + DASOP of method proposed in

this paper obtains best classification results with accuracy
88.625% on RAFDB and 59.518% on SFEW. This shows that
the deep convolution network has a very obvious effect on
the classification. The corresponding confusion matrixes are
shown in Figure 3.

(2) Data augmentation is very effective to improve the
classification effect. The accuracy rate is increased by 1-7%

FIGURE 4. Confusion matrix for Densenet121 and DASOP on the RAFDB
and SFEW.

on RAFDB and 16-32% on SFEW, respectively. The SFEW
datasets are fewer, so the improvement of the accuracy rate is
more obvious.

(3) Compared with the first-order pooling, the accuracy of
the second-order pooling is improved by 0.7-6% on RAFDB
and 1-6% on SFEW, respectively, which shows the effective-
ness of the second-order pooling and provides more useful
information.

Figure 4 shows that the accuracy of happiness and angry
is significantly higher than others, but the accuracy of fear
and disgust is very low. For this problem, we think that the
first reason is that the number of different expressions in the
data set is not balanced, this kind of imbalance is enough
to make the classification error. The second reason is that
surprise, disgust, fear and sad have certain similarities. In real
life, people also find it difficult to distinguish these four kinds
of expressions, especially when they are not acquainted with
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FIGURE 5. The loss function curve for original data and data
augmentation with Densenet121 on the RAFDB.

each other, it is even more difficult to correctly recognize
expressions. Moreover, we find that misjudgments always
occur in some classes, which may be really difficult to dis-
tinguish and confuse.

In RAFDB, the loss function curve of original data and
data augmentation based on densnet121 is shown in Figure 5.
From Figure 5 (a), it can be seen that there is a serious
over-fitting problem in the original data, so data augmenta-
tion technology is used to avoid over-fitting in this paper.
Figure 5 (b) shows that data augmentation can solve this
problem very well.

FIGURE 6. comparison of densenet121 + DASOP with other pooling.

C. COMPARE TO OTHER POOLING
In this section, we evaluate different second-order pooling
methods for facial expression recognition. Figure 6 shows
the comparison of the proposed method with the first-order
global average pooling (GAvP) method and the second-order
pooling methods, BP with CNN (BCNN) and CBP. Accord-
ing to the Table 1 experimental results, Densenet121 was
chosen as the basic network. As can be seen from Figure 6,
the result of second-order pooling is higher than first-order
pooling with accuracy 2-4% on RAFDB and 5-10% on
SFEW, respectively. And our method achieves the highest
accuracy in second-order pooling methods.

D. COMPARE TO OTHER REFERENCE
Table 2 shows the comparison of the accuracy of each class
between this paper and other references on RAFDB and
SFEW. It can be seen that our algorithm is 1.625% higher than
the current highest result, achieves the state-of-art results.

TABLE 2. The comparison of the accuracy of each class between this paper and other references on RAFDB and SFEW.
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This verifies the effective and significant of the proposed
method. From all results based-deep learning, we can obtain
that this stems from the effectiveness of deep convolu-
tional networks and second-order information for feature
extraction.

V. CONCLUSION
The novelty of the proposed model is that second-order sta-
tistical information is introduced into the network as image
representation. Compared with the classical method, only
the first-order statistical information is mined in the learning
process, and the visual features with stronger resolving power
can be learned. By introducing global covariance aggregation
and matrix power normalization techniques, the proposed
model is significantly better than the classical convolutional
network in performance, and the convergence speed is faster.
Data augmentation reduces the risk of over-fitting and makes
the model robust to occlusion. Experiment conducted on
RAFDB and fer2013 with various architectures validate the
effectiveness of our method.

FUTURE WORKS
In this work, we use traditional supervised methods for
data enhancement. However, in the real world, data in the
natural state exists in a variety of situations, and cannot
be handled by the above simple methods. Therefore, data
enhancement can be achieved by the following unsupervised
methods:

(1) Through the distribution of model learning data,
the images which are consistent with the distribution of
training data set are randomly generated. The representative
method, GAN.

(2) Through themodel, learn the data enhancement method
suitable for the current task, the representative method,
AutoAugment [27].

Also, we can add Global Second-order Pooling [28] across
from lower to higher layers of deep convolutional net-
works aiming to learn more discriminative representations
by exploiting the second-order statistics of holistic image
throughout a deep convolutional network. This will be an
interesting direction, and the results should be improved in
theory.
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